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Abstract

Hybrid organic-inorganic lead halide perovskites represent a class of novel
solar cell materials that have recently gained interest due to their excellent
optoelectronic properties. However, their poor stability and fast degrada-
tion hinder commercialization. This work investigates one instability mech-
anism, light-induced phase segregation, by analyzing hyperspectral photolu-
minescence (HSPL) images of mixed-halide perovskite solar cells.

The present study aims to use HSPL imaging and accompanying data analysis
techniques to map light-induced phase segregation in mixed-halide perovskite
solar cells. To achieve this, planar regular (n-i-p) perovskite solar cells were
fabricated in REALTEK’s laboratories. HSPL images of these cells were then
analyzed using data analysis pipelines comprising some preprocessing steps
in addition to principal component analysis (PCA) and multivariate curve
resolution (MCR). Supplementary X-ray fluorescence (XRF) images of the
samples were also taken in an attempt to assess whether the HSPL images
can be used for mapping phase segregation-caused regions of higher and lower
concentrations of the perovskite’s halide species (iodide and bromide).

The samples’ photoluminescence (PL) spectra comprise several peaks and
shoulders that may originate from phases of different halide stoichiometries.
However, it can not be concluded that the observed PL signals are caused by
phase segregation since the XRF images from the present XRF setup could
not be used for validation. Also, the literature suggests that similar spectral
features may be caused by other mechanisms, like re-absorption effects. A thor-
ough analysis of the origins of the various PL signals must be conducted, and
a suitable characterization method for validation of the HSPL analysis must
be in place before the method can be developed further. Since the literature
suggests that the iodide-rich domains are small compared to the resolutions of
the present XRF and HSPL setups, increasing the resolution may be necessary
to facilitate the localization of such domains.
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Sammendrag

Hybride organisk-uorganiske blyhalidperovskitter representerer en ny klasse
solcellematerialer som den siste tiden har vekket stor interesse som fglge av
deres utmerkede optoelektroniske egenskaper. Likevel forhindrer deres darlige
stabilitet og raske degradering kommersialisering. Dette arbeidet undersgker
én ustabilitetsmekanisme, lysindusert fasesegregering, ved & analysere hyper-
spektrale fotoluminescensbilder (HSPL) av fler-halid perovskittsolceller.

Studien tar sikte pa & bruke HSPL-avbildning og tilhgrende dataanal-
yseteknikker for a kartlegge lysindusert fasesegregering i fler-halid per-
ovskittsolceller. For & oppna dette ble plane perovskittsolceller med n-i-p
arkitektur produsert i REALTEKSs laboratorier. HSPL-bilder av disse cellene
ble deretter analysert ved hjelp av en kombinasjon av ulike preprosesser-
ingssteg, prinsipalkomponentanalyse (PCA) og multivariat kurveopplgsning
(MCR). Supplementare rgntgenfluorescensbilder (XRF) tas ogsa av provene i
et forsgk pa a vurdere om HSPL-bildene kan brukes til & kartlegge omrader
med hgyere og lavere konsentrasjoner av perovskittens halider (jod og brom)
forarsaket av fasesegregering.

Prgvenes fotoluminescensspektre (PL) inneholder flere topper og skuldre som
kan stamme fra faser med ulike halidstgkiometrier. Likevel kan det ikke
konkluderes med at de observerte PL-signalene skyldes fasesegregering, siden
XRF-bildene som ble tatt med det aktuelle XRF-oppsettet ikke kunne brukes
til validering. Litteraturen foreslar at liknende spektrale fenomener ogsa kan
skyldes andre mekanismer, slik som reabsorpsjonseffekter. En grundig analyse
av opprinnelsen til de ulike PL-signalene ma utfgres, i tillegg til at en passende
karakteriseringsmetode for a validere HSPL-analysen ma pa plass for metoden
kan utvikles videre. Siden litteraturen foreslar at de jod-rike domenene er sma
sammenliknet med oppl@gsningen til de naveerende XRF- og HSPL-oppsettene,
kan en gkning av opplgsningen vaere ngdvendig for a kunne lokalisere slike

domener.
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Use of Artificial Intelligence (AI) Tools

Grammarly, ChatGPT 3.5, and Sikt Kl-chat (with the gpt-4-8k model) are
the Artificial Intelligence (Al) tools that were utilized in this work. The list
below summarizes how these tools were used and gives examples of prompts

written to these Al language models.

o Grammarly was used for performing augmented grammar and spell
checks.

— For instance, Grammarly marks misspelled words and incorrect use

of punctuation in the text editor.

— Moreover, it provides suggestions on how to improve the sentence
structure.

e ChatGPT 3.5 and Sikt KI-chat were used to find the most appropriate

word for use in a sentence.
— Example prompt: "Should I write X or Y in this context?"

o ChatGPT 3.5 and Sikt KI-chat were used to translate terms and phrases

from Norwegian to English and vice versa.
— Example prompt: "Translate X from Norwegian to English."

— Note! These tools were not used to translate complete sentences or
longer text segments for use in this text (the thesis). They were

exclusively used to translate single words or phrases.

— The translations were always double-checked with a dictionary if

something was unclear.
o ChatGPT 3.5 and Sikt KI-chat were used to help generate Python code.

— Example prompt: "How can a three-dimensional numpy array be

transformed into a matrix?"
— Example prompt: "What does this error message mean?"

— Example prompt: "How can the font size of the x-axis label in a
matplotlib plot be adjusted?"

o ChatGPT 3.5 and Sikt KI-chat were used to generate Latex code.

— Example prompt: "How can I make a table containing. .. ?"



A Note on Image Quality in Printed Copies of
the Thesis

Some printers and/or printer settings may reduce the detail level in printed
copies of this work’s images. Hence, to obtain satisfactory image quality and
to preserve important details, the recommendation is to either use appropriate
printer settings (a sufficiently high DPI) or to view the PDF digitally.

Moreover, the X-ray fluorescence (XRF) images in Section 5.4 are often difficult
to read in printed copies due to their colors. Reading a digital copy makes
interpreting the figures easier. Another reason to have a look at the digital
copy is that the XRF software produced plots with too small font sizes. This
has made reading the axis labels in Figure 5.8 difficult in printed copies.
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List of Abbreviations

List of Abbreviations

BN M background noise matrix.

LoF' lack of fit.

PLoF pixel-wise lack of fit.

AR alternating regression.

BB band-to-band.

CCD charge-coupled device.

CMOS complementary metal-oxide semiconductor.
EL electroluminescence.

ETL electron transport layer.

FA formamidinium.

HIT heterojunction with intrinsic layer.
HSPL hyperspectral photoluminescence.
HTL hole transport layer.

IEA International Energy Agency.

ITO indium tin oxide.

MA methylammonium.

MCR multivariate curve resolution.
MCR-ALS multivariate curve resolution-alternating least squares.
OLS ordinary least-squares.

PCA principal component analysis.

PL photoluminescence.

PSC perovskite solar cell.

PV photovoltaic.

SEM scanning electron microscopy.
SRH Shockley-Read-Hall.

TCO transparent conductive oxide.
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List of Abbreviations

TEM transmission electron microscopy.
XRD X-ray diffraction.

XRF X-ray fluorescence.
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1 Introduction

In 2019, the European Commission presented its Furopean Green Deal that
aims to reduce greenhouse gas emissions by at least 55% by 2030, compared to
the 1990 levels. This is one key milestone towards reaching net-zero emissions
in Europe by 2050 [1]. Achieving these targets will require a large-scale tran-
sition from fossil fuels to renewable energy resources [2]. One technology that
is set to play an important role in this transition is solar photovoltaic (PV)
systems. According to the International Energy Agency (IEA), the electricity
generation from PV systems will surpass the generation from wind power in
2028 and become the largest contributor to the global electricity generation

among the variable renewable technologies [3].

To reach higher power conversion efficiencies from PV systems, vast amounts
of research need to be put into exploring novel PV materials and designs. High
power conversion efficiencies are crucial for minimizing land use and cost per
unit of energy produced by PV systems [4]. Currently, crystalline silicon-based
PV modules, particularly those made from monocrystalline silicon, dominate
the PV market [5]. Zanatta et al. [6] state that an updated version of the
Shockley-Queisser limit gives single-junction crystalline silicon solar cells a
maximum efficiency of 33%. However, other researchers claim that Auger
recombination limits their efficiencies to below 29.4% [7-9]. State-of-the-art
silicon-based solar cells are already relatively close to this number. According
to NREL’s Best Research-Cell Efficiencies chart [10], a heterojunction with in-
trinsic layer (HIT) cell holds the record efficiency among the non-concentrating
silicon cells. The cell, which was manufactured by LONGi, had an efficiency
of 27.1%. Furthermore, the efficiency of non-concentrating silicon solar cells
has only increased by 0.5 percentage points since 2016, and it seems to have
plateaued [10]. Thus, the efficiency growth for commercialized silicon solar
cells is also expected to slow down [4]. These factors highlight the need for
novel solar cell designs and materials to enable power conversion efficiencies to

increase by more than a few percentage points.

Hybrid organic-inorganic lead halide perovskites have gained interest in the
scientific community in recent years, due to material properties that make
them suitable for use in solar cells [11]. They have high absorption coefficients,
tunable bandgaps, long carrier lifetimes, and long carrier diffusion lengths [11,
12]. Moreover, perovskite absorber layers can be deposited on substrates by
using relatively simple, inexpensive fabrication methods [4]. This, in addition

to the aforementioned optoelectronic properties, makes them, for instance,



suitable for use as top cells in perovskite-silicon tandem cells [4]. Tandem
configurations can achieve even higher efficiencies than single-junction devices,
and power conversion efficiencies exceeding 30% are demonstrated for small-

area versions of these perovskite-silicon tandem devices [4].

Materials having a perovskite structure have been known for a long time, but
it was not until recently they were introduced to photovoltaic applications [11].
In 1958, Christian Mgller published his work on the crystal structure of cesium
lead halides [13]. In the work leading up to his article, Mgller discovered that
these materials had a perovskite structure. Moreover, because of their colors,
he stated that “one might guess that the former crystals also have special
electrical properties” [13]. Another important step towards perovskite solar
cells was taken 20 years later when Dieter Weber introduced organic-inorganic
hybrid perovskites [11]. He synthesized the first methylammonium lead halide
perovskites, in which the methylammonium ion (CHsNHZ ) replaced the cesium
ion (Cs™) [14]. However, it would take another 30 years before perovskites
were introduced to solar cell applications. Perovskites were first introduced to
photovoltaic applications by researchers working on dye-sensitized solar cells
approximately 15 years ago [15]. In the following years, various perovskite
solar cell architectures were investigated, before Liu et al. [16] demonstrated
that it was possible to obtain high power conversion efficiencies using simple
planar structures [11].

Nevertheless, perovskite solar cells (PSCs), both single-junction and tandem
devices, have some obstacles to overcome before large-scale commercialization
can become a reality. Their long-term stability is the main concern [4]. Hidalgo
et al. [12] point out that outdoor application and commercialization depend
on a greater understanding of the degradation mechanisms. Perovskites are,

for instance, sensitive to temperature, oxygen, and UV light [12].

One important instability mechanism in perovskite solar cells is light-induced
phase segregation, which means that domains of higher and lower concentra-
tions of the perovskite’s halide species are formed upon light exposure [4].
Phase segregation represents a loss mechanism in the solar cell because it in-
duces lower bandgap domains that act as charge carrier traps [17]. These trap
states have negative effects on charge transport in the cell [4]. Moreover, local
bandgap changes caused by phase segregation reduce the stability of tandem

devices by causing a current mismatch between the two subcells [4].

Imaging characterization tools are vital for developing stable and highly effi-
cient perovskite solar cells, since they allow researchers to gain a wider un-
derstanding of the optical, electronic, chemical, and physical properties of



1.1 Objective and Project Description

perovskites [12, 18]. Techniques such as scanning electron microscopy (SEM)
and transmission electron microscopy (TEM) can be used to study the mor-
phology of samples, whereas optoelectronic properties can be examined via
photoluminescence (PL) mapping [12]. These imaging techniques have facil-
itated important advances in perovskite solar cell technology. SEM images
have, for instance, been used to improve the perovskite coverage after spin-
coating deposition [19]. SEM images have also been used to demonstrate that
the morphology of perovskite layers can be improved by using a flow of gas
during the spin-coating deposition [20].

More recently, hyperspectral photoluminescence (HSPL) imaging has been uti-
lized to study perovskite solar cells. Nguyen et al. [18] used HSPL imaging to
map various optoelectronic properties of single-junction perovskite solar cells,
such as the optical bandgap, absorptivity and implied open-circuit voltage.
This technique allowed them to study the correlations among these parame-
ters, in addition to examining how their spatial variation evolved after degra-
dation tests. By examining the bandgap changes after degradation tests, they

were able to confirm phase segregation in their samples [18].

1.1 Objective and Project Description

The main goal of this master’s thesis is to use HSPL imaging, which is a
contactless and non-destructive imaging technique [18], to map light-induced
phase segregation in the perovskite layers of mixed-halide hybrid perovskite
solar cells. The present study focuses on testing and developing data analysis
techniques that can be used to extract relevant information about phase segre-
gation from the hyperspectral images. These data analysis techniques include
principal component analysis (PCA) and multivariate curve resolution (MCR),
in addition to necessary preprocessing steps. MCR has previously been used
for extracting defect-related PL signals from hyperspectral images of silicon
solar cells [21, 22]. Furthermore, HSPL images have, as previously mentioned,
been used to detect phase segregation in perovskite solar cells. However, no
known studies have focused on the spatial and spectral information that can
be extracted by using the aforementioned data analysis techniques or how they

can be used for mapping phase segregation in mixed-halide perovskites.

To investigate these questions, planar n-i-p architecture perovskite solar cells
are fabricated in REALTEK’s laboratories by following the procedures de-
scribed by Saliba et al. [23] and Tay et al. [24]. HSPL images of these cells
are then acquired and analyzed using PCA and MCR. An integral part of the
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work revolves around building an MCR model that is capable of extracting
relevant signals from the HSPL images. These signals will be compared with
results from other studies to examine whether they originate from phase seg-
regation. X-ray Fluorescence (XRF) images of the samples are also acquired
in an attempt to validate the results obtained by analyzing the HSPL im-
ages. Moreover, in addition to capturing HSPL images of the whole sample
area, a time-series image of a single line on the sample is recorded to allow
investigations of how light soaking affects the evolution of PL signals from the

perovskite.

1.2 Research questions

The main research questions investigated in this work are:

e Does light-induced phase segregation occur in the perovskite samples
studied in this work? Which indications do the HSPL images give?

o How can HSPL imaging and accompanying data processing steps be used
to map light-induced phase segregation in mixed-halide hybrid perovskite
solar cells?

o Can the pixels’ PL spectra be utilized to predict regions of higher and
lower concentrations of the halides in the perovskite absorbers?

Moreover, some additional questions were important for guiding the work on

the data processing techniques:
o Which preprocessing steps are necessary?

o What information relevant for phase segregation can be extracted from
the hyperspectral images using PCA and MCR?

o What are the optimal parameter settings regarding the aforementioned

purposes?
o How can PCA be used to initialize the MCR algorithm?

o How may an MCR model that can decompose the pixel spectra into their

constituents be built? How many components should be used?

o Which signal components, if any, originate from phase segregation?



2 Theory

The opening of this chapter, Section 2.1, introduces fundamental concepts
related to solar cell and semiconductor physics such as energy bands, the dis-
tinction between direct and indirect bandgaps, and recombination mechanisms.
Next, Section 2.2 introduces perovskites. The structure and optoelectronic
properties of this family of materials are presented before the concept of phase
segregation is discussed. Thereafter, in Section 2.3, the perovskite solar cell ar-
chitecture and working principles are explained. The subsequent sections focus
on the imaging and characterization techniques — hyperspectral photolumines-
cence (HSPL) imaging in Section 2.4, and X-ray fluorescence (XRF) imaging
in Section 2.5. A discussion of the theoretical foundation and working prin-
ciples behind the data analysis techniques being applied to the hyperspectral
images concludes the chapter in Section 2.6.

2.1 Solar Cell and Semiconductor Fundamentals

All the fundamental solar cell and semiconductor physics principles presented
in Section 2.1 are based on chapters 1, 3, 6, 7, 10, and 13 in Solar energy: The
physics and engineering of photovoltaic conversion, technologies and systems
by Smets et al. [8], unless indicated otherwise by citations to other sources.

A photovoltaic (PV) cell, or simply a solar cell, is a semiconductor-based de-
vice capable of converting incoming sunlight into electrical energy. In the
semiconductor material, the allowed energy levels that electrons can occupy
form so-called energy bands. These bands are separated by energy ranges with-
out allowed energy states, called bandgaps. The bands determining the flow of
electrical current in a semiconductor are those related to the valence electrons,
namely the valence band and the conduction band. The energy difference be-
tween the maximum energy Ey of the valence band and the minimum energy
E¢ of the conduction band is referred to as the bandgap energy Eg. A photon
having an energy greater than the bandgap energy of the semiconductor can be
absorbed by the material. The photon then transfers its energy to an electron
in the valence band and thus excites it to the conduction band. This leaves
behind a hole in the valence band. The solar cell can deliver electrical energy
to an external circuit if electrons and holes are separated within the device

and extracted at its terminals.

Solar cells can either be single- or multi-junction devices. Single-junction de-
vices are the simplest solar cells, having one photovoltaic absorber and, hence,
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one bandgap. Multi-junction or tandem devices are essentially stacks con-
sisting of several solar cells with different bandgaps [25]. These devices are
designed for better utilization of the solar spectrum.

2.1.1 Direct and indirect bandgap semiconductors

If the maximum energy of the valence band and the minimum energy of the con-
duction band are located at the same crystal momentum value in the energy-
momentum space of the electrons, the material is said to be a direct bandgap
semiconductor. However, when the maximum of the valence band and the
minimum of the conduction band correspond to different momentum values,
the material is an indirect bandgap semiconductor. To excite an electron in a
direct bandgap semiconductor, it is sufficient for the material to absorb a pho-
ton with an energy greater than the bandgap energy. On the other hand, an
indirect bandgap also requires the electron to change its momentum, which can
be fulfilled through an interaction with a phonon. A phonon is a quasiparticle
describing the quantized vibrational modes in a lattice. Figure 2.1 illustrates
the excitation process in direct bandgap and indirect bandgap semiconductors.
Since direct bandgap semiconductors only require interactions with photons,
their absorption coefficients are larger than those of indirect bandgap semi-
conductors. Thin-film solar cell materials like gallium arsenide (GaAs) and
cadmium telluride (CdTe) are examples of direct bandgap semiconductors.

Crystalline silicon (c¢-Si) is an example of an indirect bandgap semiconductor.

Energy Energy

Indirect bandgap

Direct bandgap

Conduction band Conduction band

Ec b — — — = Ec v — — — = J—

Photon Ee I

EvfF——=—— Evf——=——

Valence band Valence band

Momentum Momentum

Figure 2.1: Schematic illustration of the excitation of an electron (e~) from
the valence band to the conduction band in a direct bandgap and an indirect
bandgap semiconductor. In both cases, a photon with an energy larger than
the bandgap enerqgy Eq is absorbed to provide the electron with energy. In
an indirect semiconductor, the electron must also change its momentum by
interacting with a phonon. The figure is created based on information found
in [8, p. 66].
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2.1.2 Recombination mechanisms

Recombination in a semiconductor means that an electron in the conduction
band is deexcited to a lower energy state by filling a hole in the valence band.
How the energy difference between the electron’s initial and final state is re-
leased distinguishes different recombination mechanisms. Radiative recombi-
nation means that the energy is emitted as a photon, while non-radiative re-
combination means that other electrons, holes, or phonons receive this energy.
The following text will briefly describe the three fundamental recombination

mechanisms in solar cells.

First, direct recombination, or band-to-band (BB) recombination, refers to the
process where an electron in the conduction band falls directly back to the
valence band and recombines with a hole. The electron thus makes a direct
transition between the bands, and the bandgap energy is usually emitted as
a photon. Since no change in momentum is needed for a transition between
the bands in a direct bandgap semiconductor, direct recombination is more
efficient in these devices than in indirect bandgap semiconductors. Figure 2.2
illustrates direct recombination in a direct bandgap semiconductor.

Energy
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Ec |- — — — = Photon
Ef=Ee
Ec
Ev |- — — Y% —
Valence band
~
el
Momentum

Figure 2.2: Direct (band-to-band) recombination in a direct bandgap semicon-
ductor. An electron from the conduction band recombines with a hole in the
valence band, and a photon with energy E; equal to the bandgap energy Eg is
emitted. The figure is created based on information found in [8, p. 67].

Second, Shockley-Read-Hall (SRH) recombination is recombination facilitated
by impurities or lattice defects. Vacancies or foreign atoms in the semicon-
ductor lattice are examples of such material imperfections that may promote
recombination by introducing trap states within the forbidden bandgap [21].

7
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The trap states may capture electrons from the conduction band and con-
sequently facilitate recombination with holes from the valence band. SRH
recombination can either be radiative by emitting photons or non-radiative by
converting the excess energy to phonons so that it is distributed as heat [26].

SRH recombination through one or several trap states is illustrated in Figure
2.3.
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Figure 2.3: Schematic illustration of Shockley-Read-Hall (SRH) recombination.
Er indicates the energy level of a trap state. The process can either be radiative,
as indicated in A), or non-radiative as in B). In A), photons with energies
lower than the bandgap energy are emitted. The recombination process may
occur through one or more defect levels, as shown in A) and B), respectively.
The illustration is based on a figure from [22].

Third, Auger recombination is a non-radiative recombination mechanism in
which a third charge carrier, an electron or a hole, receives energy from the
recombining electron-hole pair. Subsequently, the excited charge carrier trans-
fers its energy to vibrations in the semiconductor lattice. Auger recombination
becomes more important as doping levels increase and in situations with large
concentrations of free charge carriers. A simple illustration of Auger recombi-
nation is given in Figure 2.4.
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Figure 2.4: Schematic illustration of Auger recombination. Electrons are rep-

A) B)

resented by green circles, and holes are represented by blue circles. The excess
enerqgy from the annihilation of the electron-hole pair can either be transferred
to an electron as in A), or to a hole as in B). The illustration is based on a
figure from [8, p. 76], but with slight modifications for clarity.

Recombination is important for solar cell performance, as well as for character-
ization techniques. Regarding solar cell performance, it is important to be able
to extract charge carriers before they recombine. The reason is that charge
carriers that recombine before they are collected at the terminals represent a
loss in the solar cell, which leads to a decrease in its efficiency. Therefore,
it is important to, for instance, reduce the density of trap states by having
as few impurities and defects as possible. When it comes to characterization
techniques, both BB and defect-related recombination (SRH) may produce lu-
minescence signals that can be used to study semiconductors [21]. This will

be discussed in greater detail in Section 2.4.1.
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2.2 Perovskites
2.2.1 Perovskite structure

The name perovskite originates from a mineral with the same name, having the
chemical formula CaTiOs. It is named after the mineralogist Lev A. Perovski
[8, p. 210]. General perovskites can be described by the chemical formula
ABXj3. Here, A is an organic or inorganic cation, B is a metal cation, and X
is a halide [11]. Ideal perovskite crystals have a cubic structure, as shown in
Figure 2.5.

Figure 2.5: Illustration of the general cubic perovskite structure. The green
position is the organic or inorganic cation (A), the gray positions represent the
metal cations (B), and the purple positions represent the halides (X). Reprinted

with permission from [11].

Perovskites for photovoltaic applications are often organic-inorganic com-
pounds [8, p. 210], referred to as hybrid organic-inorganic perovskites [27]. A
commonly used A-site cation is methylammonium (MA), with the chemical
formula CH3NHJ [8, p. 210]. Other options include formamidinium (FA),
cesium (Cs), and rubidium (Rb) ions [11, 23]. The B-site cation is typically
lead (Pb) [8, p. 210]. This may be problematic, because of toxicity [11]. An
alternative to lead is tin (Sn), but tin-based perovskites are highly sensitive
to oxygen [11], and thus less stable [8, p. 211]. The halides in position X
are typically chloride (Cl), bromide (Br), or iodide (I) [11]. Perovskites con-
taining more than one X-site halide are generally referred to as mized-halide
perovskites in the literature.

10
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2.2.2 Bandgap and optoelectronic properties

Although the progress in perovskite solar cell efficiencies has been astonishing,
it has remained unclear whether a direct or an indirect bandgap model should
be used to explain the excellent optoelectronic properties of hybrid organic-
inorganic perovskites. Traditionally, perovskites have been classified as direct
bandgap semiconductors [28]. Hybrid perovskites combine large absorption co-
efficients and long charge carrier lifetimes [29], which makes them ideal for solar
cell applications. However, in conventional semiconductors, there is usually a
trade-off between strong absorption and long carrier lifetimes, as a consequence
of the material’s bandgap. Direct bandgap semiconductors have large absorp-
tion coefficients and short charge carrier lifetimes, whereas indirect bandgap
semiconductors show weak absorption and long lifetimes [29].

That hybrid perovskites have an indirect-direct bandgap, with an indirect
transition slightly below the direct transition, is one possible explanation of
the aforementioned optoelectronic properties. For example, Wang et al. [29]
state that methylammonium lead iodide (MAPDI3) perovskite has an indirect
bandgap transition 60 meV below the direct bandgap transition. The band
diagram of this perovskite is shown in Figure 2.6. The direct transition gives
efficient absorption of incoming photons. However, since the excited charge
carriers thermalize to regions in the conduction band at a different crystal
momentum, an indirect transition is needed for the electrons to recombine with
the holes [29]. Indirect transitions occur less frequently since they require a
change in crystal momentum [27], and the charge carrier lifetimes will hence be
prolonged by this indirect bandgap transition. The indirect transition is caused

by spin-orbit coupling, resulting in so-called Rashba-splitting of the conduction
band [29].

An important feature of lead halide perovskite bandgaps is that they can be
tuned by altering the halide stoichiometry. For instance, Kulkarni et al. [31]
were able to tune the bandgap of methylammonium-based lead halide per-
ovskites from approximately 1.56 eV to 2.23 eV by increasing the bromide-
to-iodide ratio. The cation at the A-site in Figure 2.5 will also influence the
bandgap, and Li et al. [32] have developed machine-learning models for pre-
dicting the bandgaps of lead halide perovskites based on their chemical com-
positions. Their linear regression model predicts, in agreement with Kulkarni
et al. [31], that the bandgap increases as the bromide fraction increases. The
fact that metal halide perovskite bandgaps can be tuned within a quite broad
range is one of the factors that makes them suitable for tandem applications

33].

11
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Figure 2.6: FElectronic dispersion diagram showing the valence band and con-
duction band in methylammonium lead iodide (M APbI3). The symbol k repre-
sents the wave vector, a physical quantity related to momentum [8]. At k =0,
the material has a direct bandgap transition. However, an indirect bandgap
transition lies 60 meV below the direct bandgap transition. Thermalization
down the conduction band valleys limits recombination, as a change in mo-
mentum is required before recombination. Figure reprinted with permission
from Advances in Engineering [30].

The linear regression model from Li et al. [32] predicts the bandgaps of per-
ovskites with the chemical formula Cs,FA,MA_,_Pb(Cl Br,l_5,));. The
bandgap E¢ (in €V) is calculated as

Eq = —4.960 + 2.214a — 0.315b + 0.814x + 0.436y + 4.913R. (2.1)

Here, a, b, x, and y are the stoichiometric coefficients defined in the chemical
formula above. R is a factor that takes the radii of the ions into account. The
factor is defined as

arcs +brea + (1 —a — b)rya

R = )
xrror + yrer + (1 —:c—y)ﬁ

(2.2)

where r represents the Shannon radii of the ions. They have the values r¢s =
181 A, rpy =2.79 A, rya = 2.70 A, ey = 1.81 A, rp, = 1.96 A, and r; = 2.03
A [32].
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2.2.3 Light-induced phase segregation

Light-induced phase segregation in a perovskite material (also referred to as
the Hoke effect) means that domains of higher and lower concentrations of
the perovskite’s halide species are formed upon light exposure [34]. However,
when the perovskite material is allowed to relax in the dark, it returns to
a homogeneous, unsegregated state [35]. Figure 2.7 shows an illustration of

phase segregation in a mixed-halide perovskite containing iodide and bromide.
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Figure 2.7: Illustration of phase segregation in a mized-halide perovskite. Left:
a homogeneous state where bromide and iodide ions are uniformly distributed
throughout the material. Right: a segregated state. The perovskite now contains

separate iodide- and bromide-rich domains. Reprinted with permission from

[4]

As was mentioned in Section 2.2.2, increasing the bromide-to-iodide ratio in
a mixed-halide perovskite leads to an increase in the perovskite’s bandgap.
However, by studying MAPb(Br I,_,), perovskites with different values of «,
Noh et al. [36] demonstrated that the increase in the bandgap caused by
increasing x was not necessarily accompanied by an increase in the open-circuit
voltage [35]. Interestingly, the open-circuit voltage decreased substantially
when z increased from 0.2 to 0.58 [36]. Hoke et al. [37] linked this loss in
performance to light-induced phase segregation and hypothesized that it was
a consequence of charge carriers being trapped in lower-bandgap, iodide-rich

domains.

Chen et al. [17] proposed a unified theory for light-induced phase segregation,
based on the Helmholtz free energy. They explained that since the halides
are quite mobile, there will be fluctuations in the local halide stoichiometry
in the perovskite film. Consequently, lower-bandgap iodide-rich domains may
spontaneously form. Photoexcited charge carriers will accumulate in these
regions, as this lowers their free energies. The free energy is reduced even
more if these iodide-rich domains grow. The result is an inward diffusion of
iodide and an outward diffusion of bromide that allow this growth [17]. Bischak
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et al. [38] estimated that the iodide-rich domains formed in MAPb(Br, lo1),

were approximately 8-10 nm in diameter.

In addition to decreasing the open-circuit voltage, phase segregation also has
detrimental effects on perovskite solar cell performance through other mecha-
nisms. First, trap states introduced by phase segregation both promote non-
radiative recombination and inhibit charge transport in the cell [4]. Moreover,
since recombination reduces the number of charge carriers that can be collected
at the electrodes, light-induced phase segregation may also reduce the cell’s
short-circuit current [8, p. 135] [34]. Second, phase segregation leads to local
bandgap variations, which can cause current mismatch in tandem cells [4].

As Duan et al. [4] state, researchers debate whether phase segregation influ-
ences long-term stability or not. On the one hand, it has been shown that
phase segregation is reversible since storing a perovskite in the dark helps
it return to the unsegregated state and recover its initial performance [34].
Moreover, it has been shown that phase segregation can be reversed through
illumination at sufficiently high intensities [39]. Experiments have also been
conducted by Hoke et al. [37] in which perovskites were cycled between the
segregated and unsegregated states. The perovskites did not show any notice-
able signs of degradation after this cycling [35]. Therefore, some researchers
claim that phase segregation is more of a short-term than a long-term instabil-
ity issue [4]. On the other hand, other researchers claim that phase segregation
changes the perovskite structure and composition, and thus should be treated
as a long-term stability concern [4].

14
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2.3 Perovskite Solar Cells
2.3.1 Cell architecture

Single-junction perovskite solar cells (PSCs) can be fabricated in various ar-
chitectures. Some typical cell architectures are the planar regular (n-i-p) and
planar inverted (p-i-n) devices, in addition to mesoporous (n-i-p) structures
[23]. The perovskite solar cells manufactured and studied in this work are
planar regular (n-i-p) devices. The fabrication process will be explained in
Section 3.1.

A cross-sectional illustration of a planar regular (n-i-p) perovskite solar cell is
given in Figure 2.8. Starting from the bottom, the cell has a glass substrate
with a transparent conductive oxide (TCO) on top of it. The TCO is the solar
cell’s front contact [8, p. 178]. An electron transporting layer (ETL) is the
stack’s next layer. On top of it, the perovskite absorber and a hole transporting
layer (HTL) are deposited. The uppermost layer is a metal electrode that
serves as the back contact [23]. In an inverted (p-i-n) structure, the ETL and
HTL switch places [23]. The purpose of these layers is to separate electrons
and holes so that they can be extracted at their respective terminals [8, p. 23].

Planar regular
n-i-p

top _electrode

perovskite

c-ETL

Figure 2.8: Illustration showing how the different layers are stacked in a planar

reqular (n-i-p) perovskite solar cell. The bottom layer is a glass substrate with
a transparent conductive oxide (TCO) on top of it. The TCO is the cell’s front
contact. The next layer is a compact electron transporting layer (c-ETL), in
contrast to the mesoporous layer used in mesoporous architectures. The per-
ovskite absorber layer and the hole transporting layer (HTL) are deposited on
top of the ETL. The uppermost layer is a metal electrode (the back contact).
Reprinted with permission from [23]. Copyright 2018 American Chemical So-
ciety.
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2.3.2 Working principles of the perovskite solar cells

An energy band diagram can be used to understand the basic principles of
charge transport in a perovskite solar cell. Figure 2.9 shows (a) an example
of a planar regular (n-i-p) perovskite solar cell, as well as (b) its energy band
diagram. In this example, the back contact is made of gold (Au), and the TCO
front contact is indium tin oxide (ITO) [40].

w—a

ITO/glass

Figure 2.9: lllustration of (a) the structure and (b) the energy band diagram of
a planar reqular (n-i-p) perovskite solar cell. The cell consists of a gold (Au)
back contact, a hole transporting layer (HTL), a perovskite absorber, an elec-
tron transporting layer (ETL), an indium tin oxide (ITO) front contact, and
a glass substrate. The energy values are relative to the vacuum energy level,
namely the energy level where electrons are not influenced by the material any-
more [8, p. 85] [41]. The values above the bozes represent the conduction band
minimums, and the values below them are valence band maximums. Therefore,
the boxes themselves and their heights represent the bandgaps of the E'TL, the
perovskite, and the HTL. The energies associated with ITO (-4.7 €V) and gold
(-5.1 €V) are the work functions of these electrodes [40]. Work functions are
related to the energy required to remove electrons from a material [8, p. 100).
The figure is reprinted with permission from [40].

The arrows in Figure 2.9 (b) indicate in which direction electrons and holes
move in the solar cell. The motion of these particles can be understood by
examining the energy levels in the band diagram. First, free electrons and
holes are generated when light is absorbed in the perovskite layer. Diffusion is
then responsible for bringing the charge carriers to the interfaces between the
perovskite absorber and the charge-transporting layers [42]. An electron in the
perovskite’s conduction band has an energy of around -3.7 eV relative to the
vacuum level and, thus, enough energy to move into the conduction band of
the ETL. However, since -3.7 €V lies in the middle of the HTL’s bandgap, the
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electron does not have enough energy to move into the conduction band of the
HTL. This way, electrons will move down the conduction band slope to the
ITO contact. Holes, on the other hand, will move up the valence band slope
to the gold contact [8, p. 192]. Electrons and holes can then be extracted at
their respective electrical contacts so that electrical energy is delivered to an
external load [8, p. 23].

2.4 Hyperspectral Photoluminescence (HSPL) Imaging

Since absorption of incoming light and the subsequent excitation of electron-
hole pairs is at the core of solar cell operation, different spectroscopy techniques
are suitable for understanding the optical and electrical properties of solar cell
materials [12]. One such technique is photoluminescence (PL) spectroscopy.
In this work, PL spectroscopy is combined with hyperspectral imaging in a
technique referred to as hyperspectral photoluminescence (HSPL) imaging [21,
43]. HSPL imaging allows studying the electrical and optical properties of
perovskite solar cells by providing spatially and spectrally resolved PL im-
ages of the samples [18]. In the following subsections, the basic principles of
photoluminescence and hyperspectral imaging will be presented.

2.4.1 Photoluminescence (PL) and electroluminescence (EL)

Photoluminescence (PL) refers to the emission of light from a material after an
external illumination source has been used to excite it [44, p. 13]. First, incom-
ing photons with energies larger than the material’s bandgap excite electrons
from the valence band to the conduction band [12]. Then, radiative recombina-
tion caused by either BB or SRH processes yields luminescence signals (emitted
photons) that can be detected [12, 21]. To excite the electrons, one may use a
laser having photon energies larger than the sample’s bandgap energy [21].

FElectroluminescence (EL) is another luminescence phenomenon used to study
solar cell materials. EL is similar to PL, except for the fact that the excitation
is achieved by connecting an electrical power source to the solar cell. This way,

charge carriers that may recombine are injected into the material [44].

Factors influencing EL/PL intensities: defects and film thickness

Various factors influence the intensities of the emitted EL/PL signals. This
section discusses two such factors: film thickness and material defects.

First, the thickness of the perovskite absorber layer will influence the intensities
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of luminescence signals since it is related to the absorptivity of the absorber.
The generalized Planck’s emission law shows that the flux of luminescent pho-
tons is proportional to the absorptivity of the sample [45, 46]. This can be
understood intuitively for PL signals by realizing that when more incident
photons are absorbed, more electron-hole pairs are generated in the absorber
layer. These excited charge carriers can recombine radiatively, yielding one
luminescent photon per recombining electron-hole pair.

The absorptivity of the perovskite film depends on its thickness through the
Lambert-Beer law. From this law, it follows that the light intensity I,s(d)
absorbed by an absorber layer of thickness d is given by the following equation:

Laps(d) = Io [1 — 7] . (2.3)

Here, « is the material-specific absorption coefficient, and I, is the incident
light intensity [8, p. 140]. Therefore, spatial variations in luminescence inten-
sities across the perovskite surface may result from variations in absorptivity
caused by a non-uniform film thickness. A thicker absorber layer will absorb
more light than a thinner layer and hence yield stronger luminescence intensi-

ties according to the previously mentioned generalized Planck’s emission law.

Second, recall from the paragraph on SRH recombination in Section 2.1.2 that
material defects introduce trap states within the band gap of the semicon-
ductor. The defects influence luminescence intensities in two different ways,
depending on whether the recombination through the trap states is radiative or
not. First, if an electron-hole pair recombines non-radiatively, this happens at
the expense of radiative recombination. Therefore, the intensity of the EL/PL
signal is decreased. Second, if the electron-hole pair recombines radiatively,
the emitted luminescent photon will have an energy lower than the bandgap
energy, as can be seen in Figure 2.3. This weakens the EL/PL signal around
the bandgap energy and produces an EL/PL signal at a lower energy level. As
was mentioned in Section 2.2.3, phase segregation introduces trap states, and
is hence one of the factors influencing the intensities of the PL-signals emitted

from a perovskite solar cell.
2.4.2 Hyperspectral Imaging
The term spectral imaging refers to imaging using cameras capable of capturing

light in several wavelength bands of the electromagnetic spectrum. A distinc-
tion is often made between multispectral imaging, in which a few, selected
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wavelength bands are captured, and hyperspectral imaging, in which usually
hundreds of contiguous wavelength bands are captured [47].

The acquired hyperspectral image is often presented as a hyperspectral data
cube, or simply hypercube. This is a three-dimensional array representing the
spatial dimensions X and Y, as well as the spectral dimension A. Consequently,
each pixel (X,Y) will have a spectrum of contiguous wavelengths [48]. These
spectra contain valuable information about the physical properties of the sam-
ple being analyzed [18]. Figure 2.10 illustrates a hyperspectral data cube. For
visualization purposes, the figure only includes six of the image’s wavelength
bands.

Figure 2.10: Schematic illustration of a hyperspectral data cube (hypercube).
The spatial dimensions are denoted by X and Y, and the spectral dimension
is denoted by \. FEach colored rectangle represents a map of intensity values
measured at different wavelengths. FEach pizel (X,Y) will have a spectrum
along the \-dimension. Only six wavelengths are included in the illustration

for visual clarity.

2.4.3 Line scan/push-broom camera

Acquisition of the hyperspectral data cube can be achieved using different
approaches. The camera used in this work is a line scan or push-broom camera.
These cameras scan the sample line-by-line to obtain the three-dimensional
hypercube. For each position of the camera, the spectra of a line of pixels are
recorded [48]. In other words, one spatial dimension is acquired at a time, and
the other spatial dimension is captured by moving the camera relative to the
sample. This relative motion can be achieved by either moving the sample or
by moving the camera [43]. The image acquisition using a line scan camera is
illustrated in Figure 2.11.
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2.4 Hyperspectral Photoluminescence (HSPL) Imaging

Figure 2.11: Image acquisition using a line scan (push-broom) camera. The
camera (1) obtains the hyperspectral data cube by scanning one line of pizels
(2) at a time. It is possible to move either the camera (1) or the sample holder
(4) to scan the sample in the direction indicated by the red arrow (3). The
figure is reprinted from [43].

The inner workings of a line scan camera are shown in Figure 2.12. First,
light from a narrow line on the sample is allowed to enter the camera through
the entrance slit [43]. After being collimated, the light is directed onto a
dispersing element, namely a diffraction grating. Since the diffraction angle is
wavelength-dependent, the different wavelengths can be separated [22]. The
focusing optics focus the light onto a two-dimensional detector array, having
a spatial dimension (X) and a spectral dimension (A) [43]. The camera’s
detector array is usually a charge-coupled device (CCD) or a complementary
metal-oxide semiconductor (CMOS) [49]. The second spatial dimension (V) is
obtained by scanning new lines.
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Figure 2.12: Working principles of a line scan (push-broom) camera. A narrow
line of light is directed onto a dispersing element capable of separating the light
into different wavelengths. Each scanned line gives a two-dimensional image,
having one spatial dimension (X) in addition to the spectral dimension (\). By
scanning more lines, the second spatial dimension (Y) is obtained. The figure
is adapted with permission from [49].

2.5 X-ray Fluorescence (XRF) Imaging

X-ray fluorescence (XRF) imaging is a characterization technique that can,
for instance, be used to acquire 2D maps showing the distribution of elements
within a sample [50]. In XRF imaging, energetic X-rays are directed onto the
sample. The working principle behind XRF is that inner-shell electrons are
excited by these X-rays if the X-ray photons have energies larger than their
binding energies [50]. The excitation creates inner-shell electron vacancies that
can be filled by electrons from the outer shells [12, 51]. The energy difference
between these two shells is released either via an Auger process (i.e. by ejecting
an electron [50]) or by emitting a so-called fluorescent X-ray photon [52]. The
emitted X-rays are specific to the element they originate from and can hence
be used in XRF spectroscopy to identify different elements [51]. By examining
the energies corresponding to peaks in the measured X-ray spectra, as well
as the intensities of these peaks, the different elements and their respective

concentrations can be identified and mapped [50].
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2.6 Data Analysis

This section will present the theoretical foundations behind the techniques used
to analyze the hyperspectral luminescence images, namely PCA and MCR.
Before these techniques can be applied to the hyperspectral image, the hy-
percube has to be unfolded into a data matrix D [48]. In this matrix, the
rows represent the pixels and the columns their spectra. Using terminology
from data science and machine learning, each pixel is therefore treated as an
observation or instance, and each spectral band is a feature or variable [53].
After applying the data analysis algorithms, the results are refolded back into
a three-dimensional data cube [48]. It is important to note that some data
analysis packages, such as Spectral Python, automatically handle the unfold-
ing and refolding processes. Other packages, for instance pyMCR, require the
users to implement these steps themselves.

2.6.1 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is a feature extraction technique that
aims to extract the most relevant information from a dataset by constructing
a new set of variables to describe it [53, p. 146]. These new variables, which
are called principal components (PCs), are linear combinations of the original
variables [54, p. 445]. The first principal component axis points in the direc-
tion of maximum variance in the dataset. The next principal components are
constructed by finding directions of maximum variance under the constraint
that the new principal component axes must be orthogonal to all previous
principal component axes [53, p. 146]. This way, PCA allows the dataset to
be described by a set of uncorrelated variables [53, p. 147].

PCA is performed by finding the eigenvalues and eigenvectors of the covariance
matrix associated with the data matrix D [53, p. 147]. The eigenvectors give
the directions of the principal component axes and the eigenvalues quantify
the variance explained by each principal component [53, p. 149] [54, p. 446].
The eigenpairs are sorted in decreasing order so that the eigenvector corre-
sponding to the largest eigenvalue gives the first principal component (PC1),
the eigenvector corresponding to the second largest eigenvalue gives the second

principal component (PC2), and so on [53, p. 153].

Following the notation used by Amigo et al. [48], PCA can be expressed
mathematically as
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D=TP' +E. (2.4)

In this equation, the data matrix D is decomposed into a score matrix T and

a loading matrix PT. The matrix E represents the residuals [48].

The score matrix gives the coordinates of the observations (in this context
pixels) relative to the principal component axes [55]. The loadings, which are
given by the aforementioned eigenvectors, show how the original variables are
weighted when forming the principal components [54, p. 445]. In the context
of hyperspectral data, the loadings show how much each wavelength band
contributes to the principal components. A high positive or negative value
indicates that a wavelength band is important for a principal component [55].

One important application of PCA is dimensionality reduction, which means
that the number of variables used to describe a dataset is reduced [53]. Re-
garding hyperspectral images, dimensionality reduction is achieved by using
fewer principal components than the number of wavelength bands present in
the original image. The rationale behind this is to use only the most relevant
information, which is contained in the first principal components, for further
analysis [53]. A scree plot, showing the variance explained by each component,
can be used to determine how many principal components to use [54, p. 446]
[56].

2.6.2 Multivariate Curve Resolution (MICR)

Multivariate Curve Resolution (MCR) is a technique used to decompose spec-
tra into their constituents. The method assumes that each spectrum is a linear
combination of a set of pure spectra [57]. Each of these pure spectra originates

from the fundamental physical processes occurring in the system [22].

The decomposition is performed by solving the following equation:

D=CS"+E. (2.5)

Here, D is the unfolded hypercube presented in Section 2.6, where the rows
contain the individual pixel spectra. S7 is the loading matrix, containing the
pure spectra of the system [57]. The score matrix C' represents how each pure
spectrum has to be weighted to reproduce the pixel spectra in the hyperspectral
image [22]. These weights are normally referred to as concentrations [57]. The
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reconstructions of the spectra in the data matrix D are obtained by calculating
the product C'S” between the concentrations and the pure spectra [58].

The matrix E in Equation (2.5) is the residual matrix, representing factors
not explained by the model, like noise and experimental errors [57, 59]. It rep-
resents the differences between the original spectra and their reconstructions,
and it is calculated by subtracting CST from D.

After Equation (2.5) is solved, the concentration matrix C' is reshaped back
into a three-dimensional array to form 2D images showing the spatial variation

in the concentrations of each pure component [57].

Equation (2.5) is solved iteratively by using an alternating regression (AR)
scheme [59]. As input, the model needs initial guesses of either the system’s
concentrations or pure spectra [59]. With an initial estimate of either C or
ST in place, these matrices are updated iteratively by fixing one of them and
performing regression on the other [59]. This way, the algorithm alternates
between performing regression on C' and S7. One complete iteration includes
updating both matrices. Therefore, an iteration is said to comprise two so-

called half-iterations.

The regression aims to minimize the model’s reconstruction error as measured
by a selected objective function [59]. One such function is the mean squared
error (M SE) between the original and reconstructed pixel spectra. The error
MSEy, at half-iteration number £ is calculated as follows:

2
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MSEy = =

(2.6)

Here, ej),;; represents the element in the ith row and jth column of the residual
matrix Ej calculated at half-iteration number k. M and N are the number
of rows and columns in Ey, respectively [59]. The optimization process stops
when a convergence criterion is met [58]. The convergence criteria are ex-
plained in greater detail in Section 4.3.2.

The regression can be customized in several ways by employing different ob-
jective functions, constraints on C and S7, and regularization terms [59].
When working with hyperspectral images, it is common to use non-negative
constraints on both matrices, since spectra and concentrations should have
positive values from a physical point of view [57]. The simplest implemen-
tation of the AR algorithm uses ordinary least-squares (OLS) regression on

C and S7T. It is referred to as multivariate curve resolution-alternating least

squares (MCR~ALS) [59].
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Regularization and overfitting

Regularization is a useful technique for limiting the degree of overfitting in a
regression model. Overfitting means that a model adapts too well to the given
dataset, for instance by adapting to noise [53, p. 76]. A model suffering from
overfitting is not capable of distinguishing the important information from the
noise or randomness in the dataset. Overfitting can occur when a model has
too many parameters (for instance too many MCR components), which results
in a model that is too complex for the given dataset [53, p. 75].

Regularization means adding a penalization term to the regression model’s
objective function. One common form of regularized regression is called Ridge
Regression. Ridge Regression includes an L2-term,

m
- Z w?,
j=1

in the regression model’s objective function [53, p. 338]. Here, w; represents
the regression model’s weights. In MCR’s AR scheme, these weights are the
values in the C' and S7 matrices. The parameter « is referred to as the
reqularization parameter. The regularization strength can be varied by tuning
this parameter [53, p. 338]. The effect of adding the L2-term above to the MCR
model’s objective function is that the model is penalized for having extreme
weight values. This is a way to prevent it from becoming too complex [53,
p. 337].
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3 Experimental

This chapter describes the experimental work. First, Section 3.1 explains the
fabrication of PSC samples. Next, the HSPL imaging setup is explained, and
the image acquisition procedure is described in Section 3.2. Section 3.3 on the
supplementary XRF imaging concludes the chapter.

3.1 Perovskite Solar Cell Fabrication

The PSCs examined in this study are planar regular (n-i-p) cells, prepared by
following the procedures described by Saliba et al. [23] and Tay et al. [24].
The following section will provide an overview of the fabrication steps involved
in the production of the cells. The fabrication steps described in Sections 3.1.3,
3.1.4, and 3.1.5 are performed inside a nitrogen-filled glovebox.

The samples studied in this work comprise all layers in Figure 2.8, except
for the back contact (top electrode). Strictly speaking, these samples are not
complete solar cells. However, they are referred to as solar cells throughout

this work for simplicity.
3.1.1 Substrate cleaning

Before other layers can be deposited, the substrates, which are 2.5 cm x 2.5
cm ITO-coated glass substrates, need to be cleaned. The cleaning procedure
from Saliba et al. [23] is summarized below.

First, the substrates are brushed using a 2% Hellmanex solution. Then, they
are submerged in the same Hellmanex solution in an ultrasonic bath. After
15 minutes in this bath, the samples are rinsed with deionized water. Subse-
quently, two 15-minute ultrasonic baths follow, first in isopropanol, and then
in acetone. After these baths, the samples are rinsed with acetone and iso-
propanol, before a strong flow of nitrogen is applied to dry the isopropanol.
The last cleaning step is UV-ozone cleaning for 15 minutes [23].

3.1.2 Electron transport layer (ETL)
After cleaning the substrates, the next step is to deposit the SnO, (tin oxide)
ETL, following the procedures described by Saliba et al. [23]. The SnO, layer

is deposited using chemical bath deposition (CBD). The solution used for this
purpose is prepared by first dissolving 0.5 g of urea in 400 mL of deionized

26



3.1 Perovskite Solar Cell Fabrication

water. Thereafter, 10 uL of mercaptoacetic acid and 0.5 mL of 37% HCI
(hydrochloric acid) are added to the solution. The last step is to dissolve 0.1
g of SnCly x 2H,0 (tin(II) chloride dihydrate) in the solution. This solution is
then stirred for at least two minutes before it is poured into a glass container

together with the substrates.

The chemical bath deposition is carried out by heating the solution to 70 °C
for three hours in a laboratory oven. Afterward, the substrates are placed in an
ultrasonic bath with deionized water for two minutes. This is followed by an
hour-long annealing process at 180 °C in a laboratory oven. The samples stay
inside the oven overnight, which allows them to cool down slowly. Right before
perovskite deposition, the SnO, layer is cleaned using UV-ozone cleaning for
20 minutes [23].

3.1.3 Perovskite precursor solution

The perovskite precursor solution is prepared following the procedures de-
scribed by Tay et al. [24]. The solution is prepared by dissolving various salts
in a 4:1 V/V dimethylformamide (DMF) /dimethyl sulfoxide (DMSO) solution.
The following quantities of the salts are added to 1 mL of the solution:

» 18 mg Csl (cesium iodide)

e 25.4 mg MABr (methylammonium bromide)
o 84.7 mg PbBry (lead(II) bromide)

« 198.5 mg FAI (formamidinium iodide)

« 585.1 mg Pbl, (lead(Il) iodide)

After dissolving the salts, the solution is heated to 50 °C for two hours on a
hot plate [24].

By adding the aforementioned salts, the resulting perovskite layer will have
Cs™, MAT, and FA' as A-site cations, and Pb*" as the B-site metal cation.
The halides at the X-site are I~ and Br~. The chemical formula of the per-
ovskite is calculated based on the amounts above, and it is approximately
Cs0.048FA0.50MAg.15Pb(Br ;:lo.85);. This means that the coefficients in the
general chemical formula Cs,FA,MA(1_,_»Pb(Cl Br,l1_5_4)), are a = 0.048,
b=0.80, x =0, and y = 0.15.

27



3.1 Perovskite Solar Cell Fabrication

3.1.4 Perovskite film deposition

The perovskite film is deposited on top of the ETL using a two-step spin-
coating procedure described by Saliba et al. [23]. Before spinning, 120 pL
of the perovskite precursor solution is dropped onto the substrate. The first
spin-coating step lasts for 10 s and involves spinning at 1000 rpm with 200
rpm/s acceleration. The second step lasts for 20 s and involves spinning at
6000 rpm with 2000 rpm/s acceleration. Moreover, 200 uL of chlorobenzene
(antisolvent) is dropped in the middle of the substrate 15 s into the second
spin-coating step. Right after the spin-coating, an annealing step is conducted
using a hot plate preheated to 100 °C. The substrates are moved from the
spin-coater to the hot plate and left there for approximately one hour [23].

3.1.5 Hole transporting layer (HTL)

The spiro-OMeTAD HTL is deposited on top of the perovskite layer by follow-
ing the procedures described by Saliba et al. [23]. The layer is deposited
by spin-coating, using a spiro-OMeTAD solution containing two additives.
These additives are bis-(trifluoromethane)sulfonimide lithium salt (LiTFSI)
and 4-tert-butylpyridine (tBP). The quantities and concentrations of the chem-
icals used to prepare the spiro-OMeTAD solution are obtained from Ossila
[60]. Note that Saliba et al. [23] also use tris(2-(1H-pyrazol-1-yl)-4-tert-
butylpyridine)cobalt(III) tri[bis(trifluoromethane)sulfonimide] (FK209) as an
additive. However, because FK209 was unavailable at the time of perovskite
solar cell fabrication, the spiro-OMeTAD layers of the cells studied in this work
were fabricated without this additive. This will most likely have a negligible
impact on the results obtained in this work, as the present study primarily
examines the perovskite layer and not the HTL. Other measurements, like I-V
curve tracings, would have been more likely to be affected by this since FK209
is a p-type dopant that increases the HTL’s conductivity [61].

To prepare 1 mL of the spiro-OMeTAD solution with additives, 85 mg of spiro-
OMeTAD is first dissolved in 1 mL of chlorobenzene. The solution is shaken
for a few minutes at room temperature. Afterward, 20 puL of a 500 mg/mL
LiTFSI in acetonitrile solution and 34 uL of 98% (volumetric percentage) tBP
are added [60].

The spin-coating is performed by dropping 50 ul of the spiro-OMeTAD solu-
tion with additives in the middle of the substrates while they rotate at 4000
rpm. The substrates are then left spinning for 10 s. The samples are stored in
the glovebox until the night before HSPL imaging. This last night, they are
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stored in the dark outside of the glovebox to promote lithium doping of the
spiro-OMeTAD layer [23].

3.2 Hyperspectral Photoluminescence (HSPL) Imaging

This section describes the HSPL imaging setup and its instruments. It also

summarizes the process of acquiring HSPL images of the samples.

3.2.1 Instruments
Laser

A 444.8 nm line laser is used as the excitation source for the HSPL imaging.
The laser model is ILS-450-1000-S-A-20-PF3000-SDP, and it is manufactured
by Osela. It generates a line of approximately uniform intensity. The rated
output power is 750 mW, but the optical power is adjustable. The fan angle
is 20°.

Camera

The imaging setup employs a hyperspectral line scan camera, VIS PFD V10E,
from Specim. This camera is equipped with a Si-detector. It records 800
wavelength bands ranging from 391.4 nm to 1023.1 nm. The widths of the
wavelength bands vary between 0.75 nm and 0.83 nm.

Each sensor on the camera’s detector array has 12 bits available for storing its
intensity values. Hence, the camera outputs intensity values ranging from 0 to
4095. These values are called counts, and they are proportional to the number
of photons hitting each sensor [21].

Longpass filter

The hyperspectral camera is equipped with a longpass filter to prevent reflected
laser light from entering the camera and causing saturation. The filter is
important since the intention is to analyze PL signals and not reflected laser
signals. Therefore, a longpass filter that blocks all wavelengths shorter than
525 nm and lets the longer wavelengths pass through is mounted onto the

camera.

Solar simulator

The Sun 2000 solar simulator from ABET Technologies is utilized for illumi-
nating the samples before the HSPL images are recorded. It has a 550 W
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mercury-based arc lamp and an AM1.5G filter. The AM1.5G spectrum is the

reference solar spectrum used for defining the standard test conditions (STC)
for PV modules [8, p. 43].

3.2.2 Imaging setup

Figure 3.1 shows a picture of the HSPL imaging setup. The camera (A) and
the laser (C) are firmly mounted to a rig, and therefore stationary during the
image acquisition process. The samples lie on a sample holder (D) that is
mounted onto a horizontal translation stage (E).

-
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Figure 3.1: Picture of the HSPL imaging setup. The hyperspectral camera
(A), which is equipped with a longpass filter (B), points together with the laser
(C) down on the sample holder (D). The sample holder is mounted onto a
horizontal translation stage (E). The sample itself is not shown in this image.
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3.2.3 Image acquisition procedures

Spatial images

Before the hyperspectral images are captured, the camera’s focus is adjusted
manually to suit the distance between the camera and the sample. Moreover,
the speed of the translation stage is adjusted so that the resolutions in the
two spatial dimensions become as similar as possible. The desired speed is
estimated based on the camera’s spatial resolution and the selected frame
rate. By studying a test image of a 2.5 cm x 2.5 cm perovskite sample, it was
estimated that the resolution in the detector array’s spatial dimension (X) is
approximately 0.05 mm in the present imaging setup. The frame rate is set to
20 Hz, which means that the camera scans 20 lines per second. Hence, for the
second spatial dimension (Y') to have the same resolution as the first one, the
speed of the translation stage must be 1 mm/s.

Right before the samples are imaged, they are illuminated by the solar simu-
lator for approximately 10 minutes with an irradiance of roughly 1000 W /m?.
The rationale behind this is to simulate light soaking and induce phase seg-
regation in the samples. Hoke et al. [37] reported that at room temperature,
it is sufficient to illuminate MAPb(Br,I,_;), (0.2 < z < 1) thin films with
intensities of less than 1000 W/m? for less than a minute to cause redshifts in
their PL spectra. These redshifts are associated with light-induced phase seg-
regation. Hoke et al. [37] observed that a high-intensity, lower-energy PL peak
formed in less than a minute when using a 457 nm argon laser with an intensity
of 150 W/m? as the light source. They also found that this spectral change
was independent of the spectrum and coherence of the light source [37]. It is
hence assumed that using the solar simulator to illuminate the samples with
an intensity close to 1000 W/m? for a few minutes before the HSPL images
are recorded should be sufficient to induce phase segregation in the samples.

When the image is recorded, the output power of the laser is set to its maximum
value. Moreover, the shutter is closed for the last 3000 ms of the recording to
facilitate applying a background noise correction scheme (see Section 4.2.1).

Time series images

The evolution of the PL spectrum from a single line on the sample under light
soaking can be studied by recording a HSPL image while the translation stage
is held stationary. Such a single-line time series image may give information
about the temporal aspect of light-induced phase segregation, by showing how

the line reacts to a continuous laser illumination. In this work, single-line time
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series images were taken by capturing 800 frames at a 10 Hz frame rate. The
exposure time was set to 50 ms. The resulting hypercube has a spatial (X),
a temporal (T), and a spectral dimension (A). Light soaking with the solar
simulator is not performed before the time series images are recorded so that

the sample is in an unsegregated state at the start of the time series recording.

3.2.4 Overview of samples and hyperspectral images studied in this
work

Table 1 gives an overview of the samples imaged in this work. Two of the
samples are full-stack cells, which means that they comprise all layers described
in Section 3.1. The last cell, which is a half-stack cell, was fabricated without
the HTL. The perovskite layers of samples 1 and 2 were deposited only four
days before they were imaged. Moreover, sample 1’s HTL was deposited the
day before HSPL imaging. These samples are hence referred to as being "fresh".
Sample 3’s HTL was deposited five days before HSPL imaging on an older
perovskite layer. Therefore, this sample’s perovskite layer was significantly
older than the perovskite layers of the other two samples at the time of HSPL
image acquisition. Sample 3 is therefore labeled "old".

Table 1: Description of the PSC samples imaged in this work. One of the cells
was fabricated without the HTL (half-stack). The samples labeled as "fresh"
were fabricated only a few days before hyperspectral image acquisition. Sample
3, labeled as "old", was older than the other two samples at the time of HSPL

1maging.

Sample number | Sample type | Substrate | State
1 Full-stack PSC ITO Fresh
2 Half-stack PSC ITO Fresh
3 Full-stack PSC ITO Old

Samples 1 and 3 in Table 1 were used to record spatial images. Sample 2
was used for studying the evolution of single-line PL spectra. Table 2 summa-
rizes the frame rates, exposure times, and translation stage speeds used when
recording the HSPL images of the samples.
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Table 2: Frame rates, exposure times, and translation stage speeds for the
HSPL images studied in this work. The table also summarizes the light soak-
ing procdures used before recording the spatial images. The PSC samples are
described in Table 1

Sample | Image type Light soaking Frame rate | Exposure time Speed
1 Spatial approx. 1000 W/m?, 10 min 20 Hz 20 ms 1.0 mm/s
2 Time series - 10 Hz 50 ms 0 mm/s
3 Spatial approx. 1000 W/m?, 10 min 20 Hz 30 ms 1.0 mm/s

3.3 X-ray Fluorescence (XRF) Imaging

XRF images of sample 1 (fresh full-stack PSC) are taken in an attempt to
validate the analysis of the HSPL images. The XRF images are taken after
the HSPL images on the same day, to ensure that the sample changes as little
as possible in the meantime.

The XRF images are recorded using the M4 Tornado p-XRF from Bruker.
The instrument uses a X-ray tube with rhodium (Rh) as the target material
for generating its X-rays. The p-XRF images a smaller part of the sample.
The instrument’s spatial resolution is 26 um in the present setup, which gives
the images a width of 1.39 cm and a height 1.04 cm. Six cycles are used,
which means that the software calculates the results based on six scans of the
sample. The dwell time is 30 ms, which means that X-ray signals from a pixel
are collected for 30 ms before the detector moves on to the next pixel. A
summary of all the settings are given in Figure D.1 in Appendix D.

Different X-ray fluorescence emission lines can be utilized for identifying the
various elements [50]. For creating elemental maps of bromide, lead, and iodide
in this work, the counts of signals from the so-called K,, L,, and Lg lines
are used, respectively. These lines represent different electronic transitions
between the orbitals of the atoms [50].
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4 Data Processing

This chapter covers the steps involved in analyzing the HSPL images. The
Python packages used in this work are listed in Section 4.1. Section 4.2 ex-
plains and motivates the preprocessing steps. This includes the background
noise correction scheme, conversion from wavelength to energy units, and a
normalization scheme for scaling the intensity values. Section 4.3 describes
two data analysis pipelines that combine preprocessing steps, PCA, and MCR
to produce various outputs. These pipelines were developed and tested on a
hyperspectral EL image before the fabrication of perovskite solar cells in the
laboratories at NMBU was finished. The hyperspectral EL image was taken of
a 2 cm X 2 cm perovskite solar cell of unknown chemistry produced by Great
Cell. The hyperspectral image comprises 31 wavelength bands of uniform
width, spanning from 580 nm to 880 nm. Some results obtained by applying
the pipelines to the EL image are given in Appendix C.

4.1 Software

The following Python packages were used for analyzing the hyperspectral lu-
minescence images in this work:

e scikit-learn, version 1.2.2
e pyMCR, version 0.3.2

Some additional packages were used to process and visualize the hyperspectral

images:
e NumPy, version 1.26.4
o Matplotlib, version 3.8.0

o SciPy, version 1.11.4

4.2 Preprocessing

The preprocessing of the hyperspectral images includes the following steps:
» Reading the image files.
» Background noise correction (only PL images).

« Rotation and cropping.
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 Discarding unnecessary wavelength bands (only PL images). The first
250 and the last 150 wavelength bands are discarded to reduce the im-
age processing steps’ memory usage and computational cost. This cor-
responds to keeping only the wavelength bands between 582 nm and 900

nm for analysis.

» Removing negative values that appear due to the background correction
scheme.

« Conversion from wavelength (nm) to energy (eV) units.

e Scaling the intensity values by normalizing the areas underneath the
pixel spectra.

Python code used to read the image files, rotate and crop the images, and
remove negative values is provided in Appendices A.1 and A.2. The rest of
this subsection will focus on the background noise correction, the conversion
from wavelength to energy units, and the scaling of intensity values.

4.2.1 Background noise correction

Before any further processing of the HSPL images can be performed, a back-
ground correction scheme is applied to take detector variations into account
and remove this background noise from the pixels. The background noise level
for each pixel (z;, A\x) on the camera’s detector array is calculated and ac-
counted for by applying an algorithm developed by Flg [62] and described by
Mehl [21].

First, when the HSPL image is acquired, the last lines that the line scan camera
records are captured with the shutter closed. These dark frames contain no PL
signals and can thus be used to calculate the pixels’ background noise levels
[21]. In this work, the shutter was closed for the last three seconds of each
recording (see Section 3.2.3).

Second, the background noise levels for each detector pixel are calculated and
stored in a background noise matrix, BN M. The background noise levels are
computed by taking the median of the last 50 dark frames in the hyperspectral
image. The entry in the BN M corresponding to the detector pixel (x;, Ax) is
therefore calculated by taking the median of the values from (z;,y;, A\x) to
(@i, Yj+50, A) in the hypercube [21].

Third, the BN M is subtracted from each raw frame RF(Y') in the hyperspec-
tral image to yield corrected frames CF(Y) [21],
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CF(Y)=RF(Y)— BNM (4.1)

Python code used to perform the background noise correction can be found in
Appendix A.2.1.

4.2.2 Jacobian conversion from wavelength (nm) to energy (eV)
units

Raw hyperspectral luminescence images contain intensity values measured
within different wavelength bands (in nm). As Mooney and Kambhampati
[63] state, the recorded signals are intensity values per unit wavelength. They
argue that this is important to consider when converting from a wavelength to
an energy scale since evenly spaced intervals in the wavelength domain become
unevenly spaced in the energy domain. The reason is the inverse relationship
between wavelength and energy. Without transforming the signals properly,
the total luminescence signal obtained by integrating a spectrum in the wave-
length domain will differ from the value found by integrating the spectrum in

the energy domain. This may lead to incorrect results [63].

The wavelength scale is converted into an energy scale by applying the follow-
ing equation:

_he

E
A

(4.2)

Here, E' is the energy, h is Planck’s constant, ¢ is the speed of light, and A is
the wavelength [63].

The recorded signals, f(\), are transformed into signals f(E) in the energy
domain by applying the following equation:

he

FE) =~ (13)

This conversion is referred to as the Jacobian transformation. 1t is derived by
differentiating Equation (4.2) and imposing equal integrated (total) signals of
f(A) and f(F) [63]. A Python implementation of the Jacobian transformation
can be found in Appendix A.3.
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4.2.3 Scaling the intensity values by normalizing the areas under-
neath the pixel spectra

EL/PL intensity values may differ significantly among the pixels in a raw
hyperspectral image. These variations may be attributed to factors like vari-
ations in film thickness and material defects, as discussed in Section 2.4.1.
Phase segregation will also influence the EL/PL intensities, as it increases the
non-radiative recombination rates by forming trap states within the bandgap
[4]. Moreover, the iodide-rich domains that form during phase segregation
typically emit strong luminescence signals [37].

When the aim is to use PCA for mapping phase segregation in a PSC, it may be
problematic if variations in the EL/PL intensity dominate the total variance in
the image. The reason is that it would require a more comprehensive analysis
to quantify the individual contributions from factors like film thickness and
phase segregation to these EL/PL intensity variations. Principal components
are constructed to explain as much of the variance in the image as possible,
and if EL/PL intensity variations dominate the total variance in the image,
the principal components will capture these variations. The problem is that
the intensity variations captured by the principal components can be caused
by other factors than phase segregation.

Luckily, as was mentioned in Section 2.2.3, phase segregation also leads to
local bandgap variations, which in turn cause shifts in the EL/PL spectra.
Consequently, it is believed that shifts in the EL/PL spectra are even more
relevant than mere intensity changes for mapping phase segregation with PCA.
Therefore, to ensure that EL/PL intensity variations caused, for instance, by
variations in film thickness do not obscure this important information, it may

be beneficial to scale the intensity values before performing PCA.

One approach is to normalize the areas underneath the pixel spectra. This
means that all pixels will have equal total intensities. The rationale behind
this is to limit the influence of factors like film thickness while at the same time
preserving the shapes of the spectra. The procedure includes the following
three steps:

1) For every pixel, calculate the total luminescence intensity by ap-
plying the trapezoidal rule for numerical integration. This numerical
integration scheme uses straight line segments to approximate a curve between
a set of discrete partition points [64, p. 504]. The area A underneath a curve
is calculated numerically by applying the equation
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AN
A= (Yo + 251 + 292 + 245 .. + 2Yn2 + 21 + Y). (4.4)

Here, A represents the mesh size, which is the distance between two successive
partition points along the wavelength axis. The values yo, y;. .. ¥y, represent

the given spectrum’s intensity values at the partition points [64, p. 504].

If the hyperspectral image comprises uniformly spaced wavelength bands,
Equation (4.4) can be applied directly to the pixel spectra to integrate
them. In this situation, A\ is simply the distance between two successive
wavelength bands in the hyperspectral image. However, if the spacing between
the wavelength bands is non-uniform, a uniform subdivision of the interval
is required before applying Equation (4.4). This is achieved by applying
piecewise linear interpolation between the hyperspectral image’s wavelength
bands, which means that the spectra are approximated by straight line
segments between their mesh points [65, p. 7].

2) To normalize the spectra, each spectrum is divided by its area
A. Mathematically, this can be expressed as

Frorm(N) = 7SOV (4.5

Here, f()) is the original spectrum, and f,rm () is the normalized spectrum.
The effect of Equation (4.5) is that the area underneath every scaled spectrum
will be 1.

3) Finally, the normalized spectra f,,m()\) in the wavelength do-
main can be converted to the energy domain by applying Equation
(4.3). As discussed earlier, the Jacobian transformation preserves the areas
underneath the curves. Hence, the resulting spectra are also normalized.

The Python code used to perform interpolation and numerical integration, as
well as the subsequent normalization of the areas underneath the spectra, can
be found in Appendix A.4.

When it comes to performing MCR, choosing to scale the intensity values or
not before analysis to account for intensity variations among the pixels should
not make much of a difference. The reason is that MCR calculates individual
weights (concentrations) for the pure components in all pixels. These concen-
trations let the model scale its reconstructions of the pixel spectra. Therefore,
in theory, it should not matter whether the pixel spectra are scaled before
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performing MCR or not, since the concentrations act as independent scaling
factors anyway. The only difference is regarding the interpretation of the re-
sults. The question is whether one wants to take intensity variations into
account or not when comparing the concentrations of the MCR components

in different pixels.

The EL image used for developing the data analysis techniques had an intensity
gradient in the horizontal direction, as can be seen in Figure C.1 in Appendix
C. Since layers deposited by blade coating typically show similar thickness
gradients in the coating direction [66], it is likely that the PSC was fabricated
using blade coating. Hence, it is assumed that the intensity gradient in the
EL image is a consequence of thickness variations caused by this deposition
method. Normalization of the areas underneath the pixel spectra was therefore
performed before PCA and MCR were applied to the EL image.

PCA is performed both with and without normalizing the areas for the HSPL
images of the samples produced in REALTEK’s laboratories. This is done to
examine the effect of the normalization scheme and to check if it enhances the
PCA-based analysis. However, MCR is performed without normalizing the
spectra.
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4.3 Data Analysis Pipelines

Figure 4.1 illustrates the steps involved in the two data analysis pipelines. The
first and simplest pipeline comprises only a PCA step after the preprocessing
steps. The second pipeline uses the PCA loadings to initialize an MCR analysis
step. These two pipelines will be described in greater detail in Sections 4.3.1
and 4.3.2. Python code snippets showing how the individual analysis steps are
implemented are provided in Appendix B.

Preprocessing
e Background noise correction (only PL images)
Rotation and cropping
Discarding unneccesary wavelength bands (only PL images)
Remove negative values
Normalize areas underneath pixel spectra
Jacobian conversion from wavelength to energy scale (nm to eV)

/

PCA _ e Scree plot: Number of components
* Scoreimages e What information can be derived from
e Loadings

the principal components?

| Use PCA loadings to provide
I initial estimates of the pure

spectra
vy

MCR e Use 'lack of fit' and « to find an optimal
e Score images (concentrations) MCR model.
* Loadings (pure spectra) *  What information can be derived from the

MCR scores and loadings?

Figure 4.1: A graphical representation of the steps involved in the two data
analysis pipelines. The arrows show how data flows between their building
blocks. A solid arrow indicates that the output from one step is passed on as
input to the next step. The dashed arrow indicates that the PCA loadings are
used to generate initial guesses of the pure spectra required in the MCR step.
FEach text box summarizes the given analysis step, including the output it pro-
duces, analytical tools to help select optimal parameter settings, and some key

questions that will be answered when examining the outputs from the pipelines.

40



4.3 Data Analysis Pipelines

4.3.1 Pipeline 1: PCA

Performing PCA on the preprocessed hyperspectral images produces several
types of output that can be used to extract information about the imaged
PSC. This includes:

o A scree plot, showing the variance explained by each principal compo-
nent. It can provide an indication of the number of principal components
to keep for further analysis.

o The loadings, showing the spectral information captured by each princi-

pal component.

o The score images, showing the spatial information in each principal com-
ponent.

The variance explained by each principal component is given by the eigenvalues
of the covariance matrix associated with the data matrix D, as discussed in
Section 2.6.1. The explained variance ratio, EV R, of principal component
number j is calculated using the following equation:

A\

(4.6)
Here, \; represents the eigenvalue associated with principal component number
1. Moreover, d is the total number of principal components, which equals the
number of wavelength bands in the hyperspectral image [53, p. 147, 151].

4.3.2 Pipeline 2: PCA + MCR

After applying PCA, the PCA loadings aid the initialization of the MCR al-
gorithm. To initialize the method with N MCR components, initial guesses of
N pure spectra are provided. In this work, these N spectra are evenly spaced
and Gaussian-shaped. The role of the PCA loadings is to help locate the peaks
of these spectra. This can be explained by using the initialization of the MCR
algorithm applied to the EL image in Appendix C as an example.

Figure 4.2 (a) shows the PCl-loadings calculated by performing PCA on the
normalized hyperspectral EL image. The PC1 line has two extremes, a maxi-
mum at 1.59 eV and a minimum at 1.70 eV. From the scree plot in Figure C.2
in Appendix C.2, it is evident that PC1 explains more than 90% of the total
variance in the normalized image. Therefore, it is likely that the two afore-

mentioned spectral peaks are important components of the total EL signal

41



4.3 Data Analysis Pipelines

from the perovskite material. The leftmost and rightmost spectra among the
N spectral guesses are therefore generated so that their peaks coincide with
these PCl-extremes. If MCR is to be initialized with more than two compo-
nents, the remaining spectra are placed between these two spectra, equidistant
from each other. Figure 4.2 (b) shows the resulting initial guesses when using
N = 5. The Python implementation of this procedure is given in Appendix
B.2.
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(a) (b)

Figure 4.2: The method used to initialize the MCR algorithm. (a) PC1-loadings
obtained by performing PCA on the normalized hyperspectral EL image. (b)
Example of spectral guesses used to initialize the MCR algorithm. Here, N =5
components are used. Spectrum 0 and Spectrum 4 have peaks that coincide with
the PC1 extremes shown in (a).

Running the MCR algorithm produces two types of output:
e Loadings, which represent the pure spectra of each component.

e Score images, which represent the concentrations of each component in
every pixel.

The MCR algorithm will be initialized with different numbers of components
to determine an adequate number. Moreover, Ridge Regression is used, and
different values of the regularization parameter o are tested to help discard
models that are likely to suffer from overfitting. The following paragraphs
introduce two metrics that will help choose the optimal number of components.

42



4.3 Data Analysis Pipelines

Using the residuals to determine an optimal number of MCR com-
ponents

An indication of the appropriate number of MCR components can be obtained
by using the residuals to calculate the reconstruction error of MCR models
initialized with different numbers of components. Jaumot et al. [58] define a
"lack of fit" metric to quantify the differences between the original spectra (in
D) and the reconstructed spectra (in CST). "Lack of fit" (LoF’), expressed as

a percentage, is calculated as follows:

Z, - e2
LoF (%) = 100,| =2, 4.7
oF (%) = 100, =00 (@)
In this equation, d;; is the entry in the ith row and jth column of the data
matrix D, and e;; is the corresponding entry in the residual matrix E [58].

For examining the reconstruction errors at the level of individual pixels, a
pixel-wise "lack of fit" (PLoF’) is defined in this work. The "lack of fit" value
PLoF;(%) for the pixel with index i is calculated by using the following equa-

tion:

o2

PLoF;(%) = 100, =2 (4.8)
;3

Here, the only difference compared to Equation (4.7) is that the summation
is performed only along the spectral dimension of the residual matrix E, rep-
resented by the index j (the columns). The standard LoF (%) involves sum-
mation along both the spatial (the rows, i) and spectral (the columns, j)

dimensions.

Constraints, objective function, and convergence criteria

The pyMCR package [59] allows applying different constraints to C and S7.
In this work, non-negativity constraints are applied to both matrices. This is
pyMCR’s default settings.

Regarding the convergence/stopping criteria, pyMCR uses the M SE objective
function (Equation (2.6)) and a combination of several conditions for termi-
nating the optimization process [59]. The optimization process stops if
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a preset maximum number of iterations is reached. Default: 50 iterations
(equivalent to 100 half-iterations).

the error (M SFE) increases more than a preset factor between two half-
iterations. For instance, if the user-defined factor is 1 (100%), the opti-
mization process terminates if the error more than doubles between two
half-iterations [59]. Default: 0.0 (i.e. the algorithm terminates if the
M SE increases).

the error increases for more than a preset number of consecutive itera-
tions. Default: 10 iterations.

the error changes less than a preset value per iteration. Default: none
(the default is not top use this criterion).

more than a preset number of half-iterations is performed without the

algorithm reaching a new error-minimum. Default: 10 half-iterations.

After the algorithm terminates, the matrices Cj) and S[% associated with the

smallest error (in terms of M SE) are kept for further analysis.

To prevent the optimization process from terminating whenever the error in-

creases between two half-iterations, a 500% increase in the error was tolerated

in this work. pyMCR’s default settings were used for the rest of the stopping

criteria.

44



5 Results and Discussion

The main purpose of this work is to investigate whether HSPL imaging and the
accompanying data analysis techniques can map light-induced phase segrega-
tion in solar cell samples. To answer this question, a time series image of one
of the samples is first analyzed to investigate the evolution of the PL signals
under light soaking. Thereafter, spatial images are analyzed to study the PL
signals from the entire sample’s surface. These images are analyzed using PCA
and MCR. An integral part of the work is to build an MCR model that seems
capable of capturing relevant information from the HSPL images. The PL
signals detected by the chosen MCR model are then compared to bandgaps of
different halide stoichiometries as predicted by the regression model in Equa-
tions (2.1) and (2.2). This is done in an attempt to estimate which segregated
phases that may be present in the samples. The results from the XRF imaging
are also presented, and their potential as a means of confirming phase segre-
gation is discussed. The results from this work are discussed and compared to
similar findings in other studies.

5.1 Estimating the Perovskite Samples’ Bandgaps

By using the linear regression model from Li et al. [32] in Equation (2.1)
and the stoichiometric coefficients presented in Section 3.1.3, the perovskite’s
bandgap is estimated to be 1.60 eV. This is calculated using a bromide-to-
iodide ratio of y = 0.15, which corresponds to the sample’s overall ratio be-
tween these two halides. The model in Equation (2.1) could also be used to
predict the perovskite’s bandgap for other halide compositions. Figure 5.1
shows the bandgap Eg calculated by using Equations (2.1) and (2.2) as a
function of the bromide-to-iodide ratio y. All other stoichiometric coefficients
are kept constant. The relationship is not exactly linear because of the factor
R in Equation (2.2), but as can be seen in the figure, the relationship between
y and Eg is very close to linear in the relevant domain. For a sample with only
iodide (y = 0), the model estimates the bandgap to be 1.50 eV (corresponding
to 827 nm). A sample containing only bromide (y = 1) on the other hand,
would have a bandgap at 2.17 eV (571 nm).
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Bandgap as a function of halide stoichiometry
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Figure 5.1: The bandgap Eg as a function of the bromide-to-iodide ratio y.
The bandgap is calculated using the model from Li et al. [32] (Equations (2.1)
and (2.2)). The black dot shows the sample’s overall bromide-to-iodide ratio
(0.15) and the corresponding estimated bandgap (1.60 eV).

5.2 Time Series of Single-Line PL Spectra (Sample 2)

Figure 5.2 shows PL spectra at selected timestamps obtained by recording a
time series image of a single line on sample 2. Each spectrum is calculated
as the mean of the line’s pixel spectra (i.e. by taking the mean in the X
direction) at a given timestamp 7. The spectrum representing the recording’s
first frame is given the timestamp 7" = 0 s. The last frame has the timestamp
T = 80 s because the recording consists of 800 frames recorded at a 10 Hz
frame rate. The red arrow in the figure points from 7" = 0 to T > 0. Note
that the spectra in Figure 5.2 are calculated based on raw intensity values (i.e.
without performing the background correction). This gives them a vertical
offset caused by background noise from the detector array.

The spectrally accumulated time series image of sample 2 is shown in Figure
E.1 in Appendix E. It is calculated by summing the counts in all wavelength
bands for every pixel (X, T') in the image.
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Figure 5.2: PL line spectra calculated by taking the mean of the line’s pixel
spectra at different timestamps T. T = 0 s represents the recording’s first

frame. The total duration of the recording is 80 seconds.

Figure 5.2 shows that the line’s PL intensity decreases as time passes. The PL
intensity decreases at a higher rate at the start of the recording than at the
end. Moreover, one can observe that the spectrum’s shape changes from the
first to the last frame. In the first frame (7" = 0 s), the line’s PL maximum is
located at around 770 nm (1.61 eV), which is close to the sample’s estimated
bandgap from Section 5.1 (1.60 e€V). The spectrum also has a local maximum
located at a shorter wavelength (approximately 755 nm, corresponding to 1.64
eV). As time passes, the shorter-wavelength peak grows relative to the longer-
wavelength peak. Consequently, the line’s PL. maximum is located at 753 nm
(1.65 eV) at the last timestamp (7" = 80 s). The line’s PL spectrum hence
undergoes a blueshift between the recording’s first and last timestamps.

Discussion: Evolution of the line’s PL spectrum

Hoke et al. [37] demonstrated that the total PL spectra of mixed-halide per-
ovskite solar cells typically redshift under light soaking. They observed that
a lower-energy peak formed in the PL spectra of MAPb(Br I;_,), perovskites
with 0.2 < = < 1 under light soaking (note that = here is the same as y in
Equation (2.1)). This peak dominated the original PL peak after less than a
minute of light soaking. Moreover, they found that the overall PL intensity
increased greatly during light soaking. Their explanation of these phenomena
was that small lower-bandgap, iodide-rich domains with high PL efficiencies

formed upon light exposure [37].
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The PL spectra in Figure 5.2 represent only one line on the sample, and not
the entire perovskite surface as the PL spectra from Hoke et al. [37] do.
Therefore, the blueshift and decrease in PL intensity shown in Figure 5.2 do
not necessarily contradict the results from Hoke et al. [37]. One explanation
may be that iodide ions migrate away from the imaged line and form iodide-
rich domains in other sample regions. This outward flux of iodide must be
accompanied by an inward flux of bromide to conserve the stoichiometry of
the perovskite structure [17]. Consequently, the bromide-to-iodide ratio in
the line will increase, resulting in a higher bandgap (see Section 2.2.2) and a

corresponding blueshift of the line’s PL spectrum.

Even though it is difficult to confirm phase segregation based on only one line
on the sample, it is clear from Figure 5.2 that light soaking influences the line’s
PL spectrum. It is, therefore, possible that the perovskite samples studied in
this work undergo phase segregation under light exposure, but it is unknown
how pronounced the effect is. Other studies have shown that phase segregation
mainly occurs in perovskites with large bromide fractions [4]. The perovskite
studied in this work has a bromide-to-iodide ratio of 0.15, which is for instance
lower than the 0.2 to 1 range where Hoke et al. [37] observed phase segregation
in their MAPb(Br,I;_;), perovskite samples. The perovskite samples studied
in this work may therefore be less prone to light-induced phase segregation
than other mixed-halide perovskites, making the effect of phase segregation

less pronounced than in other samples.

Additionally, since the rate at which the PL intensity decreased in Figure 5.2
was lower at the end of the recording than at the start, it could be that the
perovskite material is about to stabilize and reach an equilibrium state not
too long after the 80 s recording ended. If so, the 10-minute light soaking step
used before recording the spatial images in this work should be sufficient for
inducing phase segregation in the samples, if it occurs.
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5.3 Raw Spatial HSPL Image (Sample 1)

5.3.1 Accumulated PL intensities

Figure 5.3 shows the accumulated PL intensity in each pixel of the spatial
hyperspectral image of sample 1. The values are obtained by summing the

counts in all wavelength bands. This image shows that there is a certain
signal from the background pixels in the image.
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Figure 5.3: Total PL intensity map of sample 1. The total intensity is cal-
culated pizel-wise by summing the counts in all wavelength bands. The red

rectangle marks the dark frames at the end of the recording.

Something unexpected happens around line 600 in the image in Figure 5.3,
where a horizontal line stretches across the entire sample surface. Additionally,
the orientation of the sample’s outer edge suddenly changes. The reason why
this happens is not completely understood. Since the region below line 600
looks like a compressed, mirrored version of the region above line 600 (see also
Figure 5.5), one explanation may be that the translation stage turned around
too early and started recording the sample in the backward direction. This
was not noticed when the image was recorded, and the cause for this behavior
has not been identified. However, before analyzing the image using PCA and
MCR, it is decided to crop the image so that the lower part of the image
is removed. The remaining sample area is close to quadratic, so the camera
should have covered almost the entire sample surface before the translation
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stage turned around.

5.3.2 Mean PL spectrum

Figure 5.4 shows the mean spectrum of the entire sample 1 image, calculated
by averaging all pixel spectra in the image. The figure also includes dashed
lines showing the wavelength of the laser and the cut-on wavelength of the
longpass filter.
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Figure 5.4: Mean PL spectrum of the hyperspectral image of sample 1. The
blue, dashed line represents the laser’s wavelength (444.8 nm). A local intensity
maximum is observed at this wavelength. The black, dashed line represents the
cut-on wavelength of the longpass filter (525 nm).

The spectrum’s global PL intensity maximum is located at 772.44 nm. This
wavelength band is plotted in Figure 5.5. This figure suggests that the lower
part of the sample area is a mirrored version of the upper part, as discussed in
the previous subsection. Also, a dark circle can be observed in the middle of
the substrate. This circle is most likely caused by the dropping of antisolvent
during the spin-coating deposition of the perovskite layer. Saliba et al. [23]
reported that a cavity can be created in the middle of the substrate if the
antisolvent is dropped too rapidly onto the substrate or if it is not dropped in
the middle of the substrate.
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Figure 5.5: The wavelength band corresponding to the PL maximum of the
sample 1 image (772.44 nm). The lower part of the sample area appears to be

a compressed, mirrored version of the rest of the sample area.

Another peak in the PL spectrum in Figure 5.4 is located at the laser’s wave-
length. This means that the longpass filter does not completely block the laser
light. Luckily, the laser light does not seem to disturb the rest of the signal.
The second-order diffraction maximum of the laser light’s wavelength (444.8
nm) overlaps with the first-order diffraction maximum of light with twice the
wavelength [22], namely 889.6 nm. Transmitted laser light could, therefore,
potentially have disturbed the signal at this wavelength. However, this effect
is not observed in the PL spectra.

Furthermore, the signal has a vertical offset at around 240 counts, caused by
background noise. This background signal can also be seen in the areas outside
of the sample in Figure 5.5.

5.3.3 Comparing PL intensities from sample 1 and sample 3

Figure 5.6 shows total PL intensities and mean PL spectra calculated based on
the raw spatial images of samples 1 and 3. Figures (a) and (b) show that the
PL signal from sample 1 (the fresh sample) is much stronger than the signal
from sample 3 (the older sample), even though the exposure time was larger in
the sample 3 image (30 ms vs. 20 ms). The mean PL spectra in (c) and (d) are
normalized with respect to the exposure time. By comparing these spectra,
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it is evident that the PL signal is much stronger relative to the background
signal in (c) than in (d).
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Figure 5.6: Total PL intensities (obtained by summing the counts in all wave-
length bands) and normalized mean PL spectra calculated based on images of
samples 1 and 3. The spectra in (c¢) and (d) are normalized with respect to
the exposure time. Note that the mean spectra are calculated by averaging all
pizel spectra in the windows plotted in (a) and (b), instead of averaging over

the entire image as was done in Figure 5.4.

One explanation for these differences is that sample 3’s perovskite layer has had
more time to degrade. The sample was stored in a nitrogen-filled glovebox most
of the time between device fabrication and HSPL imaging, but degradation
may still have occurred. Another possible explanation is that the quality of
sample 3, for some reason, was poorer than that of sample 1 after fabrication.
Many of the samples fabricated in this work gave PL signals comparable to
those from sample 3, and only a few samples gave as strong signals as sample
1. Differences induced by the fabrication process may, therefore, play a role in
what is observed in Figure 5.6. Since the PL signal is strongest in the image
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of sample 1, this image is used for testing the data analysis techniques in the
coming subchapters.

5.4 XRF Images (Sample 1)

Figure 5.7 shows the elemental maps obtained by performing XRF imaging of
sample 1 using the procedures described in Section 3.3, along with the image
captured by the video camera inside the chamber. In the video camera image
in Figure 5.7 (a), one can observe the circular region in the middle of the
substrate that was discussed in Section 5.3.2. Pinholes are also observed in
this image, and they can also be observed to a greater or lesser extent in the
elemental maps in Figures 5.7 (b)-(d). In addition to these details, it looks
like there is a region with a lower iodide concentration to the left of the circle
in the center of the substrate in Figure 5.7 (d). This region is marked with a

yellow rectangle.
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(a) Video camera

(c) Br (Ka) (d) T (Lg)

Figure 5.7: Elemental maps obtained by performing XRF imaging of sample
1. Figure (a) shows the image captured by the video camera inside the cham-
ber. Figures (b)-(d) show the elemental maps of lead, bromide, and iodide. A
brighter color indicates a higher concentration. The yellow rectangle in Figure
(d) marks a region where the iodide concentration potentially is lower. L,
K., and Lg are the XRF emission lines used to produce the various elemental
maps (see Section 3.3). Each image is 1.39 ¢cm x 1.04 cm (i.e. they cover
roughly a quarter of the 2.5 cm x 2.5 ¢m substrates). Note that the sample is
imaged upside down compared to the HSPL images in Section 5.3.

The magnitude of the variations in counts is examined by drawing a line be-
tween two points in the image and plotting the counts as a function of position
along this line. This is shown in Figure 5.8. The line passes through the pre-
viously mentioned area that potentially has a lower iodide concentration.
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Figure 5.8: Counts in the elemental maps from Figure 5.7 as a function of
position along a selected line. Figure (a) shows this line (Object,) in the Pb
map. The counts as a function of position along the line (in mm) are shown
in (b). The blue graph represents lead, the green graph represents iodide, and
the red graph represents bromide.

In Figure 5.8 (b), it looks like the concentration of lead (measured as X-ray
counts) is lower in the aforementioned region, which lies between 2 mm and

3.5 mm away from the point where the line starts. The iodide concentration
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also seems to have a similar dip in this region. A lower bromide concentration
is not observed in this region. However, the rapid fluctuations of the counts
between neighboring pixels make the interpretation of these results challeng-
ing. The differences between different sample regions are small compared to
these fluctuations. Based on the PCA and MCR analysis of the hyperspectral
EL image in Appendices C.2 and C.3, it was expected that one could observe
larger sample regions of different bandgaps. It was hypothesized that these
bandgap variations were caused by differences in the halide stoichiometry be-
tween different sample regions. Such variations in the halide concentrations
were not possible to detect using the present XRF setup. Therefore, the XRF
images could not be used to confirm systematic variations in the halide con-
centrations between different macroscopic sample areas. This makes using the
XRF images to validate the HSPL image analysis in the upcoming sections

difficult.

It also has to be noted that the resolution of the XRF images is low com-
pared to the expected size of the iodide-rich domains based on the literature.
As previously mentioned, Bischak et al. [38] estimated the diameter of the
iodide-rich clusters in MAPb(Br, 4Io1); to be 8-10 nm. A few years earlier,
Hoke et al. [37] estimated that the iodide-rich minority domains comprised
crystallites that were at least 50 nm in size. They also claimed that the phase-
segregated domains were most likely larger, as each domain may contain more
than one crystallite [37]. However, both aforementioned numbers are approx-
imately three orders of magnitude smaller than the spatial resolution of the
XRF setup (26 um) and the HSPL setup (approx. 50 pum). This may compli-
cate the detection of the iodide-rich domains if not larger aggregates of sizes
comparable to the XRF and HSPL resolutions are present. It may be that
a higher resolution setup is needed to be able to study concentration varia-
tions on length scales smaller than the pixels in the XRF images in this work.
Bischak et al. [38] were, for example, able to map iodide-rich domains near
grain boundaries by taking cathodoluminescence images of areas that were
approximately 10 ym x 10 pm in size.

The recorded XRF spectrum and the XRF software’s estimated concentrations
of the various atomic species in sample 1 are given in Figures D.2 and D.3 in
Appendix D. One can observe that the software estimates the concentration
of iodide to be more than nine times that of lead. This is clearly wrong, as
the combined concentration of the halides should be three times that of lead.
Hence, the concentrations estimated by the XRF software must be interpreted

with caution.
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5.5 Preprocessing (Sample 1)
5.5.1 Background noise correction

Figure 5.9 demonstrates the effect of the background noise correction scheme
described in Section 4.2.1. Figure 5.9 (a) shows the background noise matrix
(BN M). This matrix shows the background noise for all pixels on the camera’s
detector array. In Figure 5.9 (b), the histogram corresponding to the BN M
is shown. The mean value in the BN M is 236, and the standard deviation is
6. This means that most of the detector pixels have noise levels between 230
and 242. However, the minimum and maximum values in the BN M are 0 and
721.5, respectively. Figures 5.9 (a) and (b) therefore emphasize the need for
the background correction scheme.
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Figure 5.9: The effect of the background noise correction scheme. (a) Visual-
ization of the background noise matriz (BN M ) associated with the image of
sample 1. The matriz quantifies the background noise in each pizel (X, X) on
the camera’s detector array. (b) The histogram for the BNM. (¢) Mean PL
spectrum of the entire sample 1 image before background correction. (d) The
mean PL spectrum after background correction.
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Figures 5.9 (c¢) and (d) compare the sample 1 image’s mean PL spectrum before
and after performing the background correction. The background correction
scheme helps remove the spectrum’s vertical offset. Moreover, one can observe
that the spectrum also becomes slightly smoother after the correction, since

subtracting the BN M helps remove noise caused by detector variations.
5.5.2 Pixel spectra normalization

Figure 5.10 shows the normalization constants (the integrated PL intensities)
for each pixel in the HSPL image of sample 1, calculated using Equation (4.4)
and the normalization scheme described in Section 4.2.3. This image shows
that there are some differences in the total PL intensities among the image’s
pixels. One can observe some darker and brighter spots, in addition to some
scratches and pinholes on the sample. Performing PCA on the image with and

without normalization will therefore be tested in Section 5.7.

Normaalization constant A (integrated PL intensity)

PL intensity, arbitrary units [a.

Figure 5.10: The normalization constants (integrated PL intensities) for sam-

ple 1, calculated using Equation (4.4).

Note that integrating the PL spectra (as in Figure 5.10) produces similar
results as summing the counts in all wavelength bands (Figure 5.3). However,
by integrating the spectra, the non-uniform widths of the wavelength bands are
taken into account. This is why the numerical integration scheme is preferred

in this work.
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5.6 Mean PL Spectrum in the Energy Domain (Sample
1)
The estimation of the perovskite’s bandgap from Section 5.1 (1.60 eV) aligns

well with sample 1’s mean PL spectrum shown in Figure 5.11. The PL spec-

trum has a maximum at 1.61 eV.

Mean PL spectrum (energy-basis)
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300000 -
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Figure 5.11: Sample 1’s mean PL spectrum in the energy domain. The spec-
trum has a peak at 1.61 eV, which is close to the perovskite’s estimated bandgap
(1.60 €V). In contrast to the spectra in Figures 5.4 and 5.6, this spectrum is
calculated based on a cropped image that only contains the area covered by the

sample.

As can be seen in the mean PL spectrum in Figure 5.11, no PL signal is
observed at 2.17 eV, which corresponds to the sample’s bandgap if it only con-
tained bromide (y = 1) (see Section 5.1). 1.50 eV, corresponding to y = 0,
however, is part of the sample’s PL peak. It also looks like the PL spectrum
has a small shoulder at this energy. Consequently, it may be possible to find
regions with only iodide (y = 0) in the sample, corresponding to a bandgap at
1.50 eV. Hoke et al. [37] found that the lower-bandgap, iodide-rich domains
produce strong PL signals. They explained this by stating that photogener-
ated charge carriers relax into energy states with the lowest energies, which
are found in the lower-bandgap, iodide-rich domains. Much of the radiative
recombination consequently occurs in these domains, which gives these regions
high luminescence efficiencies. However, the iodide-rich domains they detected
had y = 0.2, and not y = 0 [37]. Therefore, the shoulder at 1.50 eV may origi-
nate from another mechanism than BB recombination in a domain with y = 0.
The different components of the PL signal and their origins will be discussed

thoroughly in Section 5.9 after MCR has been applied to the image.
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5.7 PCA (Sample 1)

In this subsection, PCA is performed on the spatial HSPL image of sample
1. PCA is performed both with and without first applying the normalization
scheme described in Section 4.2.3.

5.7.1 PCA without normalization

Scree plot and explained variance

Figure 5.12 shows the scree plot obtained by performing PCA on the HSPL
image (without normalization) of sample 1 and subsequently using Equation
(4.6) for calculating the explained variance ratios of the principal components.
Only the first nine principal components are shown in the plot. PC1 and
PC2 explain 98.2% and 1.4% of the total variance in the image, respectively.
0.2% of the variance is explained by PC3, and PC4 explains 0.05% of the
variance. The remaining principal components explain less than 0.02% of the
variance each. This means that 99.6% of the total variance in the image can be
explained by using only two principal components. This represents a significant
dimensionality reduction.

Scree plot
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Figure 5.12: Scree plot for PCA performed on non-normalized sample 1 image.

Only the first nine principal components are included in the plot.

PCA scores and loadings

Figure 5.13 shows the score images and corresponding loading plots for the first
four principal components (PC1-PC4). The remaining principal components
appear noisy, and since they only explain less than 0.02% of the variance each,
they are discarded.
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Figure 5.13: Scores and loadings of the first four principal components when

PCA is performed on the sample 1 image without normalization.
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Discussion: spectral information extracted by the principal compo-
nents

Figure 5.14 compares PC1’s loading plot (Fig. 5.14 (a)) to the sample’s mean
PL spectrum (Fig. 5.14 (b)), in addition to comparing the PC1 score image
(Fig. 5.14 (c)) to the total PL intensity map (Fig. 5.14 (d)). PC1’s loading
plot resembles the sample’s mean PL spectrum. Moreover, the score image
shows the same spatial patterns as the total PL intensity map. Therefore, it
seems like PC1 simply captures intensity variations across the sample’s sur-
face. PC1 explains 98.2% of the total variance in the image, so these intensity
variations are by far the largest contributor to the image’s variance when the
areas underneath the pixel spectra are not normalized.
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Figure 5.14: Interpreting the first principal component (PC1). Figure (a)
shows the PC1 loadings, and (b) shows sample 1’s mean PL spectrum. Figure
(¢) shows the PC1 score image and Figure (d) shows the total (integrated) PL
signal (see Figure 5.10). The similarities between (a) and (b), and (c) and
(d), suggest that PC1 extracts information about intensity variations across
the sample’s surface.

PC2’s loading plot (Fig. 5.13 (d)) has a maximum at 1.58 eV and a minimum
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at 1.65 eV. PC2, therefore, distinguishes between regions that emit PL signals
at different energies. Pixels with positive PC2 scores emit strongly at around
1.58 eV, and pixels with negative PC2 scores emit PL signals at around 1.65
eV. Since the perovskite’s bandgap depends on the bromide-to-iodide ratio (see
Section 5.1), these spectral shifts may be caused by phase segregation-related
bandgap variations. If the spectral shifts are related to phase segregation, the
maximum at 1.58 eV may represent regions with higher iodide concentrations,
and the minimum at 1.65 eV may represent regions with higher bromide con-
centrations. Consequently, pixels with positive or negative PC2 scores may
correspond to regions with a lower or higher bromide-to-iodide ratio, respec-
tively. Note also that the PC2 loading plot has a bump at around 1.5 eV,
which may be caused by BB emissions from iodide-rich domains with y close

to zero or by other recombination routes (see Section 5.6).

PC3’s loading plot (Fig. 5.13 (f)) has two maxima, one at 1.56 eV and another
at 1.68 eV. A positive PC3 score indicates that a pixel emits PL signals in the
spectral regions around these energies. These two maxima are close to PC2’s
extremes (at 1.58 eV and 1.65 eV), which means that they most likely carry
similar information as PC2. The peak at 1.56 eV may represent regions with
higher iodide concentrations, and the peak at 1.67 eV may represent regions
with higher bromide concentrations. The same bump at 1.50 eV, as was seen
in PC2’s loading plot, can also be observed in PC3’s loadings. The loading
plot also has a minimum at 1.61 eV, which coincides with the sample’s PL
maximum (see Figure 5.11). This minimum is also close to 1.60 eV, which is
the bandgap estimated based on the linear regression model from Li et al. [32]
(Equations (2.1) and (2.2)). The minimum at 1.61 eV in PC3’s loading plot
may therefore represent a mixed, unsegregated phase, where the local halide
stoichiometry is equal to the sample’s overall halide stoichiometry. A possible
interpretation of PC3 is, therefore, that it distinguishes between a mixed phase
(negative PC3 scores) and regions where the stoichiometry is different (positive
PC3 scores), with either a higher or a lower bromide-to-iodide ratio than the

mixed phase.

The loading plot for PC4 (Fig. 5.13 (h)) oscillates. Moreover, the score plot
(Fig. 5.13 (g)) has two prominent vertical lines on its left-hand side, one
bright and one dark line. Hence, it looks like PC4 captures some detector
variations that are not accounted for by the background correction scheme.
Similar stripes in the score images and oscillations in the loading plots are also
observed for the subsequent principal components. PC4 and the remaining
principal components are therefore less relevant than PC2 and PC3 regarding
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phase segregation.
5.7.2 PCA with normalization

Scree plot and explained variance

Figure 5.15 shows the scree plot obtained when performing PCA on the normal-
ized hyperspectral image of sample 1. The plot shows that PC1 now explains
67.8% of the total variance in the image. PC2, PC3, and PC4 capture 15.2%,
4.17%, and 0.831% of the variance, respectively. The remaining principal com-
ponents explain less than 0.5% each.
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Figure 5.15: Scree plot for PCA performed on the normalized sample 1 image.

PCA scores and loadings

Figure 5.16 shows the score images and corresponding loading plots for the first

four principal components (PC1-PC4) when the pixel spectra are normalized.

Discussion: spectral information extracted by the principal compo-
nents

PC1’s loading plot (Fig. 5.16 (b)) has a maximum at 1.58 ¢V and a minimum
at 1.65 eV. These extremes coincide with the extremes in the PC2 loading
plot produced by performing PCA on the non-normalized image (see Section
5.7.1). Moreover, since these two loading plots are very similar, it seems like
PC1 in the normalized image captures the same information as PC2 in the
non-normalized image. Positive PC1 scores in Figure 5.16 (a) may therefore
represent iodide-rich regions, and negative PC1 scores correspond to bromide-
rich regions.
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The PC2 loading plot in Figure 5.16 (d) also looks very similar to the PC3
loading plot in Figure 5.13 (f). The two loading plots have two maxima, located
at 1.56 eV and 1.68 eV, in addition to a minimum at around 1.60 eV. The only
noticeable difference between these loading plots is that the peak at 1.56 eV is
less intense in Figure 5.16 (d) than in Figure 5.13 (f), relative to the peak at
1.68 eV. However, it seems like PC2 in the normalized image captures much
of the same information as PC3 in the non-normalized image. PC2 hence
seems to distinguish between regions with the same halide stoichiometry as
the sample’s overall halide stoichiometry and regions with bromide-to-iodide
ratios that differ from this.

The PC3 and PC4 loading plots in Figures 5.16 (f) and (h) oscillate, and are
hence difficult to relate to phase segregation. Moreover, their corresponding
score images in Figures 5.16 (e) and (g) have similar vertical stripes as the PC4
score image in Figure 5.13 (g). Therefore, it is assumed that these components
capture detector variations that are not corrected by the background correction
scheme.
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Figure 5.16: Scores and loadings of the first four principal components when

PCA is performed on the normalized sample 1 image.
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5.7.3 Discussion: comparing PCA with and without normalization

Based on the observations made in Sections 5.7.1 and 5.7.2, the major dif-
ference between applying the normalization scheme or not before performing
PCA is whether the model captures PL intensity variations or not. When the
image is not normalized before performing PCA, the first principal component
captures the PL intensity variations across the sample’s surface. PC2 and PC3
capture information that may be relevant for mapping phase segregation. On
the contrary, when the image is normalized, PC1 and PC2 capture similar in-
formation as PC2 and PC3 did for the non-normalized image. Consequently,
the results are similar whether the normalization scheme is applied or not, but
the normalization scheme can be used to exclude the PL intensity variations
from the analysis.

5.7.4 Discussion: spatial information extracted by the principal

components

Regions with high or low PC2 scores (non-normalized image)

For examining the spatial information captured by PC2 when performing PCA
on the non-normalized image, four image regions (10 x 10 pixels) are selected
by segmenting out pixels with high or low PC2 scores. Binary images created
by thresholding at two different PC2 score levels (> 200000 and < -400000)
are shown in Figures 5.17 (a) and (b). Regions A and D with large, positive
PC2 scores, and regions B and C with large, negative PC2 scores are selected
based on these thresholded images. These regions are marked in the PC2 score

image and the total PL intensity map in Figures 5.17 (c) and (d), respectively.
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Figure 5.17: Selection of regions with high or low PC2 scores (non-normalized
image). Figures (a) and (b) show binary images where pizels with high or low
PC2 scores have been segmented out. Regions A and D have large, positive
PC?2 scores, while regions B and C have large, negative PC2 scores. Figures
(¢) and (d) show these regions marked in the PC2 score image and the total
PL intensity (sum of bands) image, respectively.

The four regions’” mean PL spectra are calculated and compared in Figure
5.18. As expected, regions A and D have very similar spectra (see Fig. 5.18
(a)), as these spectra originate from pixels with similar PC2 scores. The same
applies to regions B and C (see Fig. 5.18 (b)). However, when regions with
different PC2 scores are compared, some differences can be noticed. Region
D’s mean PL spectrum is compared to the mean spectra of regions B and C
in Figures 5.18 (c¢) and (d). A small shift along the energy axis in the PL
spectra can be observed in Figure 5.18 (c), but the shift is slightly larger in
Figure 5.18 (d). The location of the PL intensity maximum changes only a
little between regions C and D, but there are some differences in the intensities
especially at around 1.55 eV and 1.65 eV. Spectra from regions B and C are
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blueshifted relative to the spectra from regions A and D, which may be caused
by differences in the bromide-to-iodide ratios.
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Figure 5.18: Pair-wise comparisons of the mean PL spectra of the selected

regions from Figure 5.17.

One can observe that all spectra in Figure 5.18 have a PL intensity shoulder at
an energy higher than that of the PL peak. This suggests that all four regions
may contain higher-bandgap, bromide-rich domains, in addition to a mixed
phase corresponding to a bandgap at approximately 1.60 eV. The four spectra
also comprise the previously mentioned shoulder at around 1.50 eV. Moreover,
region D has an intensity shoulder at around 1.57 eV, which could potentially
be attributed to domains of higher iodide concentrations. This shoulder is
not as prominent in the other spectra, but it looks like the other spectra may
have a small shoulder at around 1.55-1.57 eV. Therefore, based on the regions’
mean spectra, it is expected that the different phases (iodide-rich, mixed, and
bromide-rich) are present to a greater or lesser extent in all four regions.

The shoulder at around 1.55-1.57 eV seems a bit noisy in region D. As can be
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seen in Figure F.1 in Appendix F, this is explained by noise in some of region
D’s pixel spectra.

5.7.5 Summary of the PCA analysis

As can be seen in Figures 5.11, 5.18 and F.1, PL spectra for the entire sample,
smaller regions, and even single pixels have intensity shoulders and bumps on
both sides of the PL intensity maximum. This indicates that the total PL
signals might be a superposition of a set of fundamental signals for instance
originating from domains of different halide stoichiometries. Barker et al. [67]
state that iodide-rich regions typically form close to the illuminated surface
of the perovskite material. The composite PL signals in single pixels may
therefore be a superposition PL signals originating from different depths of the
perovskite film. MCR aims to decompose pixel spectra into their constituents

and may bring additional insight.
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5.8 Exploring and Assessing Different MCR Models
(Sample 1)

This subsection deals with the development of an MCR model for the HSPL
image of sample 1. The next subsection (Section 5.9) will focus on interpreting
the output from this model.

The non-normalized image of sample 1 is used as input to the MCR algorithm.
Therefore, instead of using PC1 to generate the spectral guesses as was done
for the normalized EL image in Section 4.3.2, the PC2 peaks (Figure 5.13 (d))
are used here. Apart from this, the procedure remains unchanged.

5.8.1 Choosing the number of MCR components

MCR without regularization (MCR-ALS)

The "lack of fit" (LoF’) values can help determine the appropriate number of
MCR components, as discussed in Section 4.3.2. The LoF' is first calculated for
a set of non-regularized MCR models (i.e. by using the default OLS regressor).
In Figure 5.19 (a), the LoF is plotted as a function of the number of MCR
components used in these models. Figure 5.19 (b) zooms in and shows only
the models with less than 10 components. The figure shows that the minimum
LoF value, which is 1.36%, is obtained when using four components. This
means that according to this metric, the non-regularized model using four
MCR components reconstructs the pixel spectra more accurately than the rest
of the investigated models. Moreover, the models having three, five, six, or
seven components all have LoF values below 2%.
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Figure 5.19: "Lack of fit" (LoF ) of selected non-regularized MCR models. The
LoF values are plotted as a function of the number of MCR components. Mod-
els ranging from two to 20 components were investigated in (a). In (b), only
the models having less than ten components are included. The LoF values are

written next to each data point for better readability.

Pure spectra of the non-regularized models with between two and seven MCR
components are shown in Figure 5.20. The figure shows that the second MCR
component in the two-component model is resolved into two peaks when a third
component is added. Therefore, it is likely that a model with three components
describes the system better than a model with only two components. The
figure also shows that in the four-component model, three of the components
are similar to the components of the three-component model, but an additional
component with several peaks is added. This fourth component may be a
consequence of the model adapting to noise, so a thorough analysis has to be
conducted before it is concluded to use this number of components. When
more components are added, some of the pure spectra contain only zeros or
very small values compared to the rest of the spectra. The next paragraphs
discuss the problems that may arise when using too many components and
when performing non-regularized regression.

Discussion: risk of overfitting by using too many components

In addition to the reconstruction error, the risk of overfitting also has to be
taken into consideration when determining the number of MCR components.
If many components are used, the model will comprise a large number of
trainable parameters, which may result in a model that is more complex than
desirable [53, p. 75]. The model may reproduce the original spectra well, but
there is a risk that this is also a consequence of the model adapting to the
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noise present in the data. Therefore, a model with fewer components may be
more successful in extracting just the relevant information from the dataset.
Moreover, a model comprising fewer components is easier to interpret, since
it explains the system in simpler terms. These arguments support exploring
models with fewer components first, and then only adding more components
if that seems to enhance the analysis. One has to critically evaluate whether
the models with, for instance, six or seven components explain more of the
underlying physics than the simpler models with fewer components.
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Figure 5.20: Pure spectra of the non-reqularized MCR models with between two

and seven components.
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Discussion: benefits of adding a regularization term

Figure G.1 in Appendix G motivates why it may be beneficial to penalize large
model weights by introducing a regularization term. The figure shows selected
score plots (concentrations) and the pure spectra of the non-regularized MCR
model with six components. The model has a low reconstruction error (a LoF
value of 1.52% in Figure 5.19 (b)), and only one model achieves a lower error.
However, as can be seen in Figures G.1 (a)-(d), the model’s concentration
values vary by many orders of magnitude between the components. This also
applies to the values of the pure spectra (even though this is difficult to see
in the figure since some spectra have very small values). Some of the spectra
also look very noisy. Hence, the model seems to overfit by adapting to noise in
the data. A situation like this can be prevented by building a simpler model,
either by using fewer components or by penalizing extreme model weight values
(concentrations and pure spectra). A regularization term will penalize the
model for having large weights, and this may prevent overfitting (see Section
2.6.2).

In addition to motivating the need for a regularization term, the aforemen-
tioned model also highlights the importance of considering more than the LoF
value when choosing an MCR model. When adding more components, the key
question is whether the more complex model explains more of the underlying
physics or if it achieves a lower reconstruction error by adapting to noise in

the image.

MCR with regularization (Ridge Regression)

Regularization is tested on MCR models with between two and seven MCR
components since these models yielded the lowest reconstruction errors in Fig-
ure 5.19. Figure 5.21 shows the LoF as a function of the number of MCR
components for selected values of the regularization parameter a.
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Figure 5.21: "Lack of fit" (LoF') as a function of the number of MCR compo-
nents for different values of the regularization parameter a.

Several observations can be made in Figure 5.21. First, the reconstruction error
is lower when using three components than when using two components for all
values of . Since the reconstruction error is lower also for the higher values of
«, the increase in performance is most likely not a consequence of overfitting.
Therefore, Figure 5.21 suggests that adding the third component helps the
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model describe the system better. This aligns well with the observation made
in Figure 5.20, namely that the second MCR component is resolved into two

components when going from two to three components.

Second, the number of MCR components that yield the lowest reconstruction
error varies with the value of the regularization parameter o. However, the

models with three or four components often minimize the error.

Third, as the value of « increases, the models with many components tend
to perform poorer than the models with fewer components. One possibility
is that the models with many components perform well for small values of
a due to overfitting. When « is small, their large weights are not penalized.
However, when the regularization strength increases, these complex models are
penalized for having large weights. The result is that they no longer succeed

in reconstructing the image’s original pixel spectra.

A plot of LoF' as a function of a for MCR models with different numbers of
components is given in Figure G.2 in Appendix G. This figure demonstrates
something that can also be observed in Figure 5.21, namely that the models
with fewer components are less influenced by the value of the regularization
parameter. These models are, therefore, less likely to overfit by having extreme
model weights. The more complex models are less stable and more influenced
by how strongly they are penalized by the regularization term.

Based on Figures 5.21 and G.2, it is decided to investigate the MCR models
with three, four, and five components further. The model with two compo-
nents is excluded since one of its components is resolved into two components
when using a model with three MCR components (see Figure 5.20). Moreover,
the spectra of selected sample regions investigated in Section 5.7.4 suggest
that more than two components are present. Recall that the PL spectra, both
on the sample- and on the pixel level, had shoulders and bumps that may be
attributed to PL signals emitted from phases with different halide stoichiome-
tries. Furtermore, the models with three, four, or five MCR components are
preferred over the more complex models, as the models with fewer components

seem more robust to changes in the regularization strength.

The value of the regularization parameter « is set to 0.15, which, based on
Figure G.2, seems like a reasonable tradeoff between preventing overfitting by
penalizing extreme weights and giving the regression models the freedom to

learn from the dataset.
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5.8.2 Comparing the candidate MCR models

Figure 5.22 shows the pure spectra associated with both non-regularized and
regularized MCR models with three, four, and five components. As can be seen
in Figures 5.22 (a) and (b), the shapes of the pure spectra for the model with
three components are very similar whether the regularization term is added or
not. However, for the model with four components (Figures 5.22 (c) and (d)),
the regularization strength influences the shape of the third component. With
a = 0, this component has several maxima and covers a large spectral range.
The number of maxima is reduced and the spectral range of the component is
made narrower when a = 0.15. This way, the information described by each
component becomes more distinct with regularization. The model with four

components hence seems more sensible with regularization than without.

The model with five components has some issues both with and without regu-
larization. Without regularization (Figure 5.22 (e)), component 2’s spectrum
is just a scaled version of component 1’s spectrum (this is not possible to see in
the figure because the second component’s values are approx. 10714 of the first
component’s values). Moreover, the component 4 spectrum consists of only ze-
ros. Since the remaining three components have many of the same spectral
features as the components in the MCR model with three components, it is
concluded that the non-regularized MCR model with five components adds
nothing to the analysis. With a = 0.15, several of the spectra appear noisy.
Components 2 and 4 have spectra comprising several maxima. Moreover, sharp
peaks are observed at around 1.56-1.57 €V in the spectra of components 1 and
3. These peaks may be caused by the same noise as was seen in the pixel spec-
tra in Figure F.1. Vertical stripes are also observed in the model’s score images
(see Figure G.5 in Appendix G), which supports that the model is affected by
noise that is not accounted for by the background correction scheme.

7



5.8 Exploring and Assessing Different MCR Models (Sample 1)

1.6 4 —— MCR component 1 1.6 —— MCR component 1

—— MCR component 2 —— MCR component 2
149 —— MCR component 3 149 —— MCR component 3
1.24 1.2

PL intensity [a.u.]
o
®

MCR loadings (pure spectra), alpha=0

PL intensity [a.u.]
o
®

MCR loadings (pure spectra), alpha=0.15

0.6 0.6
0.4 0.4
0.2 0.2
0.0 1 0.0 1
1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1
Energy [eV] Energy [eV]
(a) 3 comps. (a =0) (b) 3 comps. (o= 0.15)
MCR loadings (pure spectra), alpha=0 MCR loadings (pure spectra), alpha=0.15
1.6 1 —— MCR component 1 1.6 4 —— MCR component 1
—— MCR component 2 —— MCR component 2
147 —— MCR component 3 147 —— MCR component 3
121 MCR component 4 121 MCR component 4
3 3
S 1.04 S 1.0
z z
Tosg T osg
2 2
o6 o6
- —
a a
0.4 0.4
0.2 0.2
001 = 001 — -
14 1.5 1.6 1.7 1.8 1.9 2.0 2.1 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1
Energy [eV] Energy [eV]
(c) 4 comps. (= 0) (d) 4 comps. (a =0.15)
MCR loadings (pure spectra), alpha=0 MCR loadings (pure spectra), alpha=0.15
1.6 4 —— MCR component 1 1.6 4 —— MCR component 1
MCR component 2 —— MCR component 2
144 —— MCR component 3 141 —— MCR component 3
12 MCR component 4 12 MCR component 4

PL intensity [a.u.]
o
Y

o
o

—— MCR component 5

PL intensity [a.u.]
o
Y

o
o

—— MCR component 5

0.4 0.4
0.2 0.2 5
0.0 . 0.0 =
1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1
Energy [eV] Energy [eV]

(e) 5 comps. (a=0)

(f) 5 comps. (o = 0.15)

Figure 5.22: Pure spectra of MCR models with three, four, and five components,
both with and without reqularization (corresponding to o = 0.15 and o = 0,
respectively).

Based on the discussion above, it is decided to examine the three-component
model with o = 0 (Figure 5.22 (a)) and the four-component model with o =
0.15 (Figure 5.22 (d)) further. Score images and pure spectra for these two
models can be found in Figures G.3 and G.4 in Appendix G. Regularization
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is omitted for the three-component model since the spectra are very similar
regardless of whether regularization is applied or not. Because the model has
only three components, it is less likely than the more complex models to suffer
from overfitting. Therefore, minimizing the model’s reconstruction error by
setting v = 0 is prioritized. The four-component model, on the other hand,
seems to benefit from regularization, as discussed earlier. Also, the locations
of the pure spectra’s PL peaks are identical for different values of « larger than
zero, as can be seen in Figure G.6 in Appendix G. Therefore, the pure spectra
for different regularization strengths carry similar physical information. Using
a = 0.15, which represents a local LoF' minimum in Figure G.2 (c), seems
sensible.

It can not be ruled out that more than four components are present in the
system. The pure spectra in Figure 5.22 often have more than one maximum
each. Therefore, these spectra should ideally have been decomposed into more
components. However, it has proven difficult to build MCR models with more
components without generating noisy pure spectra. It may be that the dif-
ferent peaks are difficult to resolve because they are highly correlated, in the
sense that they can be found in the same pixels/sample regions. This will be
discussed more in Section 5.9.1.

5.8.3 Pixel-wise "lack of fit" (PLoF’) of candidate models

The non-regularized three-component model and the regularized four-
component model have similar LoF values of 1.55% and 1.53%, respectively
(see Figure G.2). However, Figure 5.23 shows that the models yield re-
construction errors that are somewhat differently distributed among the
pixels. The figure shows maps and histograms of the pixel-wise "lack of
fit" (PLoF) values calculated by using Equation (4.8). As can be seen by
comparing Figure 5.23 (a) and (b), the three-component model has a higher
reconstruction error in the circular region in the center of the sample and in
the stripe at the bottom of the sample (where region C is). The distribution
of the PLoF values is also narrower in Figure 5.23 (d) than in Figure 5.23
(¢). This means that the reconstruction errors of the four-component model

are more homogeneous across the sample’s surface.

Figures 5.23 (a) and (b) also show that both regions have vertical stripes with
higher reconstruction errors on the left-hand side of the sample. These stripes
are most likely caused by noise from the detector array that is not accounted
for by the background correction scheme. Therefore, it is not problematic that

the reconstruction error is higher in these pixels.
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Figure 5.23: Pizel-wise "lack of fit" (PLoF ) maps and histograms for the non-
reqularized three-component model and the reqularized four-component model.
Regions A, B, C, and D from Section 5.7.4 are marked in the PLoF maps in

(a) and (b).

5.8.4 Comparing the candidate models by decomposing the PL
spectra for selected regions

Regions A, B, C, and D

The non-regularized MCR model with three components and the regularized
model with four components are used to decompose and reconstruct the mean
PL spectra of regions A, B, C, and D that were examined in Section 5.7.4.
Figure G.7 in Appendix G shows plots of the resulting components and the
reconstructed PL spectra of the four regions. The concentrations of each com-
ponent are calculated as averages over all pixels in the respective regions. The
reconstructions are computed as a superposition of the models’ pure spectra,

using the mean concentrations as weights.

Figure G.7 shows that the two models are able to reconstruct the PL spectra
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equally well in regions A, B, and D. In region C, however, the model with
three components has a slightly higher reconstruction error than the model
with four components, as can also be seen in Figures 5.23 (a) and (b). Figure
5.24 compares the two models in region C and shows that the model with
three components does not replicate the PL spectrum’s intensity shoulder at
around 1.65 eV as accurately as the model with four components. However,
the differences are marginal.
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Figure 5.24: Comparing the decompositions and reconstructions of region C’s
mean PL spectra obtained using the MCR models with (a) three and (b) four
components. The pure spectra are weighted by their respective concentrations,
and the reconstructions are the sum of these weighted pure components.

Since the deviation between the reconstructed and original spectrum in Fig-
ure 5.24 is small for both models, the additional MCR component does not
necessarily enhance the analysis. Component 3’s score image (Figure G.4 in
Appendix G) shows that region C is one of the regions where this component’s
concentration is the largest. However, as one can see in Figures G.7 (b), (d),
(f), and (h) in Appendix G, component 3 is not dominant in any of the regions
A, B, C, or D. Consequently, the reconstruction changes minimally whether
this component is added or not. Moreover, the component has four differ-
ent PL peaks, and some of them are close to peaks in the other components.
These factors suggest that the purpose of component 3 is to minimize the
reconstruction error by enabling minor adjustments to the reconstructed spec-
tra. If the additional component explains more of the physics of the system
remains unclear.
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Circular region at the sample’s center

As was shown in Figures 5.23 (a) and (b), the MCR model with three compo-
nents has a larger reconstruction error than the four-component model in the
circular region at the sample’s center. The circle is most likely where the anti-
solvent was dropped onto the substrate during spin-coating deposition of the
perovskite layer (see Section 5.3.2). Figure 5.25 shows a binary image in which
the pixels with PLoF values between 2.5% and 3.0% for the three-component
model are distinguished from those with other PLoF' values. Based on the
figure, it is evident that most pixels in the circular region have a PLoF value
between 2.5% and 3.0% for the three-component model.

Pixel-wise 'lack of fit' Between 2.5% and 3.0%

> 3.0%or < 2.5%

Figure 5.25: Thresholded pizel-wise "lack of fit" (PLoF' ) map showing the pizels
where the reconstruction error of the three-component model is between 2.5%
and 3.0%. The circular region at the center of the sample is most likely where
the antisolvent was dropped onto the substrate during spin-coating deposition

of the perovskite layer (see Section 5.3.2).

Figure 5.26 compares how the MCR models with three and four components
decompose and reconstruct three selected pixel spectra in the circular region.
The figure shows that the PLoF" is lower for the four-component model than for
the three-component model in all three pixels. However, the three-component
model’s reconstruction error is, in general, small. Only minor deviations be-
tween the reconstructed and original pixel spectra can be observed at around
1.65 eV and between 1.7 ¢V and 1.8 ¢V in Figures 5.26 (a)-(c). Observe also
that the concentrations of the four-component model’s component 3 in Figures
5.26 (d)-(f) are small in all pixels.
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Figure 5.26: Comparison of how the models with three and four MCR com-
ponents decompose and reconstruct selected pixel spectra from the circular re-
gion in Figure 5.25. Figures (a)-(c) represent the three-component model, and
Figures (d)-(f) the model with four MCR components. The pure spectra are
weighted by their respective concentrations, and the reconstructions are the sum

of these weighted pure components.

Artifacts induced by the fabrication process can potentially explain why the
three-component model has more problems with replicating the pixel spectra
in the circular region than in other sample regions. The antisolvent may have
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been dropped too rapidly onto the substrate during spin-coating so it washed
the perovskite precursor solution off the middle of the substrate and left an
area with a thinner perovskite layer behind [23]. Although it is unclear exactly
how, this may have introduced a need for a fourth component to allow for
small adjustments in the reconstructed spectra. However, more investigation
must be carried out before anything can be concluded regarding how artifacts
induced by the dropping of antisolvent affect the pixel spectra.

Regarding the need for a fourth MCR component, it is still unclear whether
the extra component helps explain more of the underlying physics, or if its
mere purpose is to minimize the reconstruction error. The score image of com-
ponent 3 in the four-component MCR model (see Figure G.4 in Appendix G)
shows that the concentration of this component is small in the circular region
in the middle of the substrate. Adding a fourth component slightly improves
the MCR model in terms of reconstruction error, as the fourth component
seems to offer minor adjustments to the pixel spectra. However, Figure 5.23
suggests that the fourth component only improves the MCR model’s recon-
struction capacity in the circular region in the middle of the substrate and
in the stripe at the bottom (where region C is). Since these regions may be
consequences of various fabrication artifacts, it may be that components 1, 2,
and 4 (corresponding to the three components in the three-component model)
are most important for extracting relevant information from the images, as
the two models perform equally well for a large majority of the pixels. The
results from the four-component model will be investigated in the next section,
but it will be compared to the simpler three-component model. The fourth

component must be interpreted with caution.
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5.9 Interpreting the MCR results (Sample 1)

5.9.1 Investigating the pure spectra of the MCR model with four
components

Figure 5.27 shows the pure spectra for the MCR model with four components
and a = 0.15. Table 3 shows the locations (in eV) of these pure spectra’s
PL peaks. The table also shows which bromide-to-iodide ratios y these peaks
correspond to, assuming that they are caused by BB processes and not defect-
related SRH processes. The bromide-to-iodide ratios are calculated by using
the linear regression model from Li et al. [32] presented in Equations (2.1) and
(2.2).

MCR loadings (pure spectra), alpha=0.15

—— Component 1
Component 2
—— Component 3
Component 4

< o o =
N (o)} oo o
! ! ! !

Intensity, arbitrary units [a.u.]

o
N
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Figure 5.27: Pure spectra for the MCR model with four components and o =
0.15.
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Table 3: Locations of the pure spectra’s PL intensity peaks and the correspond-
ing bromide-to-iodide ratios y for the regularized (o = 0.15) four-component
MCR model. The halide ratios are predicted based on the linear regression
model in Equations (2.1) and (2.2).

Peak energy [eV] | Predicted bromide-to-iodide ratio, y
Component 1 1.59 0.14
1.73 0.34
Component 2 1.61 0.16
Component 3 1.49 0¢
1.54 0.06
1.60 0.15
1.64 0.21
Component 4 1.51 0.01
1.57 0.11
1.66 0.24

®The model predicted a negative value of y. Since y = 0 corresponds to 1.50 eV, the
value was set to 0.

Table 3 shows that the pure components have several PL peaks that are po-
tentially caused by phase segregation-related bandgap differences. Component
2’s PL peak at 1.61 eV is consistent with emission from a mixed phase with
approximately the same halide composition as the sample’s overall halide sto-
ichiometry (see Section 5.6). The remaining three components comprise PL
peaks that may originate from phases with other halide compositions. The
spectra of components 3 and 4 have some small peaks at around 1.49-1.54 eV
that may originate from iodide-rich regions with y close to 0. Components 1,
3, and 4 have signals that may originate from regions with enhanced bromide
fractions compared to the sample’s overall stoichiometry. For instance, com-
ponent 1 has a small PL peak at around 1.73 eV that may originate from a
region with y = 0.34. Additionally, a PL intensity shoulder can be found at
around 1.8 €V in component 4, which corresponds to y = 0.45. No PL signals
are detected at the energies corresponding to bromide fractions that approach
1.
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5.9.2 Comparison with the three-component model

For comparison, Table 4 shows the PL peaks and the corresponding bromide-
to-iodide ratios y for the MCR model with three components and a = 0.
The locations of the peaks are almost identical to those of components 1, 2,
and 4 in Table 3. A comparison of the spectra also reveals that these three
components are very similar for the two models and that the major difference
between the models is the addition of component 3 in the four-component
model. Consequently, components 1, 2, and 4 in Table 3 seem more reliable
than component 3. As discussed in Section 5.8.4, the additional component
does not necessarily enhance the analysis since it only contributes to minor
changes in the MCR model’s reconstructed spectra.

Table 4: Locations of the pure spectra’s PL intensity peaks and the correspond-
ing bromide-to-iodide ratios y for the non-reqularized (o = 0) three-component
model. The halide ratios are predicted based on the linear regression model in
Equations (2.1) and (2.2).

Peak energy [eV] | Predicted bromide-to-iodide ratio, y
Component 1 1.59 0.13
1.73 0.34
Component 2 1.61 0.16
Component 3 1.51 0.01
1.57 0.11
1.65 0.23

5.9.3 Discussion: segregated-phase stoichiometries reported in the
literature

Most studies on light-induced phase segregation have investigated
MAPD(Br,I;_,), perovskite samples, and no known studies have reported the
bromide-to-iodide ratios of the segregated phases in perovskites that are more
similar to the samples studied in this work (i.e. with other A-site cations
than only MA). Nonetheless, it is interesting to compare Table 3 with general
phase segregation aspects reported for MAPb(Br I;_,),.

Hoke et al. [37] reported that MAPb(Br, I;_,), segregates into lower-bandgap,
iodide-rich minority domains and higher-bandgap, majority domains with a
slightly increased bromide fraction. For instance, X-ray diffraction (XRD)

measurements on MAPb(Br 4Io.4); thin films revealed that a minority phase
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with an increased iodide concentration (z = 0.2) and a majority phase with a
slightly increased bromide concentration (z = 0.7) formed under light-soaking
[37]. This is consistent with the phase segregation mechanics that were de-
scribed by Chen et al. [17] and explained in Section 2.2.3. For small iodide-rich
domains to form, the bromide fraction must increase slightly elsewhere in the
film.

PL signals that may originate from minority domains with significantly in-
creased iodide concentrations were found in components 3 and 4 of the four-
component MCR model. Components 3 and 4 also comprise PL signals at
higher energies that may be attributed to BB emission from majority domains
with a slightly enhanced bromide concentration (see Table 3). Hence, some of
the signals in Table 3 seem to be consistent with the aforementioned observa-
tions from Hoke et al. [37].

Additionally, Hoke et al. [37] observed that the bromide-rich majority phase
only had a slightly enhanced bromide concentration (i.e. they did not observe
bromide-rich phases with bromide fractions approaching 1). This is consistent
with the observations in this work since there are essentially no PL signals
at energies above component 4’s PL intensity shoulder at around 1.8 eV (see
Figure 5.27), which corresponds to a bromide fraction of 0.45. Recall from
Section 5.6 that a bromide fraction of 1 would have corresponded to a bandgap
at 2.17 eV. That signals from regions with bromide fractions approaching 1 are
not observed may be explained by the previously mentioned theory for light-
induced phase segregation reported by Chen et al. [17]. Todide-rich domains
grow because photogenerated charge carriers accumulate in these domains.
On the other hand, no such mechanism is responsible for creating bromide-
rich regions. The higher bromide fractions in some regions of the sample
are simply a consequence of the diffusion of bromide out of the iodide-rich
domains. Therefore, one does not expect the bromide-rich regions to have as
high bromide concentrations as the iodide concentrations of the iodide-rich
domains.

The studies by Hoke et al. [37] and Bischak et al. [38] confirmed that the
iodide-rich phase in MAPb(Br,I,_;); (0.2 < & < 1) perovskites was approxi-
mately MAPb(Br,,los),, itrespective of the sample’s overall, initial bromide-
to-iodide ratio. However, some factors make direct comparisons with these ob-
servations challenging. First, the perovskites studied in the present work com-
prise other A-site cations than only MA. The literature suggests that adding
other A-site cations makes the perovskites more stable under light exposure
[68]. Second, the overall bromide-to-iodide ratio is 0.15, which is lower than
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the range 0.2 < z < 1 for which Hoke et al. [37] observed the formation of
the MAPb(Br, ,lps); phase. Moreover, as mentioned in Section 5.2, previous
studies have concluded that phase segregation mainly occurs in perovskites
with large bromide fractions [4]. These two factors complicate direct compar-
ison with the literature when it comes to which segregated phases to expect
in the perovskites studied in this work. Even though the time series image
in Section 5.2 suggests that phase segregation, or at least some kind of light
soaking effect, occurs in the samples, no studies have been found that can help
predict the stoichiometries of the phases that this work’s perovskites will seg-
regate into (in contrast to MAPb(Br I,_,),). It is likely that at least some of
the peaks in the pure spectra in Figure 5.27 originate from phases of different
halide stoichiometries, and that the nature of these phases is similar to those
in MAPb(Br_I;_,),, but the challenge is to identify the signals that are caused
by phase segregation and to distinguish them from signals caused by other
mechanisms such as defects.

5.9.4 Discussion: PL signals not directly related to phase segrega-
tion

The PL signals in Figure 5.27 may be caused by various mechanisms other
than phase segregation. In multi-crystalline silicon, for instance, two-phonon
processes create a PL knee at an energy slightly below the bandgap energy [21].
The PL spectra from perovskites often contain more than one peak, and Schétz
et al. [69] state that the origin of the different PL features is debated. The
perovskites studied by Schotz et al. [69] produced one dominant higher energy
PL peak and a weaker peak or shoulder at a lower energy. They concluded
that the higher energy peak was caused by emissions from near the surface and
that the lower energy signal was caused by re-absorption effects in the bulk
[69].

Schétz et al. [69] also presented some other explanations that have been pro-
posed in the literature to explain the double PL peaks they observed. First,
other researchers have used the coexistence of direct and indirect bandgap
transitions caused by Rashba-splitting (see Section 2.2.2) to explain the dou-
ble peak PL signals. However, Schétz et al. [69] showed that this explanation
did not fit with the temperature dependence they observed for the PL signals.
Second, defect-related recombination has been proposed as an explanation. As
mentioned in Section 2.1.2, defect-related PL signals caused by SRH processes
have energies lower than the bandgap energy. Moreover, the defects in per-
ovskites are typically shallow and not deep-level defects [70, 71]. Third, the
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coexistence of different crystalline phases has been used to explain the for-
mation of more than one PL peak [69]. To summarize, the signals in Table 3
may have different origins and are not necessarily caused by phase segregation-

related bandgap variations.

5.9.5 Discussion: correlated PL peaks

As was noted in Section 5.8.2, the pure spectra should ideally have been re-
solved into more components, as each of them usually comprises several PL
peaks. One reason why the MCR algorithm does not resolve these signals into
more components may be that some of the PL peaks are correlated in the
sense that they are often present in the same pixels or sample regions. Take,
for instance, component 3 in Table 3 as an example. The signal at 1.54 eV may
represent an iodide-rich phase with the bromide-to-iodide ratio y = 0.06 and
the signal at 1.64 eV a bromide-rich phase with y = 0.21. For the iodide-rich
regions to form, the bromide fraction has to increase in nearby regions, which
may explain why these two peaks appear together.

Some MCR softwares offer employing unimodality constraints on the pure
spectra [58], which could have helped resolve the multimodal spectra into more
components. However, using these constraints was not tested in this work,
because they are not implemented in the pyMCR package.

5.10 Pros and Cons Associated with PCA and MCR
5.10.1 PCA

A major advantage of PCA is its ease of use. First, it does not require any
prior knowledge about the system. PCA simply identifies the directions of
maximum variance in a given data set. Second, the number of components
to use for analysis can be determined afterward by examining the variance
explained by each principal component.

Another advantage of using PCA is that the method generally succeeds in
reducing the dimensionality of the hyperspectral image. As was seen in Sec-
tion 5.7, only the first few components contain useful information. The re-
maining components appear noisy and can hence be discarded. This ability
to extract important information by constructing a new set of uncorrelated
variables makes PCA ideal for obtaining an overview of the information in a
hyperspectral image.
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One disadvantage of PCA is that its objective (finding directions of maximum
variance) is a mathematical rather than a physical criterion. This means that
the method does not find the spectra of the system’s underlying pure compo-
nents, in contrast to MCR [57].

5.10.2 MCR

The main advantage of MCR compared to PCA is that in a situation where one
assumes that the total signal is a superposition (linear combination) of a set
of “pure” spectra, MCR can decompose this signal into its constituents. MCR
estimates the pure spectra and the relative intensities of these components in
each pixel.

One drawback of using MCR is that the number of components must be de-
termined before running the algorithm. One simple approach tested in this
work for determining the number of components was calculating "lack of fit"
values for different regularization strengths. However, it is hard to conclude
based on this method alone. Other alternatives include parallel analysis and
cluster-aided MCR-ALS [72], but these methods were not tested in this work.
Note that some software packages more advanced than pyMCR offer tools for
estimating the number of components in the data set.

Another limitation of MCR is that the solutions to Equation (2.5) obtained
by running the AR scheme are not unique (there are ambiguities). Therefore,
there is no guarantee that the algorithm converges to the “true” solution of
the system. The reason is that the algorithm stops optimization when the
solution is “close enough” in terms of the given convergence criterion. This
introduces uncertainty to the solution and makes it possible for several matrix
pairs (C, ST) to reconstruct the original data within this uncertainty [22].
However, applying constraints to the solutions helps generate more correct
solutions [57].

An additional disadvantage associated with using MCR is that the algorithm
must be provided with initial estimates of either the pure spectra or the con-
centrations. This requires some prior knowledge about the system. Moreover,
since the solutions are not unique, it may be that different initializations lead
to different solutions to the equation. Hence, it is not guaranteed that the
initial guesses used to initialize the algorithm will yield the optimal ("true”)
solution. This work used spectral guesses, but guesses of the concentrations
may also be used.
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5.11 Limitations and Uncertainties

A major challenge in this work was to produce homogeneous perovskite sam-
ples that yielded satisfactory PL signals. As was noted in Section 5.3, the
majority of samples produced rather weak PL signals. The fast degradation
of perovskite samples may also have played a role here.

Moreover, the XRF imaging setup used in this work was not optimal for in-
vestigating the chemical composition of the perovskite layer, since this layer
is very thin compared to the glass substrate. The setup is usually used to ex-
amine thicker samples. This may be the reason why the software’s estimated

concentrations seemed incorrect, as discussed in Section 5.4.

Another limitation is that the MCR software has many settings (regulariza-
tion, convergence criteria) and an infinite number of ways to be initialized
(using different initial spectra and concentrations). These choices influence
the solution of Equation (2.5), but only a tiny subset of the different possibil-
ities have been examined in this work. No other MCR softwares than pyMCR
were tested in this work.
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6 Conclusions

This work has revolved around developing data analysis techniques to map
light-induced phase segregation in mixed-halide hybrid perovskite solar cells.
A time-series image of a single line on one of the perovskite samples revealed
that the line’s PL spectrum blueshifted under light-soaking, which may be
attributed to the formation of iodide-rich domains in other parts of the sample.
However, other explanations for the blueshift can not be excluded, although
they have not been identified yet. It remains unclear to which extent phase
segregation will occur in the perovskite samples studied in this work, as phase
segregation previously has been found to mainly occur in perovskites with

larger bromide fractions.

The XRF images of the perovskite samples could not be used for identifying
systematic variations in the halide concentrations across the sample’s surface.
Therefore, it was not possible to use these images to correlate PL signals
at different energies and halide concentrations in an attempt to validate the
analysis of the HSPL images. Based on the analysis of the hyperspectral EL
image that was used to develop the data analysis techniques, larger regions
of different bandgaps, probably caused by phase segregation, were expected.
This was not observed in the samples studied in this work. The literature
suggests that the iodide-rich domains are small compared to the resolutions of
this work’s XRF and HSPL setups.

The HSPL images showed considerable background noise from the Specim
camera’s detector array. Applying a background correction scheme that takes
detector variations into account helped limit the influence of this noise. On the
contrary, the scheme for normalizing the areas underneath the pixel spectra
did not seem to enhance the analysis. When this scheme was not applied to the
image, the first principal component captured the intensity variations anyway.
The subsequent principal components were very similar whether the normal-
ization was performed or not. In both cases, two of the principal components
captured information that may be relevant for mapping phase segregation, but
this lacks validation.

Regarding MCR, it proved difficult to build a model capable of resolving all
the spectra’s peaks and shoulders into separate components. Regularized re-
gression gives the user more control over the model’s components and offers a
way to prevent the model from overfitting by adapting to noise. However, the
challenge is to find the "true" components of the system, as more than one pair

of matrices may solve the equations within the uncertainty of the convergence
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criteria. In this work, the models with three or four components seemed to
offer the best descriptions of the system.

The MCR spectra comprise several peaks and shoulders that may be attributed
to the existence of phases of different halide stoichiometries. However, the
literature suggests that also other factors, like re-absorption effects, may be
responsible for these signals. A thorough investigation of the various PL signals
and their origins must be conducted before one can unambiguously claim that
one or more of them originate from light-induced phase segregation. However,
the experimental setup and data analysis techniques investigated in this work
seem promising for studying PL signals potentially caused by light-induced
phase segregation. It is believed that HSPL imaging and the accompanying
data analysis techniques may be capable of predicting regions of higher and
lower concentrations of the halide species. PCA is suitable for conducting an
exploratory analysis of the PL signals and MCR for decomposing the pixel
spectra in the HSPL images.

6.1 Outlook and Further Work

In addition to obtaining an overview of the various PL signals present in
the rather complex PL spectra of mixed-halide perovskites, a way to vali-
date the analysis of the HSPL images must be in place to facilitate further
advancements. Some chemical characterization methods that may be tested
in combination with HSPL are X-ray diffraction (XRD), X-ray photoelectron
spectroscopy (XPS), scanning electron microscopy with energy-dispersive X-
ray spectroscopy (SEM/EDS), and secondary ion mass spectrometry (SIMS).
Higher resolution HSPL and validation imaging setups may also help answer
some of the questions about the sizes of the segregated domains raised in this
work.

The HSPL imaging and accompanying data analysis techniques should be
tested on perovskites of other chemistries than those studied here to assess
the applicability of the methods described in this work. For instance, one
may fabricate MAPb(Br,I,_;), samples with z in the range where Hoke et al.
[37] observed phase segregation to occur. As was discussed in Section 5.9, the
iodide-rich phase in these samples is known to have x = 0.2. An interesting
study would have been to investigate whether a PL signal corresponding to
the bandgap of this phase can be found in the HSPL images of such samples
and if this signal is detected by the PCA and MCR models.
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Appendices

A Python code used for data preprocessing

A.1 Reading the hyperspectral EL image

The following box shows the function used to open the hyperspectral EL image
file.

import numpy as np
import hbpy

import os

def load_h5(filename, dirname=None):
wn
This function takes a filename (and directory name) as
input,
and returns a dictionary containing the hypercube
and wavelengths as outputs.

If dirname=None, the function assumes that the file given

by
’filename’ 1is located in the current working directory.

numun

if dirname:
dir_file=os.path.join(dirname,filename)
else:

dir_file=os.path.join(os.getcwd(), filename)

# Opening the file, saving the data as an array
# and the wavelength region

f = hbpy.File(dir_file, ’r’)

cube = np.array(f[’Cube’] [’Images’])

wavelength = np.array(f[’Cube’][’Wavelength’])
f.close()

return {’cube’: cube, ’wavelength’: wavelengthl}

The data is loaded into Python by using the following lines of code:

data = load_hb5(filename=’PSC_40mA_LightSoak60s_Exposurels_
Start580nm_Stop880nm_SteplOnm.h5’)

cube, wavelength = datal["cube"], datal["wavelength"]

cube = np.transpose(cube, (1, 2, 0))

wl = [float(wl) for wl in wavelength]
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A.2 Reading the hyperspectral PL images (Specim)

The third line makes sure that the hypercube has the wavelength bands as its
third dimension.

Rotation and cropping are performed using these lines of code:

from scipy import ndimage

def rotation(image, angle):

mniumn

Rotating the image by an angle of ’angle’ degrees.

numun

return ndimage.rotate(imagel[:,:,:], angle, axes=(0,1))

cube_rot = rotation(cube, angle=-5)
hypercube=cube_rot [200:1080,250:1080, : ]

Negative values are removed this way:

image [image < 0] = 0

A.2 Reading the hyperspectral PL images (Specim)

The following code was used to load a hyperspectral PL images recorded by
the Specim camera, as well as the accompanying header file, from a folder.

import os

from spectral import *

def load_hyperspectral (dirname) :
dir_path=os.path.join(os.getcwd (), dirname)
files = os.listdir(dir_path)

for file in files:
if file.endswith(’.raw’):
hyperspectral_image = os.path.join(dirname, file)
elif file.endswith(’.hdr’):
hdr_file = os.path.join(dirname, file)

img = envi.open(hdr_file, hyperspectral_image)
hyperim = img.load () [:,:,:]
header = envi.read_envi_header (hdr_file)

return hyperim, header

# Image and header
im, header = load_hyperspectral ("Hyperspectral")

# Wavelength bands
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A.3 Jacobian conversion from wavelength (nm) to energy (eV) units

header ["wavelength"]
‘wl = [float(w) for w in wl]

=
’_‘
]

A.2.1 Background noise correction

The background noise correction is performed using these lines of code:

# The first dark frame:
autodarkline = int (header["autodarkstartline"])

# Construct background noise matrix (median of 50 last frames):

BNM = np.median(im[autodarkline+10:, :, :]1, axis=0)

# Perform the background noise correction
for i in range(im.shape[0]):

im[i, :, :] = im[i, :, :] - BNM
im = im.astype(’float64’)

A.3 Jacobian conversion from wavelength (nm) to en-

ergy (eV) units

The following function is an implementation of the Jacobian transformation,
converting intensity values from a wavelength to an energy scale:

def convert_to_eV(image, wl):
numun
Takes a hyperspectral image as input (shape: [y,x,lambdal]),
in addition to a list containing wavelengths

in nm representing the wavelength bands.

Converts the unit from nm to eV by using the Jacobian

transformation.

Returns a list containing the energy values corresponding
to

the wavelength bands, and the converted image.

The transformation is based on the following article:
https://pubs.acs.org/doi/10.1021/jz401508t

numun

# Energy bands
eV = [float(1239.8/float(w)) for w in wl]

image_ev = np.zeros (image.shape)
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A.4  Scaling the intensity values by normalizing the areas underneath the
pixel spectra

# Iterate through the wavelength bands
for i in range(image.shape[2]):

# Jacobian transformation

image_ev[:, :, i] = imagel:, :, 1i1%1239.9/(eV[i]*x2)
return eV, image_ev

# Example of how to use this function:

eV, image_ev = convert_to_eV (hypercube, wl)

A.4 Scaling the intensity values by normalizing the ar-

eas underneath the pixel spectra

This function is an implementation of the trapezoidal rule for numerical inte-

gration:

def trapezoidal(x, y):
mnnn
Numerical integration using the Trapezoidal rule.
X represents the independent variable, and y represents

function values.

Important: The lengths of x and y must be equal.
mimn

I =20

h x[1] - x[0] # Interval width

# Add the endpoints
I += (y[0l+y[-11)

# Add interior points with correct weight
I += 2 % y[1:-1].sum ()

Take interval width into consideration
I = h / 2

return I

To apply the trapezoidal rule, the interval widths need to be uniform. There-

fore, if the spacing between the wavelength bands is non-uniform, interpolation

is required to construct intervals of uniform widths. The following function

uses piecewise linear interpolation (i.e. it assumes line segments between the

spectrum’s values) and integrates this signal using the trapezoidal rule:

‘def integrate_trapezoidal(wl, pl, num_intervals=1000):
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A.4  Scaling the intensity values by normalizing the areas underneath the
pixel spectra

xnew = np.linspace(np.min(wl), np.max(wl), num_intervals+1)

ynew = np.interp(xnew, wl, pl)

return trapezoidal (xnew, ynew)

The following function performs the normalization:

def

normalize_total_intensity(wl, image):

won

This function uses the trapezoidal rule to integrate each
pixel spectrum.

The spectra are then divided by the areas underneath them
to

yield spectra with unit area.

Input: list of wavelengths (’wl’) and unscaled image (’
image ’)

Returns: area-normalized image (’image_norm’) and an image
containing the areas

underneath the spectra (’image_intensities’)

mniumun

image_norm = np.zeros(image.shape)
image_intensities = np.zeros((image.shape[0], image.shapel[l
1))

for i in range(image.shape[0]):
for j in range(image.shapel[1]):
spectrum = imagel[i,j,:] # Extract pixel spectrum
A = integrate_trapezoidal (wl, spectrum) #
Normalization
constant (equal to
the area under the
curve)
image_norm([i,j,:] = spectrum / A
image_intensities([i,j] = A
return image_norm, image_intensities

# Example of how to use the function:

image_nm_norm, intensities = normalize_total_intensity (wl,

image_nm)
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B Python code used for data analysis
This section contains Python code used to run PCA and MCR.

B.1 PCA

PCA is performed using the Scikit-learn package [73], and the following lines
of code:

from sklearn.decomposition import PCA

# Reshape the hyperspectral data into a data matrix
X = image_ev_norm_cropped.reshape (
image_ev_norm_cropped.shape[0]*image_ev_norm_cropped.shape[1],

image_ev_norm_cropped.shape[2])

# Perform PCA
pca = PCA(n_components=100) # Pick out the first 100 PC’s

score_matrix = pca.fit_transform(X) # T
loading_matrix = pca.components_ # P°T
ex_var = pca.explained_variance_ratio_

Here, 'image_ev_norm_ cropped’ is a hyperspectral image in which the areas
underneath the pixel spectra are normalized and the scale is converted from
wavelength to energy units. Moreover, the image is cropped so that the edge

of the perovskite film is removed.

When performing PCA, it was observed that the score images returned by
scikit-learn had a mean of zero. The reason for this may be that scikit-learn
centers the features (corresponding to the wavelength bands) before performing
the singular value decomposition used to calculate the principal components
(see the documentation of scikit-learn version 1.2.2). A pixel’s score value for
a given principal component is therefore different from the linear combination
of its intensity values with the principal component’s loadings as weights. For
easier interpretation of the score values, it was therefore decided to calculate
the scores manually as linear combinations of the original pixel values, using
the loadings as weights. This is done by computing the product T' = DP,
where T' is the score matrix, D is the original data matrix, and P is the
transpose of the loading matrix PT.
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B.1 PCA

The PCA score images are obtained using this line of code:

img_pc = np.dot(X, pca.components_.T).reshape ((*
image_ev_norm_cropped.shape[:2]
, 100))

Loadings are obtained this way:

loadings = loading_matrix.T
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B.2 MCR

B.2 MCR

The pyMCR package [59] is used for performing MCR on the hyperspectral
images. Initial estimates of the pure spectra are used to initialize the MCR
algorithm. The function below generates N evenly spaced, Gaussian-shaped
spectra. The leftmost and rightmost spectra are created so that their peaks
coincide with the extremes of the PC1 or PC2 loadings (depending on whether
the image is normalized or not), obtained from a preceding PCA step. If
N is greater than two, the remaining spectra are placed between the two

aforementioned spectra, equidistant from each other.

def initialize_spectra(n_components, pca_loadings, pc_init):
mnnn
This function generates, based on the peaks in the PC1
loading plot,
evenly spaced, Gaussian-shaped spectra.
These spectra are later used to initialize the MCR

algorithm.

Inputs:
- n_components : Number of spectra to generate

- pca_loadings : Loadings from PCA

Output:
- spectra : a numpy array containing the spectra.
Shape: (n_components, number of wavelength
bands)
# Locate peaks in PC1 or PC2 loading
if pc_init == 1:
pcl_loading = pca_loadings[:,0]
peakl = eV[np.argmax(pcl_loading)]
peak2 = eV[np.argmin(pcl_loading)]
elif pc_init == 2:
pc2_loading = pca_loadings/[:,1]
peakl = eV[np.argmax(pc2_loading)]

peak?2 eV[np.argmin(pc2_loading)]
# Calculate the distance between succesive spectra

increment = np.abs(peak2 - peakl) / (n_components - 1)

# Generate evenly spaced, Gaussian-shaped spectra
spectra = []
for i in range(n_components) :
sp = np.exp(-(np.array(eV)-min(peakl, peak2) - i *
increment) **2/(2%0.03 *x*
2))
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B.2 MCR

spectra.append (sp)

spectra = np.vstack(tuple(spectra))

return spectra

# The function is used like this:
n_components = 5
initial_spectra = initialize_spectra(n_components=n_components,

pca_loadings=loadings)

Running the MCR algorithm is implemented as follows:

from pymcr.mcr import McrAR

hyperim = image_ev_norm_cropped # Same image as PCA code

example

# Note that the unfolding has to be implemented manually

# when using the pyMCR package

D = hyperim.reshape ((hyperim.shape[0O]*hyperim.shapel[1], hyperim
.shape[2]))

# Running MCR (with Ridge Regression)

mcrar = McrAR(tol_increase=5.0, c_regr=Ridge(alpha=0.05),
st_regr=Ridge (alpha=0.05),
c_constraints=[ConstraintNonneg
()], st_constraints=[
ConstraintNonneg ()])

mcrar.fit(D, ST=initial_spectra)

The scores (concentrations) and loadings (pure spectra) are obtained using the
following lines of code:

# Concentrations:
C = mcrar.C_opt_

scores = C.reshape(*hyperim.shape[:2], n_components)

# Pure spectra:
ST = mcrar.ST_opt_

The errors (M SFE) after each half-iteration can be accessed through the ’err’
attribute:

# Errors (MSE):

error = mcrar.err

The reconstructions of the pixel spectra are obtained by multiplying the score

matrix and the loading matrix:

110




B.2 MCR

R = np.dot(C,ST) # Matrix, shape=(num_pixels,num_bands)
reconstructed = R.reshape(*hyperim.shape) # 3D array, shape=(y,

x,num_bands)

Residual images:

E =D - R # Calculate residual matrix
E_images = E.reshape(*hyperim.shape) # Residual images (one
per band)
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C Results obtained by analyzing the hyper-

spectral EL image

C.1 Preprocessing
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Figure C.1: Normalization constants calculated by numerical integration.
These values give the total EL intensities emitted by each pizel.

C.2 Pipeline 1: PCA

Scree plot
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Figure C.2: Scree plot showing the fraction of the total variance explained

by each principal component. Only the first nine principal components are
included in the plot.
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C.2 Pipeline 1: PCA

PC1, explained variance: 91.3%

(a) PC1 scores
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Figure C.3: Scores and loadings of the first four principal components.
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C.2 Pipeline 1: PCA

Scatter plot
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Figure C.4: Scatter plots visualizing the pixels in lower-dimensional spaces

spanned by the first three principal component azes.
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C.3 Pipeline 2: PCA + MCR

C.3 Pipeline 2: PCA + MCR

C.3.1 Using 2 MCR components (without regularization)

Initial guesses MCR loadings (pure spectra)

[
)

T T
—— Spectrum 0 |
—— Spectrum 1

\/\/\ A
A IRITAL

14 15 16 17 18 19 2.0 2.1 14 15 16 17 18 19 2.0 21
Energy [eV] Energy [eV]

—— MCR component 1
\ —— MCR component 2 |

° o
Y @
—

Intensity [a.u.]
° I
S
T

L
Intensity [a.u.]
I3
o
— |

o
N

o
°
o
o

(a) Initial guesses (b) Pure spectra

w

Scores component 1 Scores component 2

10049 100

200 3 200

300

400

0 100 200 300 400

(¢) Component 1

300

400

0 100 200 300 400

(d) Component 2

Figure C.5: Results from MCR with two components - the initial guesses of
the spectra in (a), the pure spectra returned by the MCR algorithm in (b), and
the scores/contrations of each component in (c) and (d).

115



C.3 Pipeline 2: PCA + MCR

C.3.2 Using 3 MCR components (without regularization)
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Figure C.6: Results from MCR with three components - the initial guesses of
the spectra in (a), the pure spectra returned by the MCR algorithm in (b), and
the scores/contrations of each component in (c), (d) and (e).
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C.3 Pipeline 2: PCA + MCR

C.3.3 Using 4 MCR components (without regularization)
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Figure C.7: Results from MCR with four components - the initial guesses of
the spectra in (a), the pure spectra returned by the MCR algorithm in (b), and
the scores/concentrations of each component in (c), (d), (e) and (f).

117



D XRF supplementaries

Map information

Mapping parameters

Width: 550 pixel e
13.869 mm

Height: 413 pixel
10.405 mm

Pixel Size: 26 pm

Total number of pixel: 227150 pixel

Acquisition parameters

Frame count: 6

Pixel time: 30 ms/pixel
Measure time: 8:51 h

Overall time: 1204:20 h

Stage speed: 867 pm/fs
Stage position (X,Y,Z): 99.45;77.142;124.904 mm

Tube parameter

High voltage: S0 kv
Anode current: 599 pA
Filter: Empty

Optic: Lens
SpotSize: 25
Chamber at: Air 1018.1 mbar
Anode: Rh

Detector parameters
Selected detectors: 1,2
Max. pulse throughput: 130000 cps

Close

~ > |

Figure D.1: Settings used for obtaining the XRF images in this work.
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163 russey

Figure D.2: Recorded XRF spectrum for sample 1.

Results

nam, C, Atom C.
Element AN Met [wtoe] [at.e]

B Rhodium 45 34779239 0.00 0.00
Manganese 25 480614 0.04 0.03
Zinc 30 1529890 0.05 0.03
Strontium 38 6354633 0.21 0.11
Zircomium 40 9595152 0.40 0.20

Silicon 14 GOBGTAZ 30.56 45.12
Polassium 19 o] 0.00 0.00
Calcium 20 210191687 33.7% 38.07
Iron 26 20991113 1.18 0.96
Bromine 33 22263137 0.66 0.37
Indium 49 195756 0.23 0.09
Tin 50 122464 0.20 0.08
Lead 82 110224081 4.86 1.06
Iodine 53 117851820 27.81 G.HD

Total 100.00 100.00

Figure D.3: The XRF software’s estimated concentrations for sample 1.
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E Supplementary material to Section 5.2
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Figure E.1: The spectrally accumulated time series image of sample 2. It is
obtained by summing the counts in all wavelength bands for every pizel (X, T)

in the hyperspectral image.
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F Supplementary material to Section 5.7

Examining pixel spectra in region D

For examining the information hidden in the individual pixels in region D,
some selected pixel spectra are shown in Figure F.1. The spectra are generally
very similar to the region’s mean spectrum (see Figure 5.18). However, some
of the pixel spectra appear noisy at around 1.56-1.57 eV, which explains why
region D’s mean spectrum in Figure 5.18 is less smooth in this spectral range.

Apart from this, the mean spectrum seems representative of the entire region.

1e6 Pixel PL spectrum (energy-basis) 1e6 Pixel PL spectrum (energy-basis)

—— Pixel (430, 0) spectrum —— Pixel (432, 6) spectrum
12 104
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1e6 Pixel PL spectrum (energy-bhasis) 1e6 Pixel PL spectrum (energy-basis)
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(c) Pixel (432, 8) (d) Pixel (434, 6)

Figure F.1: Selected pixel spectra from region D in Figure 5.17. As can be seen
in (b), (c), and (d), some of the pixel spectra in this region appear noisy at
around 1.56-1.57 eV.

121



122



G Supplementary material to Section 5.8

G.1 Motivating regularized regression in MCR
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Figure G.1: Selected score images and the pure components of a non-reqularized
MCR model with siz components. Figures (a)-(d) show score images (concen-
trations) of selected components. Figure (e) shows the loading plot where all
pure spectra are plotted in the same coordinate system. Figure (f) shows the

normalized pure spectra, where all spectra have been divided by their mazimum
value. 123



G.2 '"Lack of fit" as a function of regularization strength

G.2 "Lack of fit" as a function of regularization strength

. 'Lack of fit' of MCR reconstructions (2 comps.)

. 'Lack of fit' of MCR reconstructions (5 comps.)
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Figure G.2: "Lack of fit" (LoF') as a function of the regularization parameter
a for MCR models with different numbers of components.
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G.3 Pure spectra and concentrations for the selected MCR models with
three and four components

G.3 Pure spectra and concentrations for the selected

Intensity [a.u.]

MCR models with three and four components

Initial guesses

1.0+ —— Spectrum 0
—— Spectrum 1
—— Spectrum 2

0.8

0.6

0.4

0.2 4

0.0+

14 15 1.6 1.7 18 19 2.0 21

Energy [eV]
le6 1.0
0.9
0.8
0.7
0.6 ¢
3
@
0.5
0.4
0.3
0.2

(a) Initial guesses

Scores component 1

0

100

200

300

400
0 100 200 300 400

(c) Component 1

Scores component 3

(e) Component 3

Score

700000

600000

500000

400000

300000

200000
0 100 200 300 400

Intensity, arbitrary units [a.u.]

MCR loadings (pure spectra), alpha=0

0.4 4

—— Component 1
—— Component 2
—— Component 3

100

200

300

400

14 15 16 17 18 19 20
Energy [eV]

(b) Pure spectra

Scores component 2

(d) Component 2

21

900000
800000
700000

600000

Score

500000

400000

300000

Figure G.3: Results from MCR with three components and o = 0 - the initial

guesses of the spectra in (a), the pure spectra returned by the MCR algorithm

in (b), and the scores/concentrations of each component in (c), (d) and (e).
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G.3 Pure spectra and concentrations for the selected MCR models with
three and four components
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Figure G.4: Results from MCR with four components and o = 0.15 - the initial
guesses of the spectra in (a), the pure spectra returned by the MCR algorithm
in (b), and the scores/concentrations of each component in (c), (d), (e) and

(f)-
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G.4 Score images for MCR model with five components and o = 0.15

G.4 Score images for MCR model with five components
and a =0.15
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Figure G.5: Score images for the MCR model with five components and o =
0.15. Vertical stripes can be observed in (a), (b), (d), and (e), which may be
attributed to noise from the camera.
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G.5 Four-component MCR models with different regularization strengths

G.5 Four-component MCR models with different regu-

larization strengths
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Figure G.6: Pure spectra of MCR models with four components and different
reqularization strengths (different values of ). The locations of the spectra’s

PL peaks are almost identical for models with o > 0.
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Figure G.7: Decompositions and reconstructions of the mean PL spectra for
regions A, B, C, and D, obtained using the three-component MCR model with
a = 0 and the four-component moalel1 with o = 0.15.
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