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Abstract

Elbow Dysplasia is a term used to describe the presence of one or several abnormal-
ities involving the elbow joint. It is genetically inheritable and could in the worst
case lead to lameness in dogs. In Norway, dogs can be screened of elbow dyspla-
sia when they are a minimum of 12 months old. This thesis builds on the NMBU
master thesis by Steiro, where Steiro used convolutional neural networks on dog
elbow x-ray images to automatically diagnose elbow dysplasia. This thesis delved
therefore deeper, to see if one could identify the severity grade of elbow dysplasia
by experimenting with parameters in convolutional neural networks.

There was a total of 7229 x-ray images collected from various clinics across Norway
between 2018 and 2021, that were used for analysis in this thesis. EfficientNet mod-
els of different complexities and other parameters, such as type of loss function and
learning rate were used for classification. There were four-class models which looked
at one normal class and three classes of abnormal elbows with increasing severity,
and three-class models which only looked at abnormal elbows, that were tested.

The highest overall performing model in terms of the four-class models, had a test
accuracy of 95.8% and a high test MCC of 0.805. On the other hand, the highest
overall performing three-class model had a test accuracy of 76.4% combined with a
test MCC of 0.643.

In addition to experimenting with different loss functions and learning rates, two
distinct pre-processing methods were tested to boost performance for the three-class
models. The first technique was using images from three channels, where two of the
channels had augmented versions of the original image. The second technique was
binarization of the image dataset, where two of the three classes of abnormal elbows
were merged, making it a binary problem.

Lastly, explainability analysis was implemented on the highest overall performing
three-class model, to assess if the model could have potential to be used in a clinical
setting. This was done with a method called Variance of the Gradients, to under-
stand which regions of the elbow joint most affected the model’s predictions. This
method proved that the model was not reliable, because the model often looked
outside of the elbow joint, which is outside the intended region of interest.
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Chapter 1

Introduction

Elbow Dysplasia (ED) is a collective term encompassing various developmental ab-
normalities in the elbow joint of dogs, with genetic factors playing a significant role
in its manifestation [1|. This condition can severely impair a dog’s mobility, in the
worst case leading to lameness if not addressed. ED is manually diagnosed with the
use of x-ray images by veterinary radiologists. The diagnostic process can therefore
be time consuming [1|. This thesis has its basis on work done by previous master’s
student Steiro |2], and explores the use of convolutional neural networks with a focus
on classifying the grade of elbow dysplasia.

1.1 Motivation and related works

Elbow Dysplasia represents a significant challenge, particularly within canine breed-
ing programs. This is relevant, especially in Norway where Norsk Kennel Klub
(NKK), enforces strict regulations to mitigate the propagation of this condition [3].
The current diagnostic process involves manual evaluation by veterinary radiolo-
gists, who analyze x-ray images to classify the severity of ED on a scale from 0 to 3
[4]. This manual classification is time-intensive, taking approximately five minutes
per evaluation, and must be performed by certified specialists, which there are only
two of in Norway [4]. With about 4500 - 5000 dogs assessed annually, the process
demands a substantial amount of specialist time and resources [5].

The development of automated tools, such as multi-class models for classifying the
severity of ED, holds clinical potential. Take for instance the results from Steiro’s
thesis, where the classification time per x-ray image was about one second at most
[2]. If such tools can operate both reliably and efficiently, they could reduce the
time required for each diagnosis and potentially increase the accuracy of classifica-
tions. Such improvements could expedite the decision-making process in breeding
programs and improve the quality of life for veterinarians, ultimately leading to
healthier canine populations [6].

In terms of advancements in related fields, the study by Zhou et al. demonstrates
the effectiveness of multi-task learning frameworks in human medicine, specifically
for tumor classification and segmentation in 3D automated breast ultrasound images



[7]. This approach illustrates the potential for similar methodologies to be adapted
for veterinary applications, suggesting that such tools could enhance the diagnostic
process for conditions like ED.

Beyond this, the existing literature within veterinary medicine shows a growing in-
terest in the application of machine learning techniques. For example, Boufenar et
al. developed a deep learning model tailored for diagnosing canine hip dysplasia [8|.
They achieved an accuracy score of 98.32%, with recall at 98.35% and precision of
98.44% [8]. Similarly, several examples of machine learning research in veterinary
diagnostic imaging are summarized in a literature review by Hennessey et al. [9].
Examples include the use of deep learning models to analyze canine radiographs for
identifying the maturity and timing of bone fractures, and a study comparing Al
against human evaluations for measuring the vertebral heart scale in cats and dogs
[9].

In human medicine, the efficacy of Al tools has been explored with promising re-
sults. Meetschen et al. (2024) highlighted how Al could assist radiology residents
by improving fracture detection sensitivity and reducing interpretation times [10].
These examples from both human and veterinary medicine underscore the potential
of AI to enhance diagnostic imaging across the medical field.

In summary, the motivation for this thesis stems from the need to improve and
streamline the diagnostic process for elbow dysplasia in dogs. This work aims to
explore and extend these emerging technologies, supporting breeding regulations
and enhancing animal welfare by integrating advanced computational techniques
into the diagnostic workflow.

1.2 Purpose

This master’s thesis aims to enhance the classification performance of multi-class
models in diagnosing canine elbow dysplasia, building on previous work by Steiro
[2]. The goals are to improve the classification performance of the multi-class mod-
els, and to apply explainability analysis with the method Variance of the Gradients
(VarGrad) |11], to understand which regions of the elbow joint most affected the
model’s predictions and see if the model has potential in a clinical setting.

EfficientNet, a type of pre-trained convolutional neural network [12], was used with
various complexities and other parameters to classify x-ray images of canine elbows.
This thesis includes four-class EfficientNet models that classify images into one of
four classes (one class for normal elbows, and three classes of abnormal elbows with
increasing severity), and three-class EfficientNet models that classify into one of the
three classes of abnormal elbows. The highest overall performing three-class model
had VarGrad employed to assess its predictions for explainability analysis.

To potentially enhance model performance, two distinct pre-processing methods
were tested on the three-class models. These methods include binarization of the



image dataset, merging two of the three classes of abnormal elbows, and using three
image channels, incorporating augmented image data where two of the channels
contain augmented versions of the original x-ray image.

There were two datasets utilized in this thesis, one for the four-class models and
another for the three-class models. The four-class dataset consisted of 7229 x-ray
images, of which 3030 were of abnormal elbows. These images were received by the
veterinarians at NMBU Faculty of Veterinary Medicine in September 2022 and fully
pre-processed in September 2023. The three-class dataset included the images of
abnormal elbows only, and was made from a copy of the full dataset, but with all
the cases of normal elbows removed, pre-processed in February 2024.

1.3 Layout

This thesis has the following layout: Chapter 2 outlines the theoretical framework
underpinning the thesis. Chapter 3 describes the datasets and methodologies em-
ployed. Chapter 4 presents the analytical results, including metrics and plots. Dis-
cussion of these results and avenues for future research is covered in Chapter 5.
Chapter 6 concludes the thesis while the final chapter lists all references cited and
is followed by two appendices.



Chapter 2

Theory

2.1 X-ray imaging

X-ray imaging stands as a foundational diagnostic tool in medicine, employing x-
rays, a type of electromagnetic radiation with wavelengths shorter than visible light,
to explore the body’s internal structure [13|. Discovered by Wilhelm Conrad Rént-
gen in 1895, this technology quickly became indispensable in medicine [14]. This
method relies on attenuation, governed by Beer-Lambert’s law, which describes
how the x-ray beam’s intensity diminishes as it traverses tissues of varying den-
sities. Dense tissues like bones absorb more x-rays, thus appearing white on images,
whereas softer tissues absorb less, resulting in darker shades of gray. This differen-
tial absorption provides clear contrast between various tissues, enabling the effective
diagnosis of numerous conditions [13].

The utility of x-ray imaging spans identifying bone fractures, dental issues, and
respiratory diseases like pneumonia [14]. It’s pivotal in mammography for breast
cancer screening, underscoring its role in preventive healthcare. Despite newer imag-
ing technologies, x-ray’s simplicity, speed, and affordability keep it indispensable in
global healthcare practices. An example of an x-ray image is given in figure [2.1



Figure 2.1: An x-ray image depicting a normal dog elbow.



2.2 Elbow dysplasia and diagnostics

Table 2.1: Elbow Dysplasia scoring: The Nordic countries adhere to criteria pro-
posed by IEWG (International Elbow Working Group). Table based on Tellheim

2011 [15]

Elbow Dysplasia Scoring

Radiographic Finding

Normal elbow joint (grade 0)

Normal elbow joint with no evidence of incon-
gruity, sclerosis or arthrosis

Mild arthrosis (grade 1)

Presence of osteophytes less than 2mm. Sclerosis
of the base of the coronoid processes - trabecular
pattern still visible

Moderate arthrosis or suspect pri-
mary lesion (grade 2)

Presence of osteophytes between 2 and 5 mm. Ob-
vious sclerosis (no trabecular pattern) of the base
of the coronoid processes. Step of 3 - 5 mm be-
tween radius and ulna (incongruity). Indirect signs
for other primary lesion (UAP, MCD, OCD)

Severe arthrosis or evident pri-
mary lesion (grade 3)

Presence of osteophytes > 5mm. Step of > 5Smm
between radius and ulna (obvious incongruity).
Obvious presence of primary lesion (UAP, MCD,

OCD)

Elbow dysplasia in dogs involves developmental abnormalities of the elbow joint, en-
compassing the ulna, humerus, and radius [1]. These abnormalities, including osteo-
chondritis dissecans (OCD), ununited anconeal process (UAP), fragmented medial
coronoid process (FMCP or MCD), osteoarthritis (arthrosis), and increased bone
density (sclerosis), disrupt joint function, leading to lameness [16|. Diagnosis, based
on clinical examination and imaging like x-rays or CT scans, categorizes ED from
normal to grade 3 (severe), as detailed in table . Furthermore, veterinary radiol-
ogists diagnose based on the most severe diagnosis |4]. Therefore, if a patient has
arthrosis equivalent to an ED grade 1 diagnosis, but also obvious presence of UAP,
the diagnosis automatically gets classified as ED grade 3 [4].

Veterinarians often use images of both elbows of the patients to diagnose ED [4].
This is since it can be hard to detect ED through x-ray images, because some of
the abnormalities can look similar to the natural bone structure around the elbows
[1]. Most often, if one elbow has a lesion, both elbows have lesions [17]. The use
of both elbows in the diagnostic process can also help veterinarians detect subtle
differences which may have not been detected if only one of the elbows were in-
spected [4]. Although this is done by a trained veterinary radiologist, the diagnosis
can be subjective due to variations in symptom presentation and imaging interpre-
tation |4]. Early detection is crucial for managing symptoms and disease progression.

Routine screening for elbow dysplasia is recommended for breeds prone to joint dis-
eases. Depending on the dog breed, dog population and screening methods, ED



may occur on between 0% and 55% of the dog population [1]. Some examples in-
clude prevalence in 70% of Bernese Mountain dogs in The Netherlands and 17% in
Labrador Retrievers in the UK [18]|. In Norway, routine screening for ED is typically
scheduled for when the patient is minimum 12 months old [19]. There are five breeds
required to undergo screening for ED in Norway. These are: Bernese Mountain Dog,
Labrador Retriever, St. Bernard, White Swiss Shepherd Dog and the Newfoundland
[3]-

Screening results are important in breeding programs. Dogs diagnosed with any
grade of ED are generally advised against breeding to prevent the propagation of
the traits associated with ED [6]. This practice is crucial in efforts to reduce the
prevalence of the disease in future generations [6]. Several breed clubs and registries
such as NKK, mandate such screenings for breeding animals and often publish the
results to maintain transparency and guide breeding decisions within the community

13l

2.3 Machine learning

Machine learning (ML) is a subset of artificial intelligence (AI) that enables comput-
ers to learn from and make decisions based on data, rather than following explicitly
programmed instructions. Its roots can be traced back to the mid-20th century, with
the seminal work of Arthur Samuel in 1959, who coined the term "machine learning"
while working on a checkers-playing program [20]. Over the decades, ML has evolved
significantly, leveraging statistical, probabilistic, and optimization techniques to im-
prove algorithms’ predictive accuracy. Today, it is applied across various domains,
including image and speech recognition, natural language processing, healthcare,
finance, and environmental science, where it aids in pattern recognition, predictive
modeling, and decision-making processes, thereby transforming data into actionable
knowledge [21].



2.3.1 Types of machine learning

Supervised learning Unsupervised learning Reinforcement learning

Classification or Clustering or Learning from mistakes
Regression dimensionality reduction (reward system)

Figure 2.2: Three main types of machine learning: Supervised Learning, Unsuper-
vised Learning and Reinforcement Learning.

As shown in there are three main types of machine learning: Supervised,
unsupervised and reinforcement learning. Each of these have their own goals and
uses [21].



Supervised learning

© o @ g
S P

L

X]

Figure 2.3: Scatter plot demonstrating the classification of two distinct groups,
represented by circles and triangles. The dashed line serves as the decision boundary
that separates the two categories based on the values of variables X; and X,. The
boundary illustrates the model’s ability to distinguish between the two classes based
on the input features. Based on Raschka and Mirjalili [21]

Supervised learning trains models on labeled data to perform tasks like classification
and regression. In classification, the goal is to categorize inputs into classes, such
as identifying cats and dogs from measurements [21]. A simple example of binary
classification is illustrated in figure 2.3, Regression aims to predict numerical val-
ues, such as estimating Oslo’s housing prices over time. An illustration of a linear
regression task like this, can be seen in figure 2.4l These core supervised learning
tasks enable precise models to be made for a wide range of predictive applications.
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Figure 2.4: Scatter plot displaying the relationship between variables X and Y. The
circles represent individual data points, and the dashed line represents the linear
regression line fitted to the data, which indicates the trend and direction of the
relationship between the variables. Based on Raschka and Mirjalili [21]

Multiclass classification extends binary classification to scenarios where inputs must
be categorized into one of three or more classes [21|. For example, distinguishing
among multiple animal species based on their measurements falls under this cat-
egory. Such an example is illustrated in figure 2.5] As machine learning models
require numerical input, categorical features are often transformed using techniques
such as one-hot encoding [21]. In this process, a categorical feature like "color" with
classes red, green, and blue would be encoded into a binary matrix.
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Figure 2.5: Scatter plot illustrating the classification of three distinct classes: cats,
dogs, and horses. Each class is represented by a unique symbol. The dashed lines
represent decision boundaries that delineate the three categories based on the values
of variables X; and X5. These boundaries demonstrate the model’s capability to
differentiate among the classes using the input features. Adapted from Raschka and
Mirjalili [21]

In supervised learning, model development involves three distinct phases; training,
validation, and testing. Initially, the model is trained on a specific dataset, referred
to as the training set [21]. Following training, the model’s performance is evaluated
on the validation set, a subset of data not previously encountered by the model, to
adjust hyperparameters and prevent overfitting. Finally, the model is assessed on
the test set to gauge its generalized performance on unseen data [21]. Typically, the
data split might involve around 50% of the data for training, 25% for validation,
and 25% for testing, although these proportions can vary based on the dataset size
and specific requirements of the project. Figure visualizes the split for the train,
validation and test sets.

11



[ J

\ J
|

Full dataset

Figure 2.6: Representation of data splitting in machine learning. The full dataset
is divided into three subsets: the training set, the validation set, and the test set.
Typically, the training set comprises approximately 50% of the full dataset, with
the validation and test sets each accounting for about 25%.

Unsupervised learning

Unsupervised learning is used when there are no labels, but rather to find "hidden"
patterns in data . Some examples include finding clusters of similar data points,
reducing dimensionality of the data or detect noise or outliers. These methods are
often used before continuing with supervised learning methods.

Some of these methods are K-means clustering, Principal Component Analysis (PCA)
and autoencoders . K-means clustering is a widely used method for grouping
data into a predefined number of clusters based on feature similarities, while PCA
is used for dimensionality reduction while preserving as much variance as possible
. Lastly, autoencoders are neural networks designed to replicate their inputs at
their outputs, effectively learning data codings in an unsupervised manner. These
codings can be used for noise reduction or feature extraction, which can then be
used to improve the performance of supervised learning models [22].

Reinforcement learning

Reinforcement learning trains algorithms through a system of rewards and penalties,
simulating a learning environment akin to natural learning behaviors . It’s piv-
otal in areas where sequential decision-making is important, such as game playing,
robotics, and navigation.

Some important algorithms in reinforcement learning, are @Q-learning and Deep Q-
Networks. Q-learning is where an agent learns a policy to act optimally by learning
the expected utility of an action taken in a given state [21]. This method is partic-
ularly effective as it does not require a model of the environment, enabling it to be
applied in a variety of real-world scenarios where the dynamics are unknown [21].
Deep Q-Networks, also sometimes referred to as Deep Fitted Q Iteration, combine
Q-learning with deep neural networks, extending this approach to problems with
high-dimensional state spaces, such as video games or robotic control . Deep
Q-Networks enhance traditional Q-learning by using deep neural networks to ap-
proximate the Q-value functions, which significantly improves learning stability and
efficiency in complex environments [23].

12



2.3.2 Performance metrics

In machine learning, evaluating model performance accurately is crucial [21]. Met-
rics such as Mean Squared Error (MSE), accuracy, precision, specificity, recall, F1
score, and the Matthews Correlation Coefficient (MCC) provide insights into var-
ious aspects of model predictions [24]. MSE assesses prediction error magnitudes
in regression, while accuracy, precision, specificity, recall, and the F1 score address
classification tasks, balancing the detection of positive instances against the back-
drop of potential false positives or negatives. MCC offers a comprehensive evaluation
in binary classification contexts, factoring in all quadrants of the confusion matrix
[25]. These metrics collectively facilitate a nuanced understanding and comparison
of model performance, ensuring models are both accurate and relevant to the task
at hand.

Mean squared error

MSE serves as a common metric for assessing the accuracy of a model’s predictions.
It calculates the mean of the squared discrepancies between predicted and true values
[26]. This metric is especially useful in regression analyses, because it quantitatively
reflects the proximity of the predicted values to the actual observations within the
dataset [26|. The formula to determine MSE is described as follows

n

1 ~
MSE = — Y, —Y)? 2.1
SE = 2 (=) (2.1)

where:

e 7 is the number of observations,

e Y, represents the actual observed values,
e V; denotes the predicted values.

A lower MSE value indicates a model that accurately predicts the observed data,
while a higher MSE signifies discrepancies between the predicted and actual values,
highlighting areas where the model may require improvement [26].

Confusion matrix

A confusion matrix is a table layout that allows visualization of the performance
of an algorithm, typically a classification model [21]. It is particularly useful for
summarizing the performance of a model on a dataset for which the true values are
known. The matrix itself is composed of two dimensions: the actual class labels and
the predicted class labels, each split into the categories “Positive” and “Negative.”
In a 2x2 confusion matrix, the four elements represent True Positives (TP), False
Positives (FP), True Negatives (TN), and False Negatives (FN).

To interpret a confusion matrix:

13



e True Positives (TP): Cases where the model correctly predicted the positive
class.

e True Negatives (TN): Cases in which the model correctly predicted the
negative class.

e False Positives (FP): Occur when the model incorrectly predicts the positive
class when it is actually negative.

e False Negatives (FIN): Occur when the model incorrectly predicts the neg-
ative class when it is actually positive.

Predicted values

Positive Negative
[
2
" G TP FP
5 (a
‘©
>
‘©
5
< 3
© FN TN
[
=

Figure 2.7: Ilustration of a 2x2 Confusion Matrix used in evaluating classification
model performance. The matrix segments predictions into four categories: True
Positives (TP) and True Negatives (TN) represent accurate model predictions for the
positive and negative classes, respectively. False Positives (FP) and False Negatives
(FN) indicate errors where the model has incorrectly predicted positive and negative
outcomes, respectively. Inspired by Raschka and Mirjalili \|

An example of a basic confusion matrix can be seen in figure 2.7 The confusion
matrix provides a foundation for calculating various performance metrics, such as
accuracy, precision, specificity, recall, F1l-score and MCC. Each of which provide
different insights into the strengths and weaknesses of a model .

Micro and macro-averaging

In machine learning evaluation, particularly for multi-class classification, distin-
guishing between micro and macro-averaging methods is important to address the

14



nuances of model performance, especially in contexts with class imbalance [21].

Micro-averaging aggregates the contributions from all classes to calculate metrics
globally. For instance, micro sensitivity sums up all true positives and false nega-
tives across the classes before calculating the total ratio [21]. This approach adjusts
well to class imbalance by weighting each instance equally, highlighting the model’s
performance on frequently occurring classes.

Macro-averaging, in contrast, computes metrics for each class separately and then
averages them, giving equal weight to each class regardless of its frequency [21].
Macro sensitivity, therefore, reflects the average effectiveness across classes without
considering class imbalance. This method is particularly valuable when the impact
of performance on less frequent classes is as significant as on more common ones.

Both averaging techniques provide distinct insights into model accuracy and are
chosen based on the specific requirements of the task and the critical aspects of
performance for the application.

Accuracy

Accuracy measures the proportion of correct predictions in all predictions made by
a model, encompassing both positive and negative classes [24]. It is calculated as:

TP+TN
TP+TN+ FP+ FN
In this equation, T'P stands for true positives, TN for true negatives, F'P for false
positives, and F'N for false negatives. A model achieving high accuracy is adept at
differentiating between classes accurately.

Accuracy = (2.2)

Precision

Precision quantifies the accuracy of positive predictions in classification tasks [24]. It
is the ratio of true positive predictions to the total predicted positives, encompassing
both true positives and false positives. The formula for precision is:

TP
Precision = TP FP (2.3)
High precision indicates a low rate of false positive predictions, important in sce-
narios where the cost of false positives is significant. Medicine is a great example,
because false positive diagnoses can lead to unnecessary anxiety, stress, and even

harmful treatments for patients who do not actually have a disease.

Specificity

Specificity measures the model’s ability to correctly identify all negative instances.
It is an important metric alongside recall in classification tasks [24]. Specificity is
defined as the ratio of true negatives to the total actual negatives, which includes
both true negatives and false positives. The formula for specificity is:

15



TN
TN + FP
High specificity indicates that the model effectively identifies negative instances,
which is vital in scenarios where falsely identifying a negative instance as positive (a
false positive) can have significant consequences. For example, in the legal system,
incorrectly identifying an individual as a suspect could unjustly affect their life.

Specificity = (2.4)

Recall

Recall, also known as sensitivity, measures a model’s ability to correctly identify all
relevant instances, which include all actual positive cases [24]. It is defined as the
ratio of true positives to the actual total positives, including both true positives and
false negatives. The formula for recall is:

TP
Recall = m—m (25)

High recall signifies that the model effectively identifies positive instances, essential
in fields where missing a positive instance has grave consequences [21]. An example
of this is in medicine, where missing a true case of cancer (a false negative) can lead
to delayed treatment and decreased chances of survival.

F1 score

The F1 score is the harmonic mean of precision and recall, offering a balance between
them. It is particularly useful when the class distribution is uneven [25|. The formula
for the F1 Score is:

Fl—o Precision - Recall

) 2.6
Precision + Recall (2.6)

This metric combines the perspectives of both false positives and false negatives into
a single measure, making it ideal for scenarios where both precision and recall are
important, such as in cancer diagnosis.

Matthews correlation coefficient

Matthews correlation coefficient, abbreviated as MCC, is a robust metric for classi-
fication evaluation, measuring the correlation between observed and predicted clas-
sifications [25]. Unlike simpler metrics, MCC considers true and false positives,
negatives, and its value ranges from -1 to 1, where 1 indicates perfect prediction,
0 no better than random guessing, and -1 perfect disagreement [25]. The MCC is
defined as:

VOO — (TP x TN) — (FP x FN) @)
V(TP +FP) x (TP + FN) x (TN + FP) x (TN + FN) '

This makes MCC particularly useful in evaluating models on imbalanced datasets,
providing a more nuanced assessment than accuracy alone.

16



ROC and AUC

The Receiver Operating Characteristic Curve, often shortened to ROC is a metric
used in machine learning that depicts the performance of a classification model at
all classification thresholds . The curve plots the two parameters true positive
rate (recall) and false positive rate (1 - specificity), showing the trade-offs between
them.

A perfect performing model in the context of the ROC curve is represented by a
curve that passes through the upper left corner of the plot, where the true positive
rate is 1 (or 100%) and the false positive rate is 0 (or 0%) [27]. This implies that the
model correctly classifies all positive instances as positive (no false negatives) and
all negative instances as negative (no false positives). Visually, this would appear as
a curve that sharply ascends from the origin to the top-left corner and then moves
horizontally across the top of the graph space, as shown by the solid green line
labeled "Perfect Performance" in figure [2.8]

True Positive Rate

0 False Positive Rate |

Figure 2.8: Illustration of ROC curves, with the green curve representing perfect
performance, the blue curve showing OK performance, while the red dashed line
depicting random guessing. Inspired by Raschka and Mirjalili |\

The Area Under the ROC Curve, also known as AUC, represents a measure
of the overall ability of the model to discriminate between positive and negative
classes [27). The AUC value ranges from 0 to 1, where an AUC of 0.5 suggests
no discriminative ability (equivalent to random guessing, depicted by the dashed
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red line in figure 2.8)), and an AUC of 1 indicates perfect discriminative ability, as
demonstrated by the perfect performance curve. The AUC is particularly useful
as it is independent of the classification threshold and provides a single measure
summarizing the performance of the model across all possible thresholds. This
makes it an excellent metric for comparing different models [27].

2.3.3 Artificial neural networks

Artificial neural networks (ANN) are inspired by the biological neural networks of the
human brain and represent a cornerstone of machine learning. Capable of discerning
intricate patterns and relationships in data, ANNs are adept at tasks including image
classification, natural language processing, and decision-making [28|. They excel
by iteratively refining their parameters during training, enhancing their predictive
accuracy over time [29).

Neurons and architecture

In an artificial neural network, the artificial neuron serves as the core computational
element [22]. It aggregates multiple inputs through a weighted sum, simulating
synaptic efficacy, then processes this net input with a nonlinear activation func-
tion to produce an output |22]. This mechanism is akin to the biological neuron’s
response to stimuli. The architecture of ANNs arranges neurons into layers: the
input layer for receiving data, hidden layers for processing, and the output layer for
final predictions [29]|. Information flows forward from one layer to the next, with
the activation function modulating signal transmission based on a defined thresh-
old, ensuring only meaningful signals contribute to the network’s decision-making
process [28].
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Hidden layers

Figure 2.9: Example of a multi-layer neural network architecture for a binary prob-
lem, illustrating the arrangement of neurons into layers and the flow of information
from the input to the output layer. Adapted from Chollet [22].

The structure of ANNs is organized into layers: an input layer that receives the
data, several hidden layers that process the data, and an output layer that produces
the final predictions (see figure . Each layer consists of multiple intercon-
nected neurons that propagate information forward from the input to the output.
The activation function in each neuron ensures that the neural network can cap-
ture non-linear relationships by modulating the signal strength as it passes through,
based on a predefined threshold .

Figure [2.10] illustrates a single neuron model known as Adaline, which forms the ba-
sic building block for more complex neural networks |21]|. By interconnecting several
such units, where each serves as a node in the larger network, complex architectures
like the one shown in figure can be constructed . Note that Adaline uses a
linear activation function [21], which differs from the non-linear activation functions
typically used in ANNs to learn complex problems. These networks are capable of
learning from vast amounts of data and solving various sophisticated computational
tasks, such as processing real time data from autonomous vehicles or assisting med-
ical personnel in diagnosing diseases from images or tabular data .
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Figure 2.10: An illustration of the Adaline model architecture. The model in-
puts, 1, Ts, ..., Ty, are each weighted by corresponding weights wy, wo, . . ., w,,, and
summed with a bias wy to form the net input z. This input is processed through an
activation function a(z), and the output is then passed through a threshold func-
tion to produce the final prediction . The model continuously adjusts the weights
based on the error feedback to minimize prediction errors. This error adjustment
is based on the difference between the prediction y and the true value y. Adapted
from Raschka and Mirjalili [21].

Activation functions play an important role in neural networks, since they deter-
mine the output of a model from given inputs and help the networks recognize and
learn complex patterns [22]. Activation functions introduce necessary non-linearity
into the system, without which the network could not perform beyond simple linear
tasks [22]. Among the various activation functions available, the Rectified Linear
Unit (ReLU) and Softmax are particularly noteworthy due to their distinct roles
and widespread use [22].

ReLU is a widely utilized activation function in neural networks. It functions by
retaining only positive inputs and setting negative values to zero [21]. This operation
is defined by the function:

f(z) = max(0, x) (2.8)

provides a graphical representation of the ReLU function. The simplicity
of ReLLU contributes to its computational efficiency and helps speed up the learning
process in neural networks [21]. Nonetheless, a notable limitation is the phenomenon
of "dying neurons," where neurons outputting zero fail to adapt further during
training [22].
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f(z) =max (0,z)

Figure 2.11: A graphical depiction of the ReLLU function, showing negative inputs
being set to zero and positive inputs remaining unchanged. Adapted from Raschka
and Mirjalili [21].

Conversely, the softmax function is primarily employed in the output layers of neural
networks designed for multi-class classification tasks [22]. It converts the raw output
scores, or net inputs, into probabilities by applying a normalization process. The
probability for each class is computed as follows:

e*t

Z) = —— 2.9
o) = s (29)

where z; denotes the net input for the ¢-th class, and M represents the total number
of classes. The summation in the denominator, which includes the exponential of all
class inputs, ensures all output values are non-negative and their sum equals one.
This normalization provides a probability distribution across the classes, making the
outputs directly interpretable in probabilistic terms [21]|. For instance, if a neural
network classifies images into three categories: dog, cat, or bird, and the softmax
output for a particular image is [0.1, 0.8, 0.1], these probabilities correspond to the
likelihood that the image depicts a dog, cat, or bird, respectively. Given these out-
puts, the model suggests that the image is most likely of a cat, as this category has
the highest probability [21].
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The efficiency of ANNs lies not only in their architecture but also in their ability
to learn and adapt through training [22]. This is depicted in figure During
training, the network processes input data X (shown as yellow boxes) and produces
predictions . These predictions are evaluated against the actual outputs y (repre-
sented by the two purple boxes) using a loss function (indicated by the red box on
the top right). This loss function calculates the discrepancies between predictions
and true outputs, generating a loss score that subsequently guides the optimization
process [22].

Loss score

‘ Loss
function

Input X —-[ H Predl;tlons True values y

Figure 2.12: Illustration of the learning process in a neural network. The network
receives input data X that passes through multiple hidden layers, transforming the
input into predictions y. These predictions are compared with the true values y
using a loss function, which calculates the discrepancy or loss score. This score
quantifies the error in the network’s predictions. An optimizer then uses this loss
score to update the weights of the network in a way that minimizes the loss, refining
the model’s accuracy over subsequent training iterations. Inspired by Chollet .

The optimizer (shown in blue in figure is a component that uses the loss score
to adjust the network’s weights. This adjustment is used to minimize the overall
error in the predictions . Various types of optimizers exist, each with different
strategies for weight adjustment, but all aim to refine the model’s predictions by
iteratively reducing the loss score. The choice of optimizer can influence the speed
and quality of learning, making it an important factor in the network’s training
process [22].

One commonly used optimizer is the gradient descent algorithm. Gradient descent
iteratively adjusts the weights of the network by moving in the direction that most
reduces the loss. This is calculated as the gradient of the loss with respect to the
network’s weights . An illustration of gradient descent can be seen in figure
[2.13] Gradient descent can be further implemented in several forms, most notably
stochastic gradient descent .
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Figure 2.13: Illustration of the gradient descent optimization process. The optimizer
adjusts the weights incrementally, aiming to minimize the loss function by calculat-
ing the negative gradient of the loss at each step. This process is repeated until the
loss converges to a minimum, optimizing the network’s performance. Adapted from

Raschka and Mirjalili [21].

This learning loop from input processing to weight adjustment is vital for the neural
network to improve its accuracy over time, allowing it to perform complex tasks
more effectively [21]. More detailed information on the types of loss functions are
covered in section 2.3.4.

Convolutional neural networks

Convolutional neural networks, or CNNs in short, are neural networks that use grid-
like data such as images as input [22]. This is unlike standard neural networks which
treat input data as flat vectors. CNNs preserve the spatial structure of the data,
making them particularly effective for tasks such as image recognition and classifi-
cation [28].

A CNN architecture typically involves several layers that transform the input image
to produce an output that can be used for classification or other tasks [28]. The first
layer is usually a convolutional layer, where filters are applied to the original image
to create feature maps [28]. These filters detect spatial hierarchies in the data by
capturing lower-level features such as edges and colors, and gradually building up
to more abstract concepts through the network’s depth [22]. One such example of
a convolution filter is depicted in figure 2.14] where a 2x2 kernel is applied to a 3x3
input matrix to create a 2x2 feature map.
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map
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Figure 2.14: Depiction of a convolution operation in the application of CNNs. The
convolution operation is applied to a 3x3 input matrix using a 2x2 kernel to produce
a 2x2 feature map. The convolution process involves sliding the kernel over the input
matrix, performing element-wise multiplication, and summing up the results in the
corresponding position of the feature map. Adapted from Raschka and Mirjalili .

Following the convolutional layer, a pooling layer, such as a max-pooling layer, is
often applied. This layer reduces the spatial dimensions of the feature maps, thus
decreasing the computational complexity and the number of parameters . Max-
pooling achieves this by retaining only the maximum value in each non-overlapping
sub-region of the feature map, thereby emphasizing the most prominent features
while discarding less informative data . This can be seen in figure where
only the maximum values of each 2x2 region of the input matrix is retained.

2x2 Max-Pool

—

24

Figure 2.15: Demonstration of a 2x2 max-pooling operation applied to an 4x4 input
matrix to produce a 2x2 output matrix. Each cell in the output matrix contains
the maximum value of a non-overlapping 2x2 section of the input matrix, effectively
reducing its spatial dimensions and retaining the most prominent features. Adapted

from Stevens et al. .

The process of convolution and pooling is typically repeated multiple times in a
CNN, each time reducing the image size and increasing the depth of feature maps
to capture more complex patterns . The final layers of a CNN are typically
fully connected layers that use these features to classify the input image into various
categories based on the training dataset . depicts a sketch of a CNN

used in a multi-class classification context.
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Figure 2.16: Illustration of a CNN processing an image. The network begins with
an input image, in this case, an X-ray of a dog elbow. This image is first processed
through several convolutional layers (blue), where features are detected at various
levels of abstraction. These features are then sub sampled in the max-pooling layers
(purple) to reduce dimensionality and enhance the detection of important features.
The data is subsequently flattened and fed into a fully connected layer, where deeper
relationships are learned. The process concludes with a softmax layer that outputs
the probabilities of the image belonging to each of three classes, providing a cate-
gorical classification. Adapted from Stevens et al. 28]

Transfer learning

Transfer learning leverages the knowledge a model has gained from a previously
solved, related task to improve its performance on a new, but similar problem [30].
This approach is particularly effective when the new task has a limited amount
of training data available. By reusing the weights and features from a pre-trained
model, such as one trained on a vast and varied dataset, the model requires less data
and often less computational power to achieve high accuracy and generalization on
the new task [30].

In practice, transfer learning has proven to be invaluable in fields such as computer
vision and natural language processing [30]. For instance, models trained on large-
scale image recognition tasks are commonly adapted to more specific and nuanced
image classification tasks, like identifying specific animal species or diagnosing med-
ical images. Similarly, models pre-trained on extensive language datasets can be
fine-tuned for specific applications like sentiment analysis or language translation,
significantly reducing the development time and resources required for model train-
ing from scratch [30].

EfficientNet

EfficientNet, a pretrained convolutional neural network which achieves superior ac-
curacy and efficiency over contemporary CNNs through systematic scaling of its base
model, BO [12]. Tt introduces a methodical scaling strategy that scales the model di-
mensions; width (number of filters), depth (number of layers), and resolution (input
image pixel size) optimally. The scaling of all these dimensions is called compound
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scaling. This enhances performance without proportional increase in computational
cost [12]. An illustration of compound scaling is depicted in [2.17

The architecture of EfficientNet is based on a baseline model, EfficientNet-B0, devel-
oped through a neural architecture search that optimizes accuracy while minimizing
computational resources needed [12]|. From this baseline, subsequent models (B1-B7)
are scaled using the compound coefficient ¢, which adjusts the network dimensions
as follows:

d=a®
w:B¢
r:7¢

d, w, and r represent depth, width, and resolution respectively. Constants «, 3, and
~ control the scaling of depth, width, and resolution with respect to ¢.
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Figure 2.17: Illustration showing the scaling of models. (a) is used as reference
model without scaling, while (b) - (d) show different types of scaling. (e) shows
compound scaling, which is a combination of the scaling methods depicted in (b) -
(d). Figure used with permission from Tan and Le [12].

For the baseline model, EfficientNet-B0, the constants «, 3, and v were optimized
under the constraint that a - 3% -~? &~ 2 [12]. This balance ensures that scaling
one dimension does not disproportionately increase the computational load without
corresponding performance gains. For EfficientNet-B0, these constants were deter-
mined to be « = 1.2, f = 1.1, and v = 1.15 with ¢ fixed at 1. This setup provides a
structured pathway to scale the model up from B0 to B7 by varying ¢, adapting to
resource availability while maintaining a balanced increase across all dimensions [12].

Table 2.2] outlines the architectural details of EfficientNet-B0, the baseline model
for the EfficientNet family. This architecture is designed through a series of stages,
each employing specific operators, resolutions, channel counts, and layer repetitions
[12]. The initial stage uses a simple 3x3 convolution, while subsequent stages utilize
MBConv blocks with varying kernel sizes and expansion ratios to optimize both effi-
ciency and accuracy. The progression from initial high resolution and fewer channels
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Table 2.2: Table showing the architecture of the baseline model B0 in the Efficient-
Net family. The table shows all the stages of the model, detailing which operator
is used at what stage, the resolution of the image at that time, how many channels

and layers. Table reproduced with permission from Tan and Le [12].

Stage Operator Resolution | #Channels | #Layers
1 Conv3x3 224 x 224 32 1
2 MBConvl, k3x3 112 x 112 16 1
3 MBConv6, k3x3 112 x 112 24 2
4 MBConv6, k5x5 56 x 56 40 2
5 MBConv6, k3x3 28 x 28 80 3
6 MBConv6, k5x5 14 x 14 112 3
7 MBConv6, k5x5 14 x 14 192 4
8 MBConv6, k3x3 7TxT7 320 1
9 Convlxl & Pooling & FC TxT 1280 1

to lower resolution with more channels reflects a strategic design choice to balance
computational cost and feature extraction capabilities [12]. This structured design
achieves high efficiency, allowing subsequent models in the EfficientNet family to
scale effectively across different dimensions [12].

EfficientNet-B7

841 AmoebaNet-C
—
Amoeb_:illﬁl_e_t;&_ —————
-
4 7 NASNet-A Lt SENet
—_— 4 , . .
R st
© et esNeXt-101
3 801 A
8 PRl * Inception-ResNet-v2
< et
.
— .
& ¢~ :Xception
S :
=78 ! -
5 I é o ResNet-152 Topl Acc. #Params
c b . ResNet 152 (He et al, 2016) | 77.8% GOM
o Bb : DenseNet-201 EfficientNet-B1 791%  7.8M
© esNeXt- (Xie et al., 9%
_ I ResNeXt-101 (Xic et al, 2017)| 80.9% §AM
E 764 1 . EfficientNet-B3 81.6% 12M
I - ResNet-50 SENet (Hu ot al, 2018) 827%  146M
R NASNet-A (Zoph et al, 2018) | 82.7% 89M
N — EfficientNet-B4 $2.9% 19M
N Inception-v2 GPipe (Huang et al, 2018) 7 | 843%  556M
NASNet-A EifgmenltNetl]BT $4.3% 66M
. ot plotte
ResNet-34

0 20 40 60 80 100 120

Number of Parameters (Millions)

140 160 180

Figure 2.18: Comparison of top-1 accuracy and number of parameters in distinct
CNNs. The EfficientNet models perform better than their counterparts with equal
amount of parameters. Figure used with permission from Tan and Le [12].

EfficientNet has been empirically shown to achieve state-of-the-art accuracy on Im-
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ageNet, while requiring substantially fewer parameters and lower computation than
other leading CNN models [12]. This can be seen in the graph shown in figure [2.1§|
For instance, EfficientNet-B7 outperforms existing models like ResNet, achieving
top-1 accuracy on ImageNet with significantly fewer parameters |12].

2.3.4 Loss functions

A loss function is a mathematical equation used to quantify the difference between
the predicted output of a model and the actual target values, used to guide the
optimization of a model’s parameters [22|. The loss function’s importance and rela-
tionship with the rest of the neural network is illustrated in figure [2.12] where it is
depicted as the green circle.

Cross-entropy

Cross-entropy, commonly referred to as logistic loss, is a loss function used in clas-
sification tasks within neural networks [31]. This function quantifies the difference
between two probability distributions; the predicted probabilities and the actual
distribution represented by the true labels |31]. In machine learning, cross-entropy
is primarily utilized in two forms: Binary cross-entropy or categorical cross-entropy
[21].

Binary cross-entropy

Binary cross-entropy is employed in binary classification tasks, where the outcomes

are limited to two classes [21|. This means that the probabilities given for random

guessing will be 0.5 for each class. The equation for Binary Cross-Entropy is as
follows:

N

Binary Cross-Entropy = — [y log(p:) + (1 — y;) log(1 — p;)] (2.10)

1

N ¢4
=1

In this formula, N represents the number of samples, ¥; is the actual label of the "

sample, and p; is the predicted probability of the i** sample belonging to one of the

two classes.

Categorical cross-entropy

Categorical cross-entropy is applied in multi-class classification scenarios, where an
instance can belong to one among multiple classes [22]. Its equation is an extension
of the binary case and is expressed as:

N M
1
Categorical Cross-Entropy = N Z Z Yic log(pic) (2.11)

i=1 c=1

Here, M denotes the number of classes, y;. is a binary indicator (0 or 1) if the
class label ¢ is the correct classification for observation i, and p;. is the predicted
probability that observation ¢ belongs to class c.
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Weighted kappa loss

Weighted kappa loss incorporates the kappa statistic, denoted as k, to quantify the
agreement between different raters (or classifiers) when assigning categorical labels
[32]. Tt reflects the level of consensus among various experts when they assess the
same set of cases. The kappa statistic is especially useful in ordinal classification
tasks, as it accounts for the natural ordering of classes [32]. Consequently, a predic-
tion that is closer to the true class label is penalized less severely compared to one
that is farther away.

Moreover, the weighted kappa loss method employs the kappa statistic to impose a
penalty within the model’s loss function [32]. This penalty is directly tied to the
degree of concordance between the model’s predictions and the actual labels. Im-
portantly, the penalty’s intensity varies in proportion to the extent of the prediction
error [32]. In essence, the more significant the deviation of the model’s prediction
from the true label, the greater the penalty applied. This approach serves a dual
purpose: it not only incentivizes the model to enhance its accuracy but also aims to
minimize the magnitude of errors in its predictions [32)].

The equation for Weighted Kappa Loss is given by:

i Wij0ij

Weighted Kappa Loss =1 —
> i Wij€ij

(2.12)

where o0;; is the observed agreement matrix, e;; is the expected agreement matrix
under chance, and w;; is the weight matrix that quantifies the disagreement level
between raters.
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Chapter 3

Materials and methods

3.1 Data

The image dataset consists of 7229 x-ray images in DICOM format, sourced from
various clinics across Norway and provided by Norsk Kennel Klub. It was received
by veterinarians at NMBU Faculty of Veterinary Medicine in September 2022. These
images, captured by multiple radiologists, were split into training, validation, and
testing sets. They were classified into four classes: one class for normal elbows and
three classes for abnormal elbows, with the latter categorized into three levels of
increasing severity. The research group at NMBU has had access to the images and
metadata about the dogs in a restricted folder. This in turn preserves the privacy
of both the dogs and dog owners.

The distribution on the amount of normal and abnormal elbows in the train, valida-
tion and test sets were different from each other. For the train and validation sets,
there was an upsampling of abnormal elbows to create a balanced dataset. This
was done to better train the CNNs for abnormal cases and reduce overfitting [21].
On the other hand, the test set was made to best reflect the real world situation
where most dogs have normal elbows [6]. This was to ensure that the model could
potentially be used in real world scenarios.

3.1.1 The four-class dataset

The four-class dataset was divided into training, validation and test sets as follows:

Training set (4000 images)
The training set includes:
e 1716 images of normal (class 0) elbows (42.9%)
e Images of abnormal elbows categorized into three levels of increasing severity:

— Class 1: 1039 images (25.98%) — including 794 images of arthrosis and /or
sclerosis, 223 of arthrosis, and 22 with sclerosis.
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— Class 2: 661 images (16.5%) — including 463 images of arthrosis and 198
suspected of having MCD.

— Class 3: 584 images (14.6%) — including 340 images of MCD, 190 of
arthrosis, 43 of UAP, and 11 of OCD.
Validation set (1000 images)

The validation set consists of:
e 500 images of normal (class 0) elbows (50%)
e Images of abnormal elbows categorized into three levels of increasing severity:

— Class 1: 197 images (19.7%) — including 153 images of arthrosis and/or
sclerosis, 41 of arthrosis, and 3 with sclerosis.

— Class 2: 150 images (15%) — including 100 images of arthrosis and 50
suspected of having MCD.

— Class 3: 153 images (15.3%) — including 90 images of MCD, 50 of arthro-
sis, 10 of UAP, and 3 of OCD.
Test set (2229 images)

The test set is allocated as:
e 1983 images of normal (class 0) elbows (89.0%)
e Images of abnormal elbows categorized into three levels of increasing severity:

— Class 1: 100 images (4.5%) — including 80 images of arthrosis and/or
sclerosis and 20 of arthrosis.

— Class 2: 75 images (3.4%) — including 60 images of arthrosis and 15
suspected of having MCD.

— Class 3: 71 images (3.2%) — including 26 images of MCD, 23 of arthrosis,
15 of UAP, and 7 of OCD.

3.1.2 The three-class dataset

A derived three-class dataset, created in February 2024, excluded the normal class
to see if the model make predictions on the severity of the elbow dysplasia among
abnormal elbows. Consequently, in the three-class dataset, class 0 corresponds to
level 1, class 1 to level 2, and class 2 to level 3.

Training set (2284 images)

The training set includes:

e Images of abnormal elbows categorized into three levels of increasing severity:
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— Class 0: 1039 images (45.5%) — including 794 images of arthrosis and/or
sclerosis, 223 of arthrosis, and 22 with sclerosis.

— Class 1: 661 images (28.9%) — including 463 images of arthrosis and 198
suspected of having MCD.

— Class 2: 584 images (25.6%) — including 340 images of MCD, 190 of
arthrosis, 43 of UAP, and 11 of OCD.

Validation set (500 images)

The validation set consists of:
e Images of abnormal elbows categorized into three levels of increasing severity:

— Class 0: 197 images (39.4%) — including 153 images of arthrosis and/or
sclerosis, 41 of arthrosis, and 3 with sclerosis.

— Class 1: 150 images (30.0%) — including 100 images of arthrosis and 50
suspected of having MCD.

— Class 2: 153 images (30.6%) — including 90 images of MCD, 50 of arthro-
sis, 10 of UAP, and 3 of OCD.

Test set (246 images)

The test set is allocated as:
e Images of abnormal elbows categorized into three levels of increasing severity:

— Class 0: 100 images (40.7%) — including 80 images of arthrosis and/or
sclerosis and 20 of arthrosis.

— Class 1: 75 images (30.5%) — including 60 images of arthrosis and 15
suspected of having MCD.

— Class 2: 71 images (28.9%) — including 26 images of MCD, 23 of arthrosis,
15 of UAP, and 7 of OCD.

3.2 Software

Python 3.7.16 was utilized alongside Deoxys, an open-source framework designed
by Bao Ngoc Huynh to aid radiologists by facilitating the use of deep learning for
medical imaging [33]. All files, apart from the dataset, are available on GitHub [34].

A total of 27 models were tested using the Orion High Performance Computing clus-
ter at NMBU. Orion comprises a cluster of GPUs and CPUs in four nodes, managed
using the Slurm workload manager [35]. The hardware includes three NVIDIA RTX
8000 GPUs per node. The computation time for each four-class model ranged from
five to six hours, whereas each three-class model required between two and three
hours.
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The deployment of each model on Orion necessitated the collaborative use of three
essential files listed below, which utilized the Python libraries given in table [3.1]
This integration ensured robust, reproducible, and optimized execution.

1. Configuration File (.json): This file contained all necessary configura-
tion parameters, including dataset parameters, augmentations, input settings,
model parameters, architectural details of the model, and metrics for evaluat-
ing performance.

2. Experiment Pipeline Script (.py): A Python script acted as the exper-
iment pipeline, leveraging libraries such as Deoxys and TensorFlow [36]. It
defined and executed the training and evaluation processes of the model, in-
tegrated custom metrics such as MCC for scoring, and managed GPU config-
urations to maximize computational efficiency.

3. Batch Submission Script (.sh): A shell script configured the job scheduler
of Orion for model runs. It specified hardware requirements like memory, CPU,
and GPU allocations, and set up the environment for executing the Python
script using Singularity, a containerization platform.

This structure ensured that each model’s deployment was executed with precision
in the high-performance computing environment provided by Orion.

Table 3.1: Python libraries utilized in this thesis.

Library Description

h5py Used for reading and writing HDF5 files, often for stor-
ing large datasets and model weights.

numpy Remarkable library for numerical computing in Python,

offering tools to handle large, multi-dimensional arrays
and matrices efficiently.

pandas Provides data structures and data analysis tools, ideal
for manipulating numerical tables and time series.
sklearn.metrics Part of the scikit-learn library, this module includes a set

of functions for calculating model performance metrics.
matplotlib.pyplot | A plotting library for creating static, interactive, and
animated visualizations in Python.

seaborn A data visualization library based on matplotlib, pro-
viding a high-level interface for drawing attractive sta-
tistical graphics.

typing Supports type hints, providing a way to explicitly define
types of variables, functions, and classes in Python.
deoxys Used to load and manage deep learning models, specifi-

cally designed for medical imaging tasks.
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3.3 The workflow

Evaluate with
Explainability on
the best model

Mark images
with diagnosis

original images

. D
Delete images
of subpar
quality
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Figure 3.1: Diagram of the workflow used in this thesis (color coded). Red is raw
data, blue is pre-processing, green is the dataset generation and experimentation
while purple is explainability analysis.

In one can see the workflow process for this thesis. The master’s student
from the previous year started out by collecting data, before pre-processing the data
and finally evaluating models . Initially, the Norwegian Kennel Klub provided 19
878 x-ray images (the red box in the figure) to the veterinarians at NMBU’s Faculty
of Veterinary Medicine, a number that has increased significantly during the course
of this master thesis. After pre-processing, several datasets were generated based
on the problem at hand. Steiro generated datasets for binary problems and multi-
class problems . This was followed by the training, validation and testing phases
using EfficientNet models (depicted as the green boxes in figure . The models
achieving the highest accuracies were then subjected to further evaluation by testing
on external datasets. Furthermore, for this thesis, there were two datasets. One with
all the data, including images of both normal and abnormal elbows, and one with
only images of the abnormal elbows.

3.4 Pre-processing

The four-class image dataset used in this thesis underwent complete pre-processing
in September 2023. The pre-processing steps were as follows: The veterinarians
marked the x-ray images with the proper diagnosis, then the images were cropped
using RetinaNet, which is an object detection CNN that automatically crops images
using a Focal Loss function . Focal Loss takes into account the class imbalance
between "background" objects and "foreground" objects in images. Afterwards,
images of subpar quality were removed. For this thesis, the dataset was received
fully pre-processed, requiring no further preparation before experimentation. These
pre-processing steps are depicted as the blue boxes in the diagram found in figure 3.1}
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A selected subset of these images was diagnosed by the veterinarians and subse-
quently cropped using RetinaNet. Images deemed to be of subpar quality were
removed from the dataset. This part is depicted as the blue boxes in figure As
a result, the pre-processing phase concluded with 4617 images remaining for analysis
during Steiro’s thesis, whereas in this thesis, the number increased to 7229 images.
The reason for this is that the veterinarians were continuously processing images,
which were then used as external datasets for testing. For the specific research task,
datasets were meticulously curated to ensure relevance and accuracy. In contrast,
the three-class dataset was fully pre-processed in February 2024. The pre-processing
steps for this dataset was to create a copy of the four-class dataset, then remove all
images of the normal elbows. This resulted in a dataset comprised of 3030 x-ray
images of abnormal elbows.

3.5 Experiment setup

For this thesis, the initial phase involved generating model configurations without
the need for further data collection. This included selecting loss functions, learn-
ing rates, pre-processing types, and model complexities as detailed in table [3.2
The model configuration phase corresponds to the green segment depicted in figure
B.1] The configured models were pretrained versions of EfficientNet, each uploaded
to the Orion platform for execution. Training, validation, and testing sequences
followed, with the highest performing models in terms of accuracy and MCC under-
going further examination. Results were analyzed through confusion matrices and
violin plots to evaluate performance. Additionally, the highest overall performing
three-class model was subjected to an explainability analysis using VarGrad [37] to
investigate the reasons behind its predictions. This process encompasses both the
green and purple segments of figure [3.1, covering the complete experimental setup
and analysis phases.

The experimentation protocol (the looped green part in figure was structured
as follows: Initial tests were conducted using a model with B1 complexity, a se-
lected loss function, and a learning rate (LR) of 0.001. Subsequent experiments
incrementally increased the complexity from B2 to B4. Following these tests, the
LR was adjusted to 0.0005, and the series from B1 to B4 was repeated. Based on
these results, the LR of 0.0005 consistently produced slightly higher performances
than 0.001, leading to its adoption for all further testing. Regardless of the loss
function or pre-processing technique employed, the complexity level of each model
tested, followed a sequential progression from B1 to B4. See table for a complete
overview of the parameters and values used.
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Table 3.2: Overview of parameters adjusted in the experiments.

Parameters Values
Dataset elbow normal abnormal 800.h5
elbow abnormal 800.h5
Resolution 800
Complexity B1, B2, B3, B4
Learning Rate 0.0005
0.001
Loss Functions Categorical Cross Entropy
Weighted Kappa
MSE
Extra Pre-processing No extra
Three channels of images
Level 1 vs 2-3
Level 1-2 vs 3

The parameters tested, given in table [3.2] were chosen to explore a range of con-
figurations that could potentially improve the model’s ability to generalize across
a diverse set of x-ray images. The selection of different complexities (Bl to B4) of
the EfficientNet model was aimed at investigating the trade-off between accuracy
and computational efficiency. EfficientNet models are scalable in terms of depth,
width, and resolution, which allows for a comprehensive evaluation of model perfor-
mance across different levels of complexity [12]. This scaling is important in medical
imaging tasks where increasing model depth can sometimes capture finer details in
images, but may also lead to overfitting or increased computational demand [22].

The learning rate choices of 0.0005 and 0.001 were tested to determine the optimal
speed at which the model learns without skipping over minima in the loss land-
scape, an issue often encountered when training deep neural networks [21]. The
lower learning rate was anticipated to provide more stable but slower convergence,
potentially leading to better generalization on unseen data [21].

Regarding the loss functions, categorical cross-entropy was chosen as a baseline loss
function, because it was the only multi-class loss function used in Steiro’s thesis
[2]. Weighted Kappa Loss [32] and MSE |26 were selected to provide insights into
the model’s performance under different error sensitivities. Weighted Kappa is in
theory useful in imbalanced datasets as it considers the agreement between pre-
dicted and actual classifications by weighting the different types of classification
errors [32]. MSE was specifically used in a regression context to assess whether a
regression approach could outperform traditional classification methods. After com-
puting the regression results, the outputs were decoded back into categorical classes.
This method was intended to explore if continuous output models offer a nuanced
understanding of disease severity, which can then be translated back into discrete
classes for practical diagnostic use.
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The inclusion of different pre-processing techniques such as the use of three image
channels, was intended to evaluate the model’s ability to discern subtle features in x-
rays indicative of abnormalities. In addition, binarization of the three-class dataset
was also tested. This included merging two of the three classes together, making
it a binary problem. Initially, experiments focused solely on testing various loss
functions, learning rates, and model complexities without additional pre-processing.
Upon finding the most consistent loss function, further experiments incorporated
pre-processing techniques on the three-class dataset. Specifically, the three-channel
approach involved using the original image in the first channel, applying histogram
equalization to adjust contrast in the second [38|, and enhancing contrast between
neighboring pixels using an unsharp mask filter in the third channel 39|, aiming to
improve feature extraction and thus bolster detection capabilities.

Finally, the use of two distinct datasets, one with four classes of normal and ab-
normal elbows and another with three classes of only abnormal cases, was designed
to test the model’s diagnostic accuracy across different sample distributions. This
methodological choice helps to assess the model’s sensitivity and specificity.

Each of these parameter choices was systematically varied to dissect their individual
and combined effects on model performance, aiming to establish a robust, accurate,
and efficient diagnostic tool. This systematic testing also aids in understanding how
different configurations interact with the unique characteristics of veterinary x-ray
images, thereby contributing to more informed decisions in the clinical diagnosis of
elbow abnormalities in dogs.

3.6 Model implementation and development

Transitioning from the initial setup to actual implementation, the next steps focused
on creating and organizing the necessary files for model development. For each
model, a new json file was made to accompany the python and shell script files. The
json files were used to configure parameters for the CNN models, which are given
in table The files used during this thesis (excluding the json files) are shown in
table[3.3] All other files can be found in github at https://github. com/huynngoc/
cubiai [34].
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Table 3.3: Overview of files used in this thesis.

Filename Use Developer
experiment multiclas | Example code for experiment | Bao Ngoc
S.py pipeline Huynh
experiment multiclas | Experiment pipeline for the re- | Bao Ngoc
s_linear.py gression models Huynh
experiment multiclas | Experiment pipeline for the bina- | Bao  Ngoc
s__encode.py rized models Huynh
slurm _pretrain mult | Example slurm script for slurm | Bao  Ngoc
iclass.sh jobs in Orion Huynh
slurm _pretrain_mult | Slurm script for slurm jobs in | Bao Ngoc
iclass_linear.sh Orion (regression models) Huynh
slurm _pretrain_mult | Slurm script for slurm jobs in | Bao Ngoc
iclass _encode.sh Orion (binarized models) Huynh
vargrad.py Example code for vargrad Bao Ngoc
Huynh
slurm _pretrain_mult | Slurm script for slurm jobs in | Bao Ngoc
iclass test.sh Orion (classification models) Huynh &
Artush
Mkrtchyan
experiment multiclas | Experiment pipeline for the clas- | Bao  Ngoc
s test.py sification models Huynh &
Artush
Mkrtchyan
explainability test.p | Vargrad calculation adapted to | Bao Ngoc
y the computers file locations Huynh &
Artush
Mkrtchyan
customize _obj.py File for custom objects used in | Bao  Ngoc
this thesis, such as custom loss | Huynh &
functions Artush
Mkrtchyan
check results four | Visualization of results from the | Artush
class.ipynb four-class models Mkrtchyan
check results abnor | Visualization of results from the | Artush
mal.ipynb three-class models Mkrtchyan
check results regres | Visualization of results from the | Artush
sion.ipynb regression models Mkrtchyan
csv__convert.ipynb Conversion of .h5 to csv files to | Artush
help calculate vargrad values Mkrtchyan
explainability _visuali | Visualization of vargrad values on | Artush
zation.ipynb X-ray images Mkrtchyan
CubiAl experiments | Excel file including all the numer- | Artush
_results.xlsx ical metrics Mkrtchyan
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There were a total of 27 model experiments in this thesis. Out of these, seven were of
four-class models, while 20 were of three-class models. To keep track of the different
models, a naming convention was followed. This naming convention included model
complexity, learning rate, loss function and endpoints. Take for example the model
b4_ 0005 _ categorical_onehot seen in table[3.4} b4 explains which EfficientNet com-
plexity the model has, 0005 means the LR is 0.0005, categorical explains that the
loss function is categorical cross-entropy, while the endpoint onehot is used to ex-
plain that this model’s response is one hot encoded [21]. Note that the four-class
classification models all use onehot as endpoint.

Table 3.4: Overview of all the four-class models in this thesis.

Model complexity and LR Loss Endpoints Full model name
bl 001 kappa onehot bl 001 kappa_onehot
b2 001 kappa onehot b2 001 kappa_onehot
bl 001 categorical onehot bl 001 categorical onehot
b2 001 categorical onehot b2 001 categorical onehot
b3 001 categorical onehot b3 001 categorical onehot
b4 001 categorical onehot b4 001 categorical onehot
b4 0005 categorical onehot b4 0005 categorical onehot

An overview of the three-class models can be seen in table B.5l All the three-class
models include level in the name to indicate that they were made to classify only the
abnormal elbows. This in turn makes them easier to distinguish from the four-class
models. There are also a few models which include the endpoint preprocess, which is
to mark that these models were trained on three channels of images. Furthermore,
note that some models do not have anything written in the loss column. These are
the linear and encode models. The linear level models are regression models which
use MSE as loss function, while the encode_level models are training and classify-
ing using a binarized version of the three-class dataset. The classes in the binarized
version includes level 1 vs. levels 2 and 3 merged, and levels 1 and 2 merged vs.
level 3.
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Table 3.5: Overview of all the three-class models in this thesis.

Model complexity and LR Loss Endpoints Full model name
bl 001 categorical onchot _level bl 001_categorical onehot_level
b2_001 categorical onehot_level b2 001 _categorical onehot level
b3_001 categorical onchot _level b3_001_categorical onehot_ level
b4 001 categorical onehot_level bd 001 categorical onehot level
b1l 0005 categorical onchot _level bl 0005 _categorical onehot level
b2_0005 categorical onchot _level b2_0005_ categorical onehot_level
b3_ 0005 categorical onchot _level b3_0005_ categorical onehot_ level
b4 0005 categorical onchot _level b4 0005 _ categorical onehot_ level
b1 0005 categorical | onehot_level preprocess | bl _0005_ categorical onehot_level preprocess
b2_0005 categorical | onehot_level preprocess | b2 _0005_ categorical onehot_level preprocess
b3_ 0005 categorical | onehot_level preprocess | b3 _0005_ categorical onehot_level preprocess
b4 0005 categorical | onehot level preprocess | b4 0005 categorical onehot level preprocess
b1 0005 - linear _level bl 0005 _categorical linear level
b2_ 0005 - linear_level b2_0005_ categorical linear_level
b3_ 0005 - linear _level b3_0005_ categorical linear_level
b4 0005 - linear_ level b4 _0005_ categorical _linear_ level
b1 0005 - encode_level bl 0005 _categorical encode_ level
b2_0005 - encode_ level b2_0005_ categorical _encode_level
b3_ 0005 - encode_ level b3_0005_ categorical _encode_level
b4 0005 - encode_ level b4 0005 categorical _encode_level

3.7 Performance metrics and evaluation

In this thesis, the following five metrics were employed to evaluate the Efficient-
Net models: Accuracy, MCC, AUC, Sensitivity, and Specificity. These metrics were
selected to ensure a comprehensive assessment of model performance. See section
2.3.2 for more detailed descriptions.

Accuracy was chosen to measure the overall effectiveness of the models, represent-
ing the proportion of total correct predictions among all cases [24]. Given the class
imbalance in the test dataset, which could skew accuracy, MCC was used as a com-
plementary metric. MCC offers a balanced evaluation, factoring in true and false

positives and negatives, and is reliable even when classes are unevenly distributed
[25].

AUC was included to examine the models’ discriminative ability, measuring the like-
lihood that a model correctly ranks a randomly chosen positive instance higher than
a negative one [27]. The models provide predicted class probabilities for all labels
by applying a softmax activation function to the net input at the final layer of the
EfficientNet models. This process transforms the outputs into probabilities that sum
to one, facilitating a direct comparison among classes [21]. AUC is then calculated
based on these probabilities, ensuring an accurate assessment of the model’s ability
to distinguish between classes [27]. Furthermore, the final predicted class is deter-
mined by selecting the label with the highest probability from this softmax output.
More details about the softmax activation function are covered in section 2.3.3.

Additionally, sensitivity and specificity were calculated for two models to facilitate
comparisons with literature in section 5.2. Sensitivity assesses the proportion of
actual positive cases correctly identified, essential for not overlooking any affected
dogs [24]. Specificity measures the ability to identify true negatives, which is vital
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to avoid unnecessary interventions for healthy dogs [24].

To deepen the analysis, confusion matrices and violin plots were also utilized. Con-
fusion matrices provided a visual and quantitative understanding of how well the
EfficientNet models performed across different classes of ED. Violin plots were used
to illustrate the distribution of misclassifications and predicted probabilities for each
class, shedding light on model confidence and the overlap between classes.

3.8 Explainability using VarGrad

Explainability in deep learning models is important for validating the reliability and
understanding the decision-making processes of the models, especially in sensitive
fields such as medical imaging [40]. This thesis employs Variance of the Gradients
(VarGrad) as a method to achieve model explainability [37]. VarGrad enhances
traditional gradient-based approaches by calculating the variance in the gradients
of the model’s output with respect to small perturbations applied to the input im-
ages. Specifically, the model’s gradients were calculated when it was perturbed by
normally distributed noise with a standard deviation of 0.05. This method involves
slightly modifying the test images, running predictions with 20 repetitions per im-
age, and then computing the gradients of the output with respect to the input. The
variance of these gradients is then analyzed, providing insights into the regions of
the image most influential in model predictions [37].

VarGrad was employed on the test images from the three-class dataset. The model
chosen for deploying VarGrad had complexity B3 with a learning rate of 0.0005
without extra pre-processing. The process for calculating the VarGrad values took
about six hours for the 246 x-ray images in the test set. This approach helped
paint an understanding for what the model looked for when classifying the different
diagnoses.

3.9 Use of Al

The use of Artificial Intelligence tools was aligned with the guidelines provided by
NMBU [41]. These guidelines ensured the ethical and effective use of Al in aca-
demic work. Primarily, AI was utilized to improve LaTeX tables and refine the
writing process; acting as an advanced spell checker and language editor, it assisted
in improving the clarity and precision of the text. Additionally, Al served as an
invaluable resource for debugging code and diagnosing programming errors. By
providing explanations for errors and suggesting solutions, Al significantly stream-
lined the development and troubleshooting processes in the computational aspects
of the research. The AI tool used specifically for improving LaTeX tables and text
refinement, was a custom made ChatGPT 4 model, modified to act as an advisor,
while Github Colab was used for code debugging.

Example AI prompts used:
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"T have written this about x-rays in the theory section. Please look at it and
make the language easier to read, more precise and concise. No fillers!"

"T have made this table, but it does not look good and overlaps the page. Help
me fix it."

"T don’t like this part of the text. Give me some suggestions to how I can
make it better."

"Here is the error I got from the code. Help me understand the problem and
come with suggestions to possible solutions."
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Chapter 4

Results

4.1 Model performance

4.1.1 Performance of four-class models

Table 4.1: Overview of the performances of the four-class models, with the highest
performing four-class model in terms of accuracy marked in bold.

Model Best epoch  val acc  test acc  test MCC  test AUC
bl 001 kappa_onehot 32 0.496 0.859 0.038 0.906
b2 001 kappa_onehot 26 0.400 0.593 0.052 0.537
bl 001 categorical onehot 38 0.811 0.927 0.699 0.982
b2 001 categorical onehot 36 0.817 0.927 0.703 0.978
b3 001 categorical onechot 20 0.810 0.899 0.620 0.979
b4 001 categorical onehot 26 0.809 0.943 0.748 0.986
b4 0005 categorical onehot 49 0.845 0.958 0.805 0.986

In this thesis, seven out of the 27 models were trained on the four-class dataset.
The evaluation of these models considered a suite of metrics: accuracy, MCC, AUC,
confusion matrices and violin plots. These measures and plots collectively guided
the selection of the highest overall performing model, ensuring a choice that reflects
comprehensive performance, not solely based on accuracy.

The analysis of four-class model performances reveals a significant disparity in ef-
fectiveness between models using the kappa loss function and those employing cat-
egorical cross-entropy. As shown in table models utilizing kappa loss (e.g.,
b1 001 kappa_onehot and b2 001 kappa_onehot) consistently demonstrate lower
validation accuracy, test accuracy, test MCC, and AUC values compared to their
counterparts using categorical cross-entropy. This discrepancy suggested that while
kappa loss might provide theoretical benefits for handling imbalanced datasets, it
does not translate well into practical improvements in this specific application, lead-
ing to its discontinuation in further experiments.
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Attached in figures and one can see confusion matrices which show the
accuracy for the validation and test set for b1 001 kappa_ onehot. Note that only
the first and third true class label rows showed numbers above zero (class 0 and 2).

0.5

True label

Predicted label

Figure 4.1: Confusion matrix of the validation set for the four-class kappa loss model
with complexity Bl and learning rate 0.001.

The confusion matrix presented in figure illustrates the model’s limitations in
accurately classifying all categories. Class 0 (normal elbows) had the highest correct
classification rate at 51%, but experienced significant misclassifications: 20% were
classified as class 1, 14% as class 2, and 15% as class 3. Neither class 1 nor class 3
had any correct predictions. Class 2, however, achieved a 23% accuracy rate, with

misclassifications distributed as follows: 30% mistaken for class 0, 22% for Class 1,
and 25% for Class 3.
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0.043 0.032 0.032

True label

0.099 0.066 0.033

0 1 2 3
Predicted label

Figure 4.2: Confusion matrix of the test set for the four-class kappa loss model with
complexity B1 and learning rate 0.001.

depicts the confusion matrix for the kappa loss model with complexity
B1 and learning rate 0.001 for the test set. Relative to the confusion matrix for the
test set in figure [4.1], one can see it boasted a higher total accuracy. For instance,
it classified normal elbows (class 0) correctly 89% of the time. However, that’s the
only redeeming quality of this model, since there were no correct classifications of
elbows with true class 1 and 3. Misclassifications of class 0 included 4.3% as class
1, and 3.2% each as class 2 and class 3.

Furthermore, the figures and show the confusion matrices for the validation
and test set for b2 001 kappa_onehot. Similar to the bl kappa model, only two
of the true labels had numbers above zero. However, for this model, the true labels
showing numbers larger than zero were class 0 and 1.
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0.19

True label

0 1 2 3
Predicted label

Figure 4.3: Confusion matrix of the validation set for the four-class kappa loss model
with complexity B2 and learning rate 0.001.

In figure one can see the confusion matrix for the kappa model with complexity
B2 and learning rate 0.001 for the validation set. Similar to the B1 model in figure
[.1] this model struggles classifying all the different classes. The highest accuracy
here is the accurate classification of class 0 with 54%, with misclassifications of this
class being 18% wrongly classified as class 1, 15% as class 2 and 13% as class 3. For
true class 1 on the other hand, the correct classification rate was at a meager 22%,
with 45% of instances misclassified as class 0, 14% as class 2 and 19% as class 3.
Lastly, there were no correct classifications of true class 2 nor 3.
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Figure 4.4: Confusion matrix of the test set for the four-class kappa loss model with
complexity B2 and learning rate 0.001.

The test set’s confusion matrix for the kappa model with complexity B2 and learning
rate 0.001 in figure [4.4] performed similarly as its B1 counterpart seen in figure [4.2]
Here the accuracy got as high as 91% for class 0, but further misclassified 3.5% of
true class 0 cases as class 1, 2.8% as class 2 and 3.2% as class 3. In terms of class
1, the true classification rate was 6.2%, with 86% of true class 1 cases classified as
class 0, 4.4% as class 2 and 3.2% as class 3. Similar to its validation set counterpart
in figure [£.3] there were no correct instances of class 2 and class 3.

The highest overall performing four-class model was therefore the B4 model with
learning rate 0.0005, utilizing categorical cross-entropy as its loss function. Its met-
rics are shown at the bottom of table [£.I| where it had higher metrics than the
rest of the models for validation accuracy (84.5%), test accuracy (95.8%), MCC
(0.805) and AUC (98.6%). Note that this was also the most accurate four-class
model. Compared to the four-class model where the difference was the learning
rate at 0.001, it appeared that for the four-class models, the deciding parameters
for highest performance were complexity B4, learning rate 0.0005 and categorical
cross-entropy as loss function.

Further, confusion matrices of the most accurate four-class model can be seen in
[Figure 4.5 and [Figure 4.6l These figures show its performance on the validation
and test data, respectively. However, it is the performance on the test data that
is the most important, because of its real world relevance on how prevalent the
different diagnoses are. The accompanying violin plot, depicted in[Figure 4.7} further
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illustrates the distribution of the model’s predictions across the actual classes in the
test set.

0.028 0.028 0.0095

0.14 0.046

True label

0.028 0.16 0.81

0 1 2 3
Predicted label

Figure 4.5: Confusion matrix of the validation set for the four-class model with the
highest performance in terms of accuracy and MCC (categorical cross-entropy with
complexity B4 and learning rate 0.0005).

The confusion matrix for the validation data in figure highlights the model’s high
accuracy in identifying normal elbows (class 0) at 93%, and severe elbow dysplasia
(class 3) at 81%. Challenges arose with classes 1 and 2, where the model exhibited
a 14% misclassification of class 1 as class 2 and 18% of class 2 as class 1. Misclassifi-
cations between class 3 and class 2 occurred at a rate of 16%, and in reverse, at 18%.

Misclassifications were predominantly between neighboring classes, as shown in fig-
ure True class 0 and class 3 images were rarely misidentified as class 1. Addi-
tionally, there were minimal instances where true class 2 was classified as class 0,
and a few cases of class 3 misidentified as class 1, with no occurrences of class 3
being classified as class 0. This pattern underscored the model’s tendency to confuse
classes that were adjacent in the classification scheme.
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0.0036 0.0025 0.001

True label

0.026 0.13

0.09 0.045
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Figure 4.6: Confusion matrix of the test set for the four-class model with the highest
performance in terms of accuracy and MCC (categorical cross-entropy with complex-
ity B4 and learning rate 0.0005).

The test set’s confusion matrix in figure illustrates even higher efficacy in classi-
fying normal elbows (class 0) with 99% accuracy, while maintaining 81% for severe
dysplasia (class 3). The model particularly struggled with class 1 and 2 distinctions,
misclassifying class 1 as normal in 20% of cases, and class 2 as class 1 in 12% of
cases, with a reversal rate of 13%. Misclassifications of class 2 as class 3 were noted
in 16% of the instances. Further, as in the validation set’s confusion matrix, one
can see that most misclassifications happened between adjacent classes, except for
class 3.
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Figure 4.7: Violin plot of the test set for the four-class model with the highest per-
formance in terms of accuracy and MCC (categorical cross-entropy with complexity
B4 and learning rate 0.0005).

The violin plot in figure [£.7] illustrates the misclassifications for each diagnostic
category. Each "dot" represents an individual sample, with its color denoting the
true diagnostic class. The plot revealed a notable pattern: a small number of samples
were misclassified into the normal category (class 0), whereas a considerable amount
of truly normal samples were incorrectly predicted as class 1. Moreover, the plot
indicated a tendency for samples from class 1 to be frequently misclassified as class
2, and to a lesser extent, this misclassification also affected samples from class 3.
Conversely, misclassifications as level 3 were relatively uncommon.
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4.1.2 Performance of three-class models

Table 4.2: Overview of the performances of the three-class models. The two models
with highest test accuracy are marked in bold.

Model Best epoch val acc  test acc test MCC test AUC
bl_001_categorical onehot level 38 0.706 0.662 0.489 0.850
b2_001_categorical onehot level 41 0.726 0.674 0.521 0.835
b3_001_categorical onehot level 31 0.636 0.617 0.421 0.807
b4 001 categorical onehot level 26 0.698 0.662 0.491 0.842
bl 0005 _categorical onehot level 41 0.722 0.723 0.579 0.861
b2 0005 _categorical onehot level 49 0.748 0.731 0.596 0.863
b3 0005 categorical onehot level 50 0.720 0.764 0.643 0.885
b4 0005 _categorical onehot level 38 0.742 0.731 0.593 0.872
bl 0005 _categorical onehot level preprocess 40 0.738 0.723 0.587 0.868
b2 _0005_categorical onehot_level preprocess 40 0.714 0.699 0.548 0.854
b3 _0005_categorical onehot_level preprocess 35 0.720 0.699 0.557 0.819
b4 0005 categorical onehot_level preprocess 39 0.736 0.719 0.578 0.852
bl _0005_linear level 29 0.758 0.731 0.603 -
b2_0005_linear level 38 0.764 0.743 0.618 -
b3_0005_linear level 41 0.743 0.686 0.530 -
b4 0005 _linear level 29 0.721 0.731 0.568 -
bl 0005 encode level 44 0.730 0.801 0.699 -
b2_0005_encode_level 33 0.736 0.715 0.567 -
b3 _0005_encode_level 44 0.732 0.735 0.597 -
b4_0005_encode_level 25 0.744 0.735 0.600 -

A majority of the models in this study, accounting for 20 of the 27, focused on the
three-class dataset. This approach stemmed from the four-class model’s proficiency
in identifying normal elbows, leading to a concentrated effort on distinguishing be-
tween the pathological classes.

In contrast to the four-class models, the performance metrics for the three-class
models, as detailed in table [£.2] exhibit consistency across different configurations
and complexity levels. Whether pre-processed, binarized, or standard, these mod-
els showed relatively similar accuracy, MCC, and AUC scores. This is the case for
every model in the table, except for the encode_level models. Here, the least com-
plex variant (B1) performed better than the rest of the encode models in terms of
test accuracy and test MCC. On the other hand, the consistent performance for the
rest of the models alleviated concerns about overfitting, suggesting that the models
were well-tuned to the general characteristics of the dataset rather than memorizing
specific data points.

Similarly to what was noted about the four-class models, the best performing learn-
ing rate for the three-class models appeared to be 0.0005. By comparing the eight
first models (categorical onehot_level) in table one can see that the models (5
- 8) with learning rate 0.0005 had better performance across all categories compared
to the models (1 - 4) with learning rate 0.001.

The results presented in table[4.2] demonstrate that higher model complexity did not
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consistently lead to better performance among the three-class classification models.
Specifically, the b3 0005 categorical_onehot level model recorded a test accuracy
of 76.4% and a test MCC of 0.643, whereas the simpler b1 0005 encode_ level
model achieved higher results with a test accuracy of 80.1% and an MCC of 0.699.
Other models, including the b1 0005 categorical_onehot_level preprocess and
b2 0005 linear level, showed more modest performances with test accuracies of
72.3% and 74.3%, and MCCs of 0.587 and 0.618, respectively.

Among the encode level models, the B1 variant stood out, surpassing its nearest
competitor, the B4 model, by 6.6% in test accuracy and 0.099 in MCC. However,
note that the B1 variant’s validation accuracy was lower than the other encode_ level
variants’. This notable deviation suggests that the B1 model’s superior performance
in test accuracy and test MCC could be due to specific characteristics of the model
or dataset that may not be replicated across other scenarios. This anomaly raised
the possibility that the B1 model’s success might be attributable to favorable con-
ditions or model-specific advantages rather than generalizable improvements.

For the three-class models, the term level will be used for the classes to avoid con-
fusion. Because, without the normal class, class 0 corresponds to abnormal elbows
of level 1, class 1 to level 2 and class 2 to level 3 (as mentioned in section 3.1.2).

Furthermore, note that the test accuracy for the encode models in table shows
their overall test accuracy, while the table presented in table shows the test accu-
racy for level 1 vs level 2-3 and level 1-2 vs level 3 for each encode model, respectively.

Table 4.3: Comparison of test accuracy for level 1 vs level 2-3 and level 1-2 vs level
3 across different complexity levels for the encode models.

Model test acc Level 1 vs Level 2-3  test acc Level 1-2 vs Level 3
bl 0005 encode level 0.87 0.90
b2 0005 encode level 0.82 0.86
b3 0005 encode level 0.82 0.97
b4 0005 encode level 0.83 0.89

Looking at table [4.3] one can see that all the models performed similarly with high
accuracy, with the lowest accuracy at 82% and highest at 97%. The models also
tended to find it easier to classify level 3 as its own class, while still having high
accuracy for level 1 as its own class.

This analysis underscores that higher complexity did not guarantee improved per-
formance for the three-class models. The similar performance metrics of the lin-
ear level models compared to others in table indicate that transforming the
problem into a regression problem before classifying and decoding the results did

not enhance performance. Refer to for the confusion matrices of the
regression models. Additionally, the lack of performance gains from utilizing images
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from three channels (models 9 - 12 in table suggests that extra pre-processing
did not boost performance in terms of test accuracy or test MCC.

There was therefore a conscious choice to declare b3 0005 categorical _onehot level
the all-round highest performing three-class model.

The highest-performing model for the three-class challenge is represented in figure
4.8 and figure [£.9, which provide a visual assessment of validation and test data
performance. To complement these, figure visualizes the prediction spread
against true diagnoses, emphasizing the model’s discriminative capability on the
test set.

Normalized Confusion Matrix
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Figure 4.8: Confusion matrix of the validation set for the three-class model with the
highest performance in terms of accuracy and MCC (categorical cross-entropy with
complexity B3 and learning rate 0.0005).

True Class
Level 2

Level 3

Level 1 Level 2 Level 3
Predicted Class

presents the validation data confusion matrix for the top-performing
three-class model. The model demonstrated a higher accuracy for level 1 at 79%
and level 3 at 71%, compared to a lower 62% for level 2. Notably, level 1 instances
were misclassified as level 2 in 16% of cases, and level 2 instances as level 1 in 21%
of cases. Misclassifications between levels 2 and 3 were also observed, with level
2 being mistaken for level 3 in 17% of instances and vice versa in 21% of cases.
Similarly to figures [4.5] and [4.6], one can see that most misclassifications happened
between adjacent levels in figure [4.§]
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Figure 4.9: Confusion matrix of the test set for the three-class model with the
highest performance in terms of accuracy and MCC (categorical cross-entropy with
complexity B3 and learning rate 0.0005).

The confusion matrix of the top performing three-class model for the test set found in
figure reveals the test set accuracy for the top performing three-class model, with
83% for level 1 and 75% for level 3 diagnoses. The accuracy for level 2 diagnoses
saw a slight increase to 69%, relative to the confusion matrix for the validation
data in figure [£.8] The model had a balanced misclassification rate between levels
1 and 2, with each being incorrectly identified as the other in 15% of instances.
Misclassification between levels 2 and 3 was 15% for level 2 classified as level 3, and
14% for level 3 classified as level 2. Given the equal misclassification rates of level
1 as level 2 and vice versa, along with the errors between levels 2 and 3, the total
misclassification involving level 2 amounted to 30%. This suggests that the model
found level 2 the most challenging to discriminate accurately. Again, one can see
that most misclassifications happened between neighboring levels.
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Figure 4.10: Violin plot of the test set for the three-class model with the highest
performance in terms of accuracy and MCC (categorical cross-entropy with com-
plexity B3 and learning rate 0.0005).

The violin plot in reveals the misclassification patterns in the three-class
diagnostic model. True level 1 samples were seldom misclassified as level 2 or 3. A
notable portion of level 2 samples were incorrectly predicted as level 1 or 3. Mis-
classifications of level 3 primarily occurred as level 2.

4.1.3 Overall model performance

The most accurate models from this project are depicted in table [£.4] which includes
their names and main metrics. The first model in that table is a four-class model,
while the rest are three-class models. As one can see, their performances were quite
similar to each other with small differences in the case for the three-class models.
The high test accuracy for the four-class model b4 0005 categorical onehot was
because 89% of the images in the four-class test set were of normal elbows (as
mentioned in section 3.1.1).

Table 4.4: Overview of performances of the most accurate models. Every model
which has level in its name, is a three-class model.

Model Best epoch  val acc  test acc  test MCC  test AUC
b4 0005 _categorical onehot (four-class) 49 0.845 0.958 0.805 0.986
b3 0005 _categorical onehot level 50 0.720 0.764 0.643 0.885
bl 0005 categorical onehot level preprocess 40 0.738 0.723 0.587 0.868
b2_0005_linear level 38 0.764 0.743 0.618 -

bl 0005 encode level 44 0.730 0.801 0.699 -

Based on the performance metrics in table [4.4] the confusion matrices in figures
[4.6] and 1.9 and the violin plots in figures [4.7] and [£.10] one can conclude that
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the highest performing four-class model was b/ 0005 categorical onehot while the
highest performing three-class model was b3 0005 categorical _onehot_ level.

Table 4.5: Summary of sensitivity and specificity metrics for the highest overall
performing models. Four-Class Model corresponds to b4 0005  categorical onehot
while Three-Class Model corresponds to b3 0005  categorical _onehot_ level.

Metric Four-Class Model Three-Class Model
Macro Sensitivity 0.7845 0.7615
Micro Sensitivity 0.9612 0.7642
Macro Specificity 0.8706 0.8700
Micro Specificity 0.8151 0.8709

A more detailed analysis of the two highest overall performing models (for their
respective datasets), reveal important information about these two models’ behav-
iors. For instance, table [4.5 reveals the sensitivity and specificity at both micro and
macro levels for the highest performing three and four-class models. Macro sensi-
tivity takes the average sensitivity across all classes, while micro sensitivity takes
into account the class imbalance and computes the aggregation of all classes. The
same applies for micro and macro specificity. Note that the micro sensitivity of the
four-class model was 96.12%, much higher than its three-class model counterpart
at 76.42%. The reason for this was that 89% of the elbows in the four-class test
dataset, were of normal elbows (large class imbalance).

4.1.4 Three-class model with explainability

The model that was used with explainability was

b3_0005_ categorical _onehot_ level, with its metrics depicted in [Table 4.4] It was
chosen, because of its relatively high test accuracy of 76.5%, combined with a high
MCC value of 0.643.

Correctly classified elbows

In this section, six images of correctly classified elbows are included. From these
six correctly classified images, one can see that in half of them, the model "looked"
outside of the elbow to arrive at its classifications. This is in other words outside
the region of interest (ROI). The correctly classified images where the model arrived
at its conclusions and was "looking" at the ROI, are given in figure [4.11
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Figure 4.11: X-ray images of elbows with different abnormality levels correctly clas-
sified by the b3 0005 categorical onehot level model. Each panel (A-C) corre-
sponds to true diagnostic levels 1 through 3, respectively. The original images are
shown alongside their VarGrad overlays, which highlight in red the regions most
influential in the model’s predictions. The predicted class probabilities are shown
on the right, above the true diagnosis.

Note that in figure [4.11] the images A through C are all correctly classified with a
confidence of 100% and that the model was looking at the ROL.

In figure the model correctly classified which diagnosis level the elbows be-
longed to, but looked outside the ROI. It is important to note in figure [4.12) that the
model predicted the diagnoses correctly, but was looking outside the ROI. However,
the predictions were not as confident as for the images in figure[d.11} The confidence
for the classification of image A in figure was 91%, 96% for image B and 67%

for image C.
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Figure 4.12: X-ray images of elbows with different abnormality levels correctly clas-
sified by the b3 0005 categorical onehot level model. Each panel (A-C) corre-
sponds to true diagnostic levels 1 through 3, respectively. The original images are
shown alongside their VarGrad overlays, which highlight in red the regions most
influential in the model’s predictions. The predicted class probabilities are shown
on the right, above the true diagnosis.

Misclassified elbows

Below in figure there are three examples of elbows which were misclassified.
The model looked at the ROI, but arrived at the wrong classifications. Also note
that image A and C in figure were both misclassified as level 2, while image B
was misclassified as level 1, even though its true class was level 2. This is consistent
with what the violin plot in figure depicts. Furthermore, it is important to
mention that the confidence of the predictions were 99%, 100% and 60% for image
A through C, respectively. For instances where the model misclassified and looked

outside the ROI, see [Appendix B|
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Level 1 Prediction: 0.00
Level 2 Prediction: 0.99
Level 3 Prediction: 0.00
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Figure 4.13: X-ray images of elbows with different abnormality levels misclassified
by the b3 0005 categorical _onehot level model. Each panel (A-C) corresponds
to true diagnostic levels 1 through 3, respectively. The original images are shown
alongside their VarGrad overlays, which highlight in red the regions most influential
in the model’s predictions. The predicted class probabilities are shown on the right,
above the true diagnosis.
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Chapter 5

Discussion

5.1 Model performance and behavior

This master’s thesis advances previous work done by training and assessing various
EfficientNet models on canine elbow dysplasia x-ray images. Building on Steiro’s
results, which garnered a binary accuracy of over 95% and an MCC score of 0.91
for prediction of normal and abnormal elbows 2], the current project has realized a
modest increase in multi-class classification accuracy. The project started out with
the hypothesis that the loss function used in the training was not optimal, therefore
the first objective was to test different loss functions and compare the results. This
was, however, not entirely true, because all the loss functions tested in this thesis
perform approximately the same, except for the weighted kappa loss function, which
performed significantly worse than the rest [32]. A possible reason for the poor per-
formance, could be that it was not implemented optimally in terms of parameters,
but this was not explored further.

Presented in table is a comparison of the most accurate models: the regression
model (b2 0005 linear level) and the highest-performing three-class classification
model (b3 0005 categorical onehot level), which exhibit similar levels of test ac-
curacy. The regression model employed MSE as its loss function, which quantifies
the average squared discrepancies between predicted values and actual class labels
[26]. This approach generally penalizes large deviations uniformly but does not in-
herently discriminate based on the classification confidence. In addition, regression
models can generalize better if the dataset does not have a complex decision bound-
ary. Conversely, the classification model utilizes categorical cross-entropy, which
specifically targets the probability distribution of class labels, maximizing the log
probability of the correct class and imposing severe penalties for confident but in-
correct predictions [31]. This difference in loss function mechanics subtly influences
their performance, with each method’s effectiveness potentially hinging on how well
it aligns with the nuances of the data and the generalizability of the model. The cur-
rent hypothesis is therefore that the data was better suited for classification models
using categorical cross-entropy as the loss function.

A derived three-class dataset was created in February 2024, which excluded the
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normal class due to the first few EfficientNet model’s high accuracy in correctly
classifying it. The process further was, therefore, to try pre-processing the images
in the three-class dataset differently. The two methods that were tried out were us-
ing three image channels and binarizing the data where two out of the three classes
were merged. As seen in figure this pre-processing did not increase the per-
formance when compared to the highest overall performing three-class model. It is
true that b1 0005 encode level had a higher test accuracy and test MCC-score
than b3 0005 categorical onehot level, but there are two reasons why it is not
"better"; When the most accurate encode model was compared to the other encode
models, the difference in test accuracy and test MCC-score was large, while being
the least complex of them. This was while the validation accuracy was lower than
the more complex variants. There is therefore a suspicion that this model was just
"lucky". The second reason reason is that a model which can classify each of the
three classes of abnormal elbows without merging two of them, has more value for
the veterinarians, than a binary model which combines two of the abnormal classes
where each class is already comprised of several specific diagnoses each [5|. However,
one could argue that either the B1 or B3 variants of the encode models given in table
could be explored further with explainability analysis, because of their high test
accuracy for level 1-2 vs level 3. This could prove to be of value for the veterinarians
for efficiently classifying the most severe cases of elbow dysplasia as support for the
human reader [5].

Moreover, comparing the highest performing models across different class configu-
rations underscored the importance of aligning model complexity with the dataset’s
volume and structure. Notably, the four-class model, b4 0005 categorical onehot,
which had a complexity level of B4 and used a dataset of 7229 images, demonstrated
that larger datasets could support higher complexities, leading to improved perfor-
mance. Conversely, the three-class model, b3 0005 categorical _onehot level, with
a complexity level of B3 and a dataset size of 3030 images, showed a different bal-
ance between complexity and dataset size. This finding does not imply that higher
complexity results in better performance, but rather that higher complexities tended
to perform better when supported by larger datasets.

Moving on, the final step in the process was therefore to choose a model to implement
explainability on. The chosen model ended up being the highest overall performing
three-class model (b3 0005 categorical onehot_level). However, as seen from sev-
eral of the results, most notably in figure [£.12] the model cannot be used reliably.
This is because even though the model often arrived at the correct predictions, it
tended to look outside the intended ROI (the elbow joint). This does not make sense
from a radiologist’s perspective, because it appears that the model is "guessing".

The tendency of the model to misdirect its focus outside of the ROI could stem
from an inadequate volume of representative data for abnormal elbows, limiting the
model’s ability to learn nuanced distinctions among the classes. This challenge is
akin to the difficulty veterinary radiologists face in classifying elbow dysplasia, high-
lighting the intricate nature of the task that requires not only identifying relevant
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features but also understanding a complex anatomical context [16].

However, considering the balanced distribution of the training and validation sets,
it was less likely that class imbalance was causing the model to incorrectly focus
on areas outside of the ROI. Instead, the issue may lie in the intrinsic complexity
of the condition and its manifestation in x-rays |1|. The variations in severity and
the presence of conditions like arthrosis and sclerosis within the same severity lev-
els could contribute to the model’s confusion, reflecting the multifaceted nature of
elbow dysplasia [1].

The model’s interpretative process could be further obscured by the overlap of fea-
tures between different severity levels, especially when more common pathologies
like arthrosis appear across the spectrum [1]. This suggests that while the model
had access to a wide range of examples within each category, the distinguishing
features were not as pronounced or as consistently represented as needed for clear
differentiation.

A plausible explanation for the model’s tendency to focus outside the ROI could
be the lack of clear, distinctive features within the ROI itself. If the model fails
to identify strong diagnostic cues within the expected anatomical areas, it may
"search" for alternative hints in surrounding regions. This behavior indicates that
the model is essentially compensating for ambiguous or insufficient data by looking
for patterns that might not be directly related to the actual condition but appear
to offer clues about the diagnosis. Such a strategy, while creative, underscores the
model’s limitations in dealing with complex medical imaging tasks.

5.2 Comparison with other papers

In this section, the term the four-class model refers to the highest overall perform-
ing model among the four-class configurations, and similarly, the three-class model
refers to the highest overall performing model in the three-class category. These
designations are used to enhance readability and preciseness in comparing the mod-
els with those discussed in other studies.

The exploration of multi-class classification within the domain of veterinary radiol-
ogy, particularly for canine elbow dysplasia, is relatively uncharted. This contrasts
with more common studies focused on single pathology detection in dogs, such as
the investigation into stifle joint diseases [42|. Shim et al.’s work developed deep
learning models to diagnose various stifle joint diseases in dogs, achieving diagnostic
accuracies that rivaled those of trained veterinarians [42]. The models assessed con-
ditions like patellar deviation and joint effusion, with the advanced object detection
capabilities highlighting the potential of Al in veterinary diagnostics.

In their investigation, Shim et al. utilized advanced hardware and sophisticated

deep learning architectures to enhance diagnostic capabilities in veterinary medicine.
Specifically, the study employed a combination of Faster Region-Based Convolu-
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tional Neural Network (Faster R-CNN) for object detection and a 152-layer Resid-
ual Network (ResNet) for disease classification [42]. These models were executed
on a high-performance platform featuring a NVIDIA GeForce RTX 2070 GPU and
an Intel i5-9600KF processor operating at 3.7 GHz. The dataset comprised 2,382
radiographic images of canine stifle joints, processed with a batch size of 1 for Faster
R-CNN and 20 for ResNet. The images were divided into training and validation
sets with an 80:20 split ratio, and the models were trained for 20,000 and 2,000
epochs respectively [42].

Unlike the binary classification approach utilized by Shim et al, which primarily
distinguished between normal and abnormal conditions without further differentia-
tion [42], this thesis introduces nuanced multi-class models. Here, the complexities
increased as the models not only identified the presence of an abnormality but also
categorized the severity level of elbow dysplasia into multiple classes.

Comparatively, the use of architectures like Faster R-CNN and ResNet-152, as dis-
cussed in Shim et al.’s study [42], would potentially result in lower accuracies in the
context of this thesis. Faster R-CNN, while robust in object detection scenarios,
inherently operates at a slower inference speed than RetinaNet, due to its two-stage
detection process [43]. It first generates proposals for objects, then classifies them.
This method, while effective for precise object localization, tends to be slower in
inference due to the sequential nature of the proposal and classification stages [43)].

In contrast, RetinaNet operates using a single-stage detection mechanism, which
directly predicts object classes and bounding boxes without the intermediate step
of proposal generation [11]. This approach not only speeds up the detection process
but also simplifies the model pipeline, making it more suitable for real-time appli-
cations [43].

Moreover, EfficientNet architectures demonstrate superior performance with signifi-
cantly fewer parameters compared to ResNet-152, as evidenced by Tan and Le [12].
This can be viewed in figure 2.18] where one of the least complex models from the
EfficientNet family (EfficientNet-B1) achieved a Top 1 accuracy of 79.1% with 7.8
million parameters, while ResNet-152 got 77.8% accuracy with 60 million parame-
ters on ImageNet. These insights highlight the advantages of leveraging Efficient-
Net, which not only achieved higher accuracies but also enhanced computational
efficiency compared to ResNet-152 [12].

For Shim et al.’s study reported specific performance metrics for each diagnosed
condition seen in table Note that this is four different models using binary
classifications, not four distinct classes in one model:

However, a direct comparison of accuracy, sensitivity, and specificity between the
four-class model in this thesis and those of Shim et al. is nuanced by two factors:

e Class Distribution and Real-World Application: The high prevalence
of normal elbows in this thesis’ test set mirrored real-world conditions where
most dogs assessed do not suffer from elbow dysplasia. While this enhances the
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Table 5.1: Comparison of deep learning-based classification models in Shim et al.’s
study [42].

Condition Accuracy (%) Sensitivity (%) Specificity (%)
Patellar Deviation 93.18 89.7 96.51
Drawer Sign 81.25 79.41 82.61
Osteophyte Formation 86.49 81.36 89.89
Joint Effusion 85.89 87.50 84.44

model’s utility in general screenings, it may also inflate performance metrics
compared to Shim et al.’s study, where each condition was balanced between
normal and abnormal states. The four-class model in this thesis, demonstrated
a test accuracy of 95.8% found in table macro sensitivity of 0.7845, and
macro specificity of 0.8706 given in table [4.5 suggesting robust performance
in identifying normal conditions and differentiating between severity levels
of abnormal conditions. Note that the macro sensitivity and specificity for
this thesis’ four-class model were overall slightly worse than the same metrics
presented by shim et al in table [5.1]

e Complexity of Task: The multi-class nature of the four-class model intro-
duced a higher level of complexity, as it must not only recognize the presence
of an abnormal condition but also discern between different severity levels.
This complexity was a significant escalation over binary classification, which
may contribute to differences in model performance and applicability.

Given these considerations, the four-class model in this thesis demonstrated sig-
nificant potential for broad clinical application by efficiently screening out normal
cases. Furthermore, the three-class model introduced a different layer of complex-
ity and specialization by focusing exclusively on varying levels of abnormal elbows,
excluding the normal class that significantly influenced the performance metrics of
the four-class model. This model, therefore, offers insights into the more challenging
aspect of diagnosing different severities of elbow dysplasia without the buffer of high
accuracy derived from predominantly normal cases.

The three-class model achieved a test accuracy of 76.4% seen in table with a
macro sensitivity of 76.15% and a macro specificity of 87.00%, as shown in table [4.5]
When compared to the specific pathologies in Shim et al.’s study given in table [5.1],
the model demonstrated comparable specificity but generally lower sensitivity and
accuracy. This is indicative of the increased diagnostic challenge when differentiat-
ing between closely related abnormal conditions.

In Shim et al.’s study, even with a binary classification setup, certain conditions like
Drawer Sign presented challenges, achieving an accuracy of 81.25% with a sensitivity
of 79.41% and specificity of 82.61% seen in table [5.1] This aligns with the inherent
difficulty observed in the three-class model where distinguishing between different
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levels of elbow dysplasia presented a significant challenge.

The three-class model also struggled in particular to distinguish elbows of abnormal
level 2 from the other classes. As presented earlier in section 4.1.2, the confusion
matrix in figure [4.9) shows a total misclassification rate involving level 2 at 30%.
This is further illustrated in the accompanied violin plot in figure [£.10, When look-
ing at these figures, one can draw an understanding to why several of the VarGrad
images depicted the most influential parts of the x-ray image as outside the ROI.
Often the abnormalities were either subtle, or there were several abnormalities in
the elbow at the same time, which could potentially have confused the model. This
was in addition to the model already struggling with cases of abnormal level 2.

These comparisons underscore the nuanced capabilities and limitations of multi-class
classification systems in veterinary imaging. They also highlight the potential need
for enhanced data collection strategies that might include more granular differenti-
ation of disease stages or improved imaging techniques to better capture distinctive
features necessary for higher classification accuracy.

Steiro’s master’s thesis [2] explored similar themes in veterinary imaging, focusing
mainly on binary classification, but included also multi-class classification systems
for diagnosing canine elbow dysplasia. Steiro’s approach utilized several models,
but there were two which are directly comparable to this present thesis: a binary
classification model distinguishing between normal and abnormal elbows, and a
three-class model classifying different severity levels of elbow dysplasia (Niva 1 vs.
2 vs. 3).

Steiro’s binary model achieved good results shown in table with an accuracy of
95.6%, an MCC of 0.912, and an AUC of 0.988. In this thesis, the four-class model,
while incorporating more complexity by differentiating among four classes, achieved
a similar high level of accuracy in distinguishing normal elbows, reflected in its test
accuracy of 95.8%), illustrated in table 4.4, This demonstrates a consistency in high
performance when it comes to identifying normal conditions, akin to the binary
classification in Steiro’s study.

Table 5.2: Performance metrics of Steiro’s [2] classification models for canine elbow
dysplasia.

Model Type Accuracy (%) MCC AUC
Binary Normal/Abnormal 95.6 0.912 0.988
Three-Class (Niva 1 vs. 2 vs. 3) 66.8 0.502  0.845

For the three-class models, where the task involved discerning among multiple de-
grees of elbow dysplasia severity:

e Steiro’s three-class model reported an accuracy of 66.8%, an MCC of 0.502,
and a high AUC of 0.845.
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e In comparison, this thesis’ three-class model showed a significant improvement,
with a test accuracy of 76.4%, test MCC of 0.643, and AUC of 0.885, shown
in table [£.4]

The increased accuracy and MCC in the three-class model of this thesis highlight
improvements in model sensitivity and the ability to distinguish between the three
levels of elbow dysplasia more effectively than Steiro’s model. The higher AUC value
also indicates a better overall performance in the ROC curve analysis, suggesting this
thesis’ model’s improved reliability in diagnosing varying degrees of elbow dysplasia.

These comparisons with Steiro’s work underline the advancements in model perfor-
mance and diagnostic capabilities over the past year. The current approach not only
maintained high standards in binary classification tasks, but also showed significant
improvements in the accuracy and reliability of multi-class classifications, highlight-
ing the evolving potential of Al in veterinary diagnostics.

A reason for this improvement could be that the dataset in this thesis was larger
than when Steiro worked on her thesis. For instance, the loss function Steiro used on
her best three-class model was the same as in this thesis (categorical cross-entropy),
the optimal learning rate was also the same (0.0005), consequently, also the model
complexity (B3) [2]. The only difference was the size of the dataset.

Another study relevant to this thesis, is the paper by Meetschen et al. |10, which
explores the use of Boneview, a diagnostic software by Gleamer based on Facebook
AT Research’s Detectron 2 framework [44]. Boneview is an Al-enabled fracture de-
tection tool, trained with a dataset of 60 170 trauma radiographs collected from 22
different institutions [45]. Detectron 2, the technology behind Boneview, is an open-
source object detection and segmentation platform built on PyTorch. It is notable
for its extensive library of pre-trained models and its design that emphasizes mod-
ularity and customization, allowing researchers to experiment with various model
architectures and functionalities [44].

Boneview is currently in use at Beerum hospital [46]. In Meetschen et al., there was
included 200 radiographic images of various regions of the human body [10|. Here,
half of the images displayed at least one fracture. Those images were analyzed to
assess Al’s performance in detecting fractures. Unlike the approach in this master’s
thesis, the Meetschen et al. study conducted binary classification, determining the
presence or absence of fractures. Their Al model achieved a standalone sensitivity
of 93% and a specificity of 77% [10].

In contrast, this thesis utilized a multi-class classification approach, which is inher-
ently more complex due to the inclusion of multiple categories for elbow dysplasia
severity. The results from the most accurate models, as shown in table [4.5] indicated
that multi-class models can achieve comparable, if not superior, performance under
certain conditions. Specifically, the four-class model exhibited a macro sensitivity
of 0.7845 and a macro specificity of 0.8706, while the micro sensitivity reaches up
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to 0.9612 and micro specificity up to 0.8151. This demonstrates robust performance
across multiple classes, which is particularly notable given the additional complexity
involved in distinguishing between multiple levels of severity compared to a binary
fracture/non-fracture classification.

Moreover, the three-class model, although slightly less sensitive than the four-class
model with a macro sensitivity of 0.7615, showed a strong micro specificity of 0.8709.
A plausible reason for this is that classifying abnormal elbows is inherently more
difficult than only dividing between normal and abnormal elbows. These findings
suggest that the multi-class models are relatively adept at providing nuanced in-
sights into various stages of elbow dysplasia. This ability to differentiate between
different levels of disease severity demonstrates the potential of multi-class classifi-
cation systems in enhancing diagnostic accuracy in veterinary medicine.

However, it is crucial to address the explainability of the models, particularly the
three-class model used in this thesis. Despite its high specificity, the reliability of
this model is under scrutiny due to its occasional focus outside the intended ROI.
This behavior suggests that while the model predicted correctly, it may not always
base its decisions on anatomically relevant features, implying a reliance on indirect
or possibly spurious patterns not directly associated with the underlying pathology.

5.3 Limitations

This thesis has made advancements in the application of deep learning for diagnosing
canine elbow dysplasia. However, several limitations have been identified that could
influence the overall effectiveness and applicability of the developed models. These
limitations are largely centered around the nature of the dataset and the diagnostic
criteria used by veterinarians.

A major limitation encountered in this thesis stems from the imbalanced distri-
bution of the dataset. Of the 7,229 x-ray images analyzed, 4,199 images were of
normal elbows, leading to a significant imbalance where normal elbows are over-
represented. More critically, there is an even greater scarcity of images representing
specific pathologies such as MCD, UAP, and OCD), which are crucial for training the
models to recognize and classify less common but clinically significant conditions.
This skewed distribution poses several challenges:

e Model Bias: There is an inherent risk of the four-class model developing
a bias towards diagnosing elbows as normal, potentially compromising the
sensitivity required to detect and classify less prevalent diseases accurately.

e Generalization Capability: The overrepresentation of normal elbows and
underrepresentation of critical abnormal conditions might limit the models’
ability to generalize to a broader, more clinically varied population.
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Furthermore, the methodology employed by veterinarians in diagnosing elbow dys-
plasia involves classifying the condition based on the most severe abnormality present
[4]. For example, if an elbow displays signs of both mild sclerosis and more pro-
nounced MCD, the diagnosis will focus on MCD, classifying it as a higher severity
grade. This practice can introduce confusion for the model, particularly when it is
trained to recognize and differentiate between various stages and types of diseases
based on their imaging characteristics.

Veterinarians also typically evaluate more than one elbow image and often compare
both elbows of a patient to identify subtle differences that might not be evident when
viewing images in isolation [4]. This comparative approach helps in enhancing the
accuracy of diagnosing subtle or early-stage diseases, a methodological nuance that
the current models do not replicate. Relying on single-image evaluations without
the context of comparative anatomy may reduce the model’s diagnostic effective-
ness, particularly for subtle and complex conditions.

5.4 Further work

Even though the work done in this thesis shows potential, there are several aspects
which could be improved upon and explored further. This is to ensure that models
can be reliable and of clinical importance.

A start could be to develop CNNs which utilize x-ray images of both the right and
left elbows of dogs. This dual image approach is akin to how veterinarians diagnose
ED, which could also make it easier to spot subtle differences [4]. Consequently,
implementing an algorithm that automatically selects the most severe level of ED
when the prediction probabilities across different classes are closely matched, could
help resolve the model’s confusion in cases with multiple coexisting abnormalities.

Furthermore, one could experiment with vision transformers [47] with advanced
augmentation techniques such as RandAugment [48] or AutoAugment [49] to see if
there is an improvement in performance for classifying ED. This could potentially
improve the performance, however as stated by Steiner et al. [50|, this requires an
extensive amount of data, greater than what was available during the course of this
thesis. Robust data collection and model training strategies is therefore important
for this approach. An interesting proposition to explore, could be the pre-training of
vision transformers on the extensive dataset of the original, unlabeled x-ray images
before fine-tuning them with labeled data [51]. This methodology might lead to
advancements in diagnostic accuracy and the robustness of the model.
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Chapter 6

Conclusion

This thesis advances the use of deep learning for diagnosing dog elbow dysplasia by
employing EfficientNet models of varying complexities and exploring multiple loss
functions. Building on Steiro’s master thesis, which achieved high binary accuracy
and MCC [2], this thesis extended into multi-class classification and observed a mod-
est improvement in accuracy, likely due to the expanded dataset which provided a
more robust foundation for training the CNNs.

Although most tested loss functions performed comparably, the weighted kappa loss
function underperformed, potentially due to suboptimal parameter implementation.
Furthermore, a key focus of the thesis was the experimentation with different image
pre-processing methods in a derived three-class dataset that excluded the normal
elbow class, because of previous high classification accuracy. Techniques such as us-
ing three image channels where two of the channels augmented the original image,
and binarizing the data, where two of the three classes were merged, were tested.
However, these methods did not improve performance over the highest overall per-
forming three-class model.

Notably, the binarization approach aimed to simplify the model’s task by reduc-
ing classification complexity. While a multi-class model provides greater diagnostic
value, binarization showed potential as supplementary support for classifying the
most severe cases of elbow dysplasia. This aspect, though not further explored in
this thesis, could be valuable in clinical settings where rapid identification of severe
cases is of high interest.

The highest performing three-class model underwent explainability analysis using
VarGrad to better understand the model’s predictive behaviors. Despite its higher
performance, this model demonstrated limitations in reliability. The model fre-
quently focused on areas outside the intended region of interest and misclassified
cases of level 2 elbow dysplasia 30% of the time. This misdirection suggests that the
model might be "guessing" at times, highlighting the need for further refinement
in the model’s interpretative capabilities to enhance its clinical applicability and
reliability.
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Appendix A

Confusion matrices for regression
models

This appendix presents confusion matrices for the four regression models (B1 - B4)
analyzed in this thesis. Each model corresponds to a different level of model com-
plexity. For each model, two matrices are displayed: one for the validation set and
one for the test set. These matrices are arranged side-by-side to facilitate direct
comparison, with the validation matrix on the left and the test matrix on the right.

The matrices illustrate the accuracy and misclassification rates for each model across
different severity levels of elbow dysplasia. This arrangement provides a comprehen-
sive view of how each model’s complexity influences its performance, particularly
highlighting differences between validation and testing phases.
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Figure A.1: Complexity B1
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Appendix B

Misclassified images with VarGrad
overlay (outside the intended region
of interest)

This appendix features a collection of misclassified images from the three-class model
that had VarGrad implemented. These images are each accompanied by a VarGrad
overlay. The images are selected to specifically showcase instances where the model’s
attention was not correctly focused on the intended region of interest (the elbow
joint).

Original Image Vargrad Overlay

Level 1 Prediction: 0.40
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Level 3 Prediction: 0.00
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Vargrad Overlay

Level 1 Prediction: 0.07
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Level 3 Prediction: 0.00
True Diagnosis: Level 1

Figure B.1
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