
 

 

Master’s Thesis 2024    30 ECTS 

Faculty of Science and Technology 

 

 

Deep Learning based Models for 

Traffic Participant and Object 

Classification 
  

 

Sathuriyan Sivathas  

MSc in Industrial Economics and Technology Management 



Abstract

Research on deep learning models is constantly advancing, and has emerged as an important

field to study. Deep learning models have a vital role in the development of self-driving cars,

making it essential to thoroughly understand their performance. This thesis focuses on the

performance of selected deep learning models on various datasets related to traffic objects and

participants. The deep learning models evaluated in this thesis include VGG-16, ResNet-50,

WideResNet-50-2, EfficientNetB0 and Vision Transformer, all explored within the context of

transfer learning. These models have been further trained on three datasets based on the images

from the Audi Autonomous Driving Dataset (A2D2), specifically prepared for classifying traf-

fic participants and objects. The first dataset comprises of normal and augmented images, and

is referred to as NAI dataset. The second dataset, referred to as the NANI dataset, comprises

of normal, augmented and noisy mixed-class images. The third dataset consists of normal,

augmented and synthetic images generated from a Deep Convolutional Generative Adversar-

ial Network (DCGAN), and is referred to as NASI dataset. All deep learning models were

trained on the NAI, and NANI datasets, while VGG-16 and Vision Transformer are the only

models to be trained on the NASI dataset. Through these datasets, the impact of normal and

augmented images, the impact of noisy mixed-class images and the impact of images gener-

ated by a DCGANs are evaluated. The VGG-16 model outperformed all others, and achieved

consistent performance across all three datasets. The WideResNet-50-2 model also performed

well on the two datasets it was evaluated on, but did not match the performance of the VGG-16

model. The Vision Transformer model also showed promising results across all datasets, par-

ticularly in terms of consistency and stability. These results indicate that deep learning models

can perform effectively and consistently across diverse datasets involving traffic participant and

objects, whether the images are normal, augmented, noisy, or synthetic.
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Chapter 1
Introduction

1.1 Background and motivation

Driving is a big part of our lives, and many hours are spent in a vehicle each year. According to

a study made by SSB, Norwegians traveled around 56.3 billion passenger kilometers in 2022,

and have had a gradual increase for many years [10]. This substantial amount of time spent

in vehicles also comes with a lot of risk involved. In 2022, there were 118 fatalities and 578

people seriously injured on Norwegian roads [11]. These statistics have almost halved in the

last 15 years, and many safety advancements and precautions have been made through the years

to achieve this [12]. However, most of the traffic accidents in Norway are due to human errors,

which can be hard to completely vanish. These human errors were largely due to reasons such

as high speed, drugs, and a lack of focus [13]. Human errors will likely continue to affect

traffic, and therefore the number of fatalities may not reach zero, which is a vision Norway has

[14]. In light of this, a potential alternative to driving has emerged in the last few decades as

self-driving cars, which aims to make driving safer.

Self-driving cars have emerged as an exciting field, and it has experienced rapid devel-

opment in the last couple of years. The industry states that self-driving cars will lead to an

improvement in vehicle performance and efficiency, together with an overall improvement in

mobility and quality of life [15]. Today, several research communities around the world study

the field of self-driving cars, and many milestones have been reached in the last few years [16].

Since the beginning of its development, there have been various approaches to self-driving
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cars. Deep learning models have had a central role in self-driving cars. The rapid development

within deep learning models, together with recent advancements in computational systems have

further accelerated the development within self-driving cars [17].

The deep learning models used for self-driving systems must be reliable and robust [18][19].

Due to the role of deep learning models in self-driving cars, it can be beneficial to understand

the performance and behaviour of these models. Also, it is well known that deep learning mod-

els require large amounts of data. Consequently, a good understanding of the deep learning

models under varying visual-conditions is also needed to test the robustness of these mod-

els. Finally, collecting data to train deep learning models on self-driving car systems can be

expensive and time-consuming [20], and the behaviour of these models under different data

augmentation techniques is important to understand.

1.2 Thesis objectives

This study focuses on evaluating five benchmark deep learning models: VGG-16, ResNet-50,

WideResNet-50-2, EfficientNetB0, and Vision Transformers. The performance of these models

will be evaluated using three different datasets. These datasets are designed to represent the

various conditions a self-driving car might encounter. Furthermore, they will serve as a test of

the robustness of the models under varying visual conditions.

The Audi Autonomous Driving dataset (A2D2) was used as the source of images in these

three datasets [21]. This means that the images from the three datasets in this thesis have been

manually collected from the A2D2 dataset, annotated, and cropped. The first dataset consists

of normal and augmented images, and is referred to as NAI dataset. The second is called NANI

dataset and consists of normal, augmented, and mixed-class noise images. Finally, the third

dataset, referred to as NASI dataset, includes normal, augmented, and fake images generated

from a DCGAN model.

In the longer term, this study aims to contribute to a better understanding of how these deep

learning models perform under varying conditions. Furthermore, the inclusion of the state-

of-the-art Vision Transformer model allows for the exploration of its potential application in
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self-driving car tasks.

1.3 Research questions

The thesis considers the classification of traffic objects and participants through the lens of

distinct deep learning models. Although extensive research has been carried out related to self-

driving cars, a research gap remains to investigate the effect of selected deep learning models on

data with different variations. The efficiency of original, augmented, and noisy images, along-

side images generated via generative adversarial networks (GANs), is investigated. Through

this exploration, the aim is to ascertain the optimal approach for improving the accuracy and

robustness of traffic object and participant classification systems. The experiments conducted

in this thesis are tailored and designed to answer the following research questions:

1. How do selected deep learning models perform in the domain of self-driving cars?

2. How does the performance of these deep learning models vary when using datasets con-

sisting of normal and augmented images, as well as datasets containing normal, aug-

mented, and noisy mixed-class data?

3. How does the performance of these deep learning models change when using images

generated by DCGANs?

To enlighten the research questions above, an exploratory study was the chosen approach for

this thesis. This approach allows for a flexible analysis of the various deep learning models

across the different datasets.
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Chapter 2
Literature Review

This chapter starts with a theoretical framework section, providing an overview of essential

topics and key concepts relevant to this thesis. Following this, a Related works section will

review relevant literature.

2.1 Theoretical framework

2.1.1 Machine learning

This subsection takes a closer look at machine learning and its key concepts, with a particular

focus on supervised learning.

What is machine learning?

Machine learning is a subfield of artificial intelligence, and emerged in the second half of the

20th century. Using learning algorithms, machines could now interpret and understand data to

make predictions on it, based on past knowledge [22]. This is done through a training phase,

where the machine learning model is trained on a large set of data, called ”training data”.

Using the knowledge and experiences the model gets from the training process, the model will

try to make predictions on data that is not part of the dataset [23]. There are many ways of

categorizing the machine learning field. The most traditional way to distinguish it, is with

the following categories [24]: supervised learning, unsupervised learning and reinforcement
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learning.

Figure 2.1: The three types of machine learning. The deep learning models in this thesis
use supervised learning, whereas the DCGAN is implemented using an unsupervised learning
approach. This figure was inspired by a figure in this paper [1].

This thesis will mostly use supervised learning, with unsupervised learning being imple-

mented solely through the use of DCGAN. Both supervised and unsupervised learning will be

covered here.

Supervised learning

Supervised learning is the most widely used form of machine learning. In supervised learning,

a model is trained on labeled data to generate predictions on unlabeled data [25]. The machine

learning model used for supervised learning tasks will be given a set of input variables and

corresponding output variables [26].

Linear algebra and statistics are central to supervised learning and the broader field of ma-

chine learning. Machine learning models can be seen as a set of mathematical functions that try

to map some input features into some output labels. These sets of functions can have several

different architectures, such as neural networks, regression models, and convolutional neural

networks. Only neural networks and convolutional neural networks are relevant to this thesis,

and will be explained later [22]. The training process consist of several training loops called

epochs.

Generalization can be seen as one of the primary objectives of any machine learning task.

This refers to how good the machine learning model performs on unseen data [27]. Addition-

ally, many machine learning algorithms suffer from something called overfitting and underfit-

ting. Overfitting happens when the training accuracy of the model continues to increase, but
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degrades on the validation set. This typically occurs when the model learns the training data

too well, including its noise and outliers, which indicates that the model is not generalizing

effectively to previously unseen data [28]. On the other hand, underfitting happens when the

model is not able to explain the variance in the data [29]. This can happen due to the model not

training for a long enough time, the wrong choice of machine learning model, or that there is

simply not enough data for the model to learn on [27].

A challenge that exists in any machine learning approach, including supervised learning, is

bias. As it is known, machine learning models learn from the training data. A machine learning

model can get biased if the data or the decisions taken on the data are biased. A dataset is

generally described to be biased if the sampling distribution is different from the population

distribution [30]. The role of bias in the datasets used in this thesis will be further discussed

later in the discussion Chapter 5.

Unsupervised learning

Unsupervised learning is a type of learning where the machine receives inputs in the form of

unlabeled data, and the model is left to explore and figure out meaningful information without

guidance from previously known outcomes [22].

2.1.2 Artificial neural networks

Artificial neural networks, also known as neural networks, is a subcategory of supervised ma-

chine learning. ANNs have gained in popularity in the last few years, mainly due to recent

advancements in computational power, and are the go-to for many tasks in the industry today

[2].

Artificial neural networks consists of neurons, where each neuron can receive and process

information. An artificial neuron is the basic building block of every neural network and is a

simple mathematical function [31]. In an artificial neural network, the neurons are arranged

into groups, called layers. A layer consists of several neurons, and the neurons in each layer

are connected to the neurons in the next layer. The neurons in each layer communicate and

process information with weights. These weights are coefficients that scale the input signal to
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a given neuron, and the weights make up the learnable parameters of a neural network. At first,

these weights will be randomly initialized. The way these weights are adjusted are through an

algorithm called backpropagation, which will be explained in more detail later in this section.

Also, biases are added to the input of a neuron. These biases are essentially scalar values and

allows the model to be more flexible and try new interpretations of the data. Like the weights,

the biases are learnable parameters and are adjusted throughout the training process [2].

Figure 2.2: Simple artificial neural network, with an input layer, a hidden layer and an output
layer. This figure is inspired by a figure in this book [2].

An artificial neural network consists of three layers: An input layer, one or more hidden

layers, and an output layer. The input layer is how the input data gets into the network. Input

data is fed into the input layer in the form of vectors, and the number of neurons in the input

layer usually equals to the number of features in the input data. The input layer is followed by

one or more hidden layers. The connections between the input layer and the hidden layers have

weights [2].

Figure 2.2 shows a simple multilayered neural network, with an input layer, two hidden

layers, and an output layer. The input data x1,x2,x3 are fed into the input layer, which has

the same amount of neurons. The hidden layers are important for the model´s ability to learn
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complex relationships, as the weights in these layers are the reason neural networks can model

non-linear relationships in the data. The number of hidden layers are not strictly defined, and

vary from problem to problem, and is often something researchers experiment with [2].

The neurons in the input layers of the network in Figure 2.2 are denoted as a[0]1 , a[0]2 and

a[0]3 . This means that the superscript with a square bracket indicates which layer the neuron is

located in, while the subscript represents which neuron in the layer it is. Similarly, the weights

between neurons in two layers are written as w[k]
i j . Here, the superscript k represent which layer

the weight goes to. Meanwhile, the subscripts represents the position of the weight between the

two neurons. For example, w[1]
21 , is the weight between neuron a[0]1 in the input layer and neuron

a[1]12 in the hidden layer. This means that i stands for the number of the neuron in the second

layer, and j stands for the number of the neuron in the hidden layer [22]. These notations will

be used to explain the next concept.

Artificial neural networks make predictions through something called forward propagation.

As seen in the last paragraph, the input data is fed into the networks and gets forward propagated

through the network until the output layer, where a final prediction is made. Several calculations

are being made throughout the neural network. The first calculation being made is the net input.

This net input is calculated by taking each input value and calculating it by the corresponding

weight. The result of this net input will then be passed to an activation function, before being

passed to the neuron in the next layer [2]. Looking at Figure 2.2, the net input for the first

neuron in the hidden layer will be given as:

z[1]1 = w[1]
11a[0]1 +w[1]

21a[0]2 +w[1]
31a[0]3 +b[1]1 (2.1)

The resulting net input will then be passed through an activation function. An activation

function will transform the net input, and the output will be the input for the next node. Ac-

tivation functions will usually transform the data into a number between 0 and 1. Neurons in

the same layer use the same activation function [2]. The process of calculating a net input, and

passing it into an activation function will be repeated for all the neurons in each layer. Various

activation functions are used in neural networks. The choice of activation function differs from

problem to problem, but also within the layers of the same neural network [2].
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Activation functions can be categorized into two subcategories: linear and non-linear. Lin-

ear activation functions are often used in the input layer of a neural network. The linear ac-

tivation function will simply pass in the activation unchanged. As seen, the hidden layers of

the neural network try to extract higher-order features from the data. Neural networks do this

by introducing non-linearity using non-linear activation functions [2]. Rectified Linear Units

(ReLU) is one of the most common non-linear activation functions used for the hidden lay-

ers. A neuron with the ReLU activation function will only pass a signal if the input is above

a certain threshold. If the input value is below zero, the output will be zero. Today, there are

several variants of the ReLU activation function, like the Leaky ReLU [2]. Figure 2.3 shows

the regular ReLU function:

Figure 2.3: ReLU activation function. Input values below zero, will give outputs of zero. Input
values above zero will remain unchanged. This figure is inspired by a figure in [2].

The calculations for net input are computed using matrix multiplications. A vector W which

contains the weights, and a vector A, which contains the input values will be multiplied by each

other [22]. As a result, the net input for the first neuron in the hidden layer can be written in

this compact form using matrix multiplication:

z[1]1 =W ∗A (2.2)
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W =



w[1]
11 w[1]

12 w[1]
13

w[1]
21 w[1]

22 w[1]
23

w[1]
31 w[1]

32 w[1]
33

w[1]
41 w[1]

42 w[1]
43



A =


a[0]1

a[0]2

a[0]3


After passing it into the activation function, a[1]1 will be the following:

a[1]1 = f [2](z[2]1 ) (2.3)

, where f is the activation function used.

Neural networks use backpropagation to adjust the weights of the model in the training

process, and this is the way neural networks learn. The backpropagation process is where the

neural network learns the mapping between input features and output labels. The loss function

is central to this process. Loss is a measure of the difference between the predicted outputs

and the actual correct outputs. A loss function will measure the performance of the model on

the training data, and backpropagation is used to minimize this loss [27]. The backpropagation

algorithm processes the neural network from the last layer to the first layer, and updates the

weights between each neuron until the input layer is reached [2].

There are several types of loss functions available, and there is not one single loss function

that is appropriate for all problems. For multi-class classification problems, a common loss

function is categorical crossentropy. This computes the loss by comparing the probability dis-

tribution of the predicted output label and the true distribution of the labels [22]. The formula

is shown below:

CategoricalCrossentropy =−
C

∑
i=1

yi log(ŷi) (2.4)

Gradient descent is the most commonly used optimization algorithm in modern machine
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learning algorithms. An optimization algorithm will use the measured loss to find the combi-

nation of weights that yields the smallest possible loss. This is done by measuring the change

in error caused by a change in the weight and trying to find the point where the loss function is

lowest [2]. The gradient descent algorithm finds this by taking the derivative of the loss func-

tion to create the gradient. Using the gradient, it is able to find the direction to go for the lowest

loss. The process of computing the error and adjusting the weights is repeated until a minimum

value is found. A challenge with the gradient descent algorithm is when the loss function is

non-linear. In these cases, the gradient of the loss function is complex, and it can have several

local minimum values, which tricks the algorithm into thinking that it is the lowest point [2].

Finally, artificial neural networks often suffer from a problem called vanishing gradient,

which usually occurs on very deep networks and happens during backpropagation. Backprop-

agation can be looked at mathematically, as an optimization of each function, in a chain of

functions like the following [27]:

y = f4( f3( f2( f1(x)))) (2.5)

In this context, the goal is to adjust each function based on the error observed at the output

of f4. The adjustment of parameters involves propagating the error backward through all the

functions. However, each function in the chain introduces some amount of noise. The chain of

functions shown above is for a smaller network, but as the network size increases, the amount

of noise can become large and make the backpropagation algorithm stop working. This is

called the vanishing gradient problem and will result in the model not training at all [27]. The

vanishing gradient problem, as well as its proposed solution, will be addressed in the subsection

dedicated to deep learning models, using the ResNet architecture.

2.1.3 Convolutional neural networks

The goal of a Convolutional Neural Network (CNN) is to extract more complex features from

the data through convolutions. CNN is a type of artificial neural network specialized to handle

image data [2]. The deep learning models used in this thesis are various types of CNN models,

with the exception of the Vision Transformer model.
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The higher-level components of a CNN consist of three groups: input layer, feature ex-

traction layers, and classification layer(s). Like traditional ANNs, each layer serves a specific

purpose. The input layer is where the image data is loaded, with image data sent into the input

layer of a CNN. The final layers, known as the classification layers, are composed of one or

more fully connected layers, similar to those explained in the ANN section [2]. At the end of

these layers, a prediction is made, often in the form of class probabilities. The feature extrac-

tion layers are what sets CNNs apart from traditional neural networks. These layers have the

responsibility to extract features from the images, starting with finding low-level features at the

beginning and combining them to construct higher-level features in the later layers [2].

Figure 2.4: Higher level architecture of convolutional neural networks. The input layer, feature-
extraction layers and classification layers are shown above. This figure was inspired by a figure
here [2].

A convolutional operation is a fundamental mathematical operation used in the feature ex-

traction layers. It combines two sets of information: the input data and a filter. Essentially, the

filter, smaller in size than the input image, is systematically applied across the image, akin to a

sliding window. The output, called a feature map, is derived by computing the dot product of

the filter and the input region [2] . Additionally, filters are applied to every channel of the input.

Filters can be viewed as feature detectors, with their values being the learnable parameters of

the convolutional layer. The receptive field of a filter refers to how much of the width and

height of the image it covers and is considered a hyperparameter in CNNs [2].

Convolutional neural network works well on image data largely due to two aspects: Sparse

connectivity and parameter-sharing. In ANNs, the neurons in one layer are typically connected
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to all the neurons in the next layer, forming a fully connected neural network. However, this

can be computationally expensive. In convolutional layers, each neuron is only connected to

a smaller region of the preceding layers, thanks to filters whose receptive fields cover only a

small patch of the image at a time. This is known as sparse connectivity [22]. Parameter sharing

is a technique employed in the convolutional layer, where a filter with the same weights is used

for different patches of the image. These two techniques are different from traditional fully

connected neural networks and contribute to making CNNs computationally less expensive

[2][22].

A convolutional layer is usually followed by an activation function. Similar to ANNs,

the purpose of applying activation functions is to introduce non-linearity into the model. The

ReLU activation function is the most used in convolutional layers and is applied on the feature

map. ReLU will transform values that are zero or lower, to zero while values above remain

unchanged [2].

A pooling layer is applied after the ReLU activation function, with max pooling being the

most widely used type. A filter will go through the feature map after the ReLU activation. This

filter can be of any size, but is commonly of size 2 x 2. Figure 2.5 illustrates a 2 x 2 filter with

a stride of 2 on a 4 x 4 image. The stride determines how many pixels the filter moves across

the input data each time. This filter slides over four patches on the feature map, capturing the

highest value from each patch to generate a new feature map. These four maximum values then

become the inputs for the new feature map. Another method, average pooling, computes the

average value of the pixels within each patch, rather than extracting the maximum. Pooling

layers aim to reduce the spatial dimensions of the input images, which can assist in addressing

overfitting within the network. Finally, the filter in a pooling layer is non-learnable [2].
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Figure 2.5: Max pooling and average pooling layer on 4 x 4 feature map. The filter is 2 x 2
with stride 2. This figure was inspired by a figure here [3].

2.1.4 Deep learning models

Deep learning is a special subfield of machine learning, that focuses on learning through suc-

cessive layers of data representations. A deep learning model can have ten or even hundreds of

layers [27]. These deep learning models differ from traditional multi-layer neural networks by

having more neurons, more complex ways of connecting the neurons in each layer, and auto-

matic feature extraction. Deep learning networks can model more complex problems compared

to the previous ”shallow” models, with fewer layers and neurons [2]. This subsection of the

thesis will elaborate on the deep learning models that are used in this thesis. The respective

research papers of all the following deep learning models are recommended to read if more

details about the models is needed.
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Figure 2.6: The relationship between artificial intelligence, machine learning, and deep learn-
ing. This figure was inspired by a figure here [4].

VGG-16

Overview

The VGG networks were first introduced in 2014 by Simonyan et al. through the paper, Very

Deep Convolutional Neural Networks for Large Scale Image Recognition [32]. These networks

are known for their straightforward design, and are easy to implement. Today, they are often

used for transfer learning because of their ability to adapt to new datasets [33]. The original

paper introduced many VGG-Networks, but only VGG-16 will be covered here, as it is the one

used for this study [32].

Model architecture

The VGG-16 model has a simple architecture, compared to many other networks. As the name

suggests, it consists of 16 convolutional layers, with 3 x 3 filters. In the paper, the input to the

network is a fixed RGB image. The image data is then sent to the feature extraction layers. In

this feature extraction layer, a stack of filters with a 3 x 3 receptive field is used. The stride is

equal to 1, and same padding is used to preserve the spatial resolution after each convolution.

Each convolutional layer is followed by a ReLU activation function. Lastly, a max pooling

layer is applied. In total, there are 5 max pooling layers with 2 x 2 filters with a stride of 2 [32].
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The feature extraction layers are followed by three fully connected layers. The first two fully

connected layers have 4096 neurons, while the third and last layer of the network has 1000

neurons. All these layers lead to a total of 138 million learnable parameters for the VGG-16

model [32]. Simply put, the VGG-16 model architecture can be said to consist of repeated

”convolutional layer, convolutional layer, max pooling” blocks [27].

Figure 2.7: VGG-16 architecture, with 13 convolutional layers, 5 max pooling layers, 3 fully
connected layers and a softmax layer in the end. This figure was inspired by [5].

Applications and performance in image classification

The VGG-16 model was initially trained and modeled for the ImageNet dataset (ILSVRC -

2012). According to the original paper, it achieved a top-1-validation-error of 27.0% and top-

5-validation-error of 8.8% [32]. One disadvantage of the VGG-16 is the training time. If trained

from scratch, the model will often struggle to get any initial learning process and is therefore

often used pre-trained. This is largely due to the network´s depth [33].

ResNet-50

Overview

ResNet is important in the history of deep learning and introduced the concept of residual

models and identity mappings. It was first introduced in the Deep Residual Learning for Image

Recognition in 2015 by He et al [6]. The findings of this paper have made it possible to create
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very deep neural networks with a great accuracy [33].

Model architecture

A high number of layers can increase a model´s capacity to learn. However, as mentioned

in Section 2.1.2, in practice the vanishing gradient problem limits many model architectures

from getting too large. The ResNet architecture aims to solve this problem using residual

connections. These connections will allow the model to skip one or more noisy layers. In this

way, the gradient information will be preserved and the model can propagate backward through

many layers. A residual connection is simply the addition of the input to the output of one or

more layers [27]. This is shown in Figure 2.8.

Figure 2.8: Residual connection. X is the input to the model, while F(x) is the output after the
weight layers. The original input and the output F(x) are added together and passed through a
ReLU activation function. This figure is inspired by one from the original ResNet paper [6].

Residual blocks are the building blocks of residual neural networks and are what sets them

apart from other networks. First, the input data is passed through a 3 x 3 convolutional layer

with a stride of 1 and a padding of 1. This results in the output having the same dimensionality

as the input. This convolutional layer is then followed by a batch normalization layer, which

normalizes the feature map. The data is then passed through a ReLU activation function. Then,

the data is sent through another 3 x 3 convolutional layer, with the same configurations as the

first one [6]. Finally, the data is passed through a batch normalization layer. The output after
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all these layers, will be added together with the input from before the layers using the residual

connection, which was explained in the last paragraph. After this addition, the data will be

passed through another ReLU activation function. All these layers define the basic residual

block introduced in the ResNet-paper [6]. The ResNet block is shown in Figure 2.9.

Figure 2.9: Basic residual block with a residual connection. This figure was created using the
descriptions of the original paper [6].

The residual block described in the last paragraph keeps the dimensionality the same through-

out the whole block. This means that there are no challenges in adding the input and the output

together through the residual connections. However, it is important to reduce the dimensional-

ity of the input data in image classification tasks, due to training time [6]. The authors of the

paper proposed a 1 x 1 convolution over the input data, with a stride of 2. This configuration

will result in an output feature map that halves the width and height, but doubles the number of

channels. This option will allow the element-wise addition of the input and the output after the

layers while reducing the size of the input data. These 1 x 1 convolutions are placed throughout

the whole network, and the resulting ResNet block including the 1 x 1 convolution is called a

”bottleneck” building block [33]. The final block used for ResNet-50 is shown in the Figure

2.10:

18



Figure 2.10: ”Bottleneck” block used for ResNet-50. This illustration was inspired by a figure
from the original paper [6].

Applications and performance in image classification

ResNet50 achieved a top-1-validation-error of 22.85% and a top-5-validation-error of 6.71% on

the ImageNet dataset, which is better than the VGG-16 model described earlier. Various resid-

ual networks were also experimented with the CIFAR-10 dataset, and compared with plain con-

volutional neural networks with a comparable network depth as the residual networks. These

plain networks are inspired by the VGG networks. It was shown that the plain networks suf-

fered from the depth of the model, while the residual networks managed to overcome this and

increased in accuracy as the depth increased [6]. It is also to be noted that ResNet-50 has a total

of 25.6 million parameters, which is much smaller than VGG-16 [34].

WideResNet-50

Overview

The WideResNet architecture can be considered an extension of the original ResNet architec-

ture. It was first introduced in the paper, Wide Residual Networks, by Zagoruyko et al. in 2016

[35]. The authors aimed to solve one of the main problems with the ResNets, which involved

the residual blocks and the skip connections in these networks. The addition of residual blocks
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and skip connections allows the gradients to flow through two paths. The first one through

the network with the residual blocks, and the second is through the residual connections. This

alternative pathway allows the gradient to flow past the layers in the residual blocks. As a con-

sequence, the gradient can go from the output of a block to the input of a block with very few

adjustments in the backpropagation. The authors of this paper found that widening that net-

work could lead to improvements in the model accuracy [35]. Many WideResNet architectures

were proposed in the original paper, but the focus will be on the WideResNet-50-2, as this is

the type of WideResNet model used for this thesis.

Model architecture

The wide residual networks (WideResNet) have more filters (channels) than the equivalent

Residual Networks. WideResNets also consists of sequences of residual blocks, similar to

those of the ResNet’s described earlier [35]. The residual block of WideResNet-50-2 can be

shown below in Figure 2.11, together with the regular ResNet block. Both the regular and

WideResNet bottleneck first have a 1× 1 convolutional layer with F number of filters. Also,

the block ends with a similar 1×1 convolutional layer with F number of filters. The difference

in these blocks lies in the middle layer. Both of the blocks have a 3× 3 convolutional filter,

but the ResNet block has F
4 number filters, while the WideResNet bottleneck has F

4 ×k number

of filters where k is the widening factor. This widening factor should be larger than 1, and it

increases the width of the network. The WideResNet-50-2 used in this thesis has a widening

factor of 2, which means it has double the width of a ResNet-50 model [35].
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Figure 2.11: The ResNet bottleneck is shown on the left, while the suggested WideResNet
bottleneck is shown on the right. This figure was inspired by [7].

Applications and performance in image classification

The authors of the WideResNet paper claimed that their networks achieved better accuracies

than the equivalent ResNets, and the following performance confirms this. WideResNet-50-2

was used on ILSVRC-2012 validation dataset and achieved a top-1-validation-error of 21.9%

and a top-5-validation-error of 6.03% . WideResNet-50-2 consists of 68.9 million parameters,

which is much more than the ResNet-50 [35].

EfficientNetB0

Overview

The EfficientNet architectures were first introduced in the paper EfficientNet: Rethinking Model

Scaling for Convolutional Neural Networks by Tan et al. in 2019 [36]. Adding more layers to

the model; using higher-resolution input images and widening the networks with more filters

have been the main ways to scale up a model. The authors of the EfficientNet paper aimed to

find a way of combining these three methods to achieve the best possible accuracy. To solve

this challenge, the authors of the paper proposed a compound scaling method to help find the

best way to combine those three methods and scale up a model [36].

Model architecture

The compound scaling method will uniformly scale the network´s width, depth, and image

resolution with a constant ratio, based on the compound coefficient, φ . The equation for this

21



method is shown below.

d = α
φ

w = β
φ

r = γ
φ (2.6)

Here, the depth coefficient is α , the width coefficient is β and the resolution coefficient is

γ . Instead of manually adjusting the alpha, beta, and gamma, a compound coefficient is used

as a constraint to uniformly scale the three coefficients for scaling. Using this method, a better

way of scaling up the model is found, leading to better performance and efficiency [36].

A baseline model was developed by the authors, using the compound scaling method. This

baseline model is called EfficientNetB0 and is one of the models used for this thesis. The

coefficients for the EfficientNetB0 for the width, depth, and image resolution are as follows: α

= 1.2, β = 1.1, and γ = 1.15 [36].

Applications and performance in image classification

EfficientNetB0 was shown to achieve great results for the ImageNet dataset, with fewer model

parameters compared to equivalent models. The authors of the EfficientNet paper compared the

EfficientNetB0 model against several other deep learning models. According to the paper, the

EfficientNetB0 achieved slightly higher accuracies than the ResNet-50 model on the ImageNet

dataset. The EfficientNetB0 got a top-1-accuracy of 76.3% , while the ResNet-50 got a top-1-

accuracy of 76% . However, EfficientNetB0 did so with 5.3 million parameters while ResNet-

50 used 26 million parameters [36].

Vision Transformer

Overview

Convolutional neural networks have been the de-facto standard for image classification tasks

for many years. However, in 2021, Vision Transformers were introduced in the paper, An

Image is Worth 16 x 16 words: Transformers for Image Recognition at Scale by researchers
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at Google Research Brain Team [8]. This was a new approach to image classification and

solved the task without the use of convolutions. Vision Transformer (ViT) is highly inspired

by transformers, which have been used for natural language processing (NLP) and use many of

the same ideas. Also, it was shown that this new architecture outperformed CNNs, and did so

with less computational resources [8].

Model architecture

The ViT model architecture consists of several components. It all begins by splitting the input

image into non-overlapping patches, which are of the same size. Each patch is then flattened,

and mapped to a higher-dimensional vector representation, which is done using a matrix oper-

ation. After that, positional embeddings are added to the newly created patch embeddings, to

keep positional information about the patches. In this way, each patch has information about

its position, and its position relative to the other patches [8][37].

Now, the sequence of embedded patches is fed into the transformer encoder. The com-

ponents of the transformer encoder are shown in Figure 2.12. It consists of a multi-head self

attention layer, multi-layer perceptron layer, and layer norm. The self-attention layer is impor-

tant and will determine the attention score for each pixel. This attention score is calculated by

considering the pixel, and its relationship with all the other pixels in the original input image.

From there, the input will be sent into the multi-layer perceptron layer, which will add a non-

linearity to the input using a gaussian error linear unit (GELU) activation function. A layer

norm is applied before both of these layers, and the purpose of this is to improve the overall

training time and performance of the model. Furthermore, a residual connection is also added

around the multi-head attention and a MLP layer in the transformer encoder. Lastly, the ViT

will make the final prediction using an MLP head, which is usually a fully connected layer

[8][37].

A key difference between CNN models and ViT model lies in the way these two models

see images. The ViT will look for both local and global spatial information in the earlier layers

of the model, whereas the CNN models will only look for local information. In the later layers,

both the ViT and the CNN models will look globally. As a result, the ViT have access to more

global information in the earlier layers compared to comparable CNN models. In the paper Do
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Vision Transformers See Like Convolutional Neural Networks, it was shown that this difference

in how the two types of deep learning models represent and learn information actually leads to

them acquiring different features [38]. Additionally, the differences in how these two models

perceive information have been observed to affect the results and the data requirements of these

deep learning architectures. Due to the local modelling behaviour of the CNN models, they are

able to perform good on even smaller datasets. However, the ViT model with its use of global

spatial information require more data. This is further described and shown in the next paragraph

[39].

Figure 2.12: Architecture overview of Vision Transformer, as described in the original paper.
This figure was inspired by a similar one from the original paper [8].

Applications and performance in image classification

In the original paper, the several ViT architectures were compared with a variant of the ResNet

model. The ViT and the ResNet model were all trained on datasets of varying sizes to under-

stand the data requirements and the performance of these models. The following datasets were

used to train these models, from smallest to largest: ILSVRC - 2012 dataset, ImageNet 21K,

JFT-300M dataset. After being trained on all these datasets, the models were then transferred

to standard image classification benchmark datasets [8]. Through the experiments, it is shown

that a ViT model pre-trained on the JFT-300M dataset outperforms the ResNet models on all

benchmark tasks, while the ViT model that is pre-trained on the smaller ImageNet-21K dataset

achieves good results, but is not able to outperform the state-of-the-art models on any of the
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tasks. Finally, the ViT models achieved these results with far less computational resources

during pre-training than other models [8].

2.1.5 Transfer learning

Transfer learning is a way for models to quickly get good results on a dataset. Instead of

random initialization of the weights on the dataset at hand, the network is trained on another

larger dataset [28]. After the model has been trained on this larger dataset, the model is further

trained on a more task-specific image dataset. Transfer learning is typically considered when

the available training dataset is small, or if it is similar to the larger dataset that is used for

pre-training [2].

2.1.6 Augmentation techniques

Traditional augmentation

Data augmentation is a technique used to increase the size of a training dataset and is commonly

used within deep learning. As mentioned earlier, deep learning models require huge amounts

of data, however acquiring such datasets is not easy. Data augmentation encompasses several

techniques to increase both the variety and the size of a dataset [40].

There are many types of augmentation techniques used for images, and they can be roughly

separated into two categories: photometric and geometric transformations. Photometric trans-

formations, also known as color space transformations, refer to techniques that manipulate the

pixel values of an image. Some common photometric transformation techniques include con-

trast, sharpness, blurring, color changes, and brightness adjustments [40]. On the other hand,

geometric image transformations refer to the image augmentation techniques that manipulate

the spatial arrangement of the pixels in an image. When applied, the width, height, and ori-

entation of the image will change. Some common geometric image transformation techniques

include flipping, cropping, and translations. Geometric transformations are useful to tackle

positional bias in the dataset. When used together, photometric and geometric image augmen-

tation can increase the quality of the dataset, and lead to a better-performing model [40].
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The use of photometric and geometric augmentations in this study will be described in

Section 3.3.2. However, it is important to note that an excessive amount of image augmenta-

tions may decrease performance [41]. This issue often arises when the augmentations cause

the images to become overly correlated, which limits the model´s ability to learn a diverse set

of features, and generalize effectively. This problem of augmentation is much more evident

when augmentation are applied to smaller datasets [27]. This point will be discussed further in

Section 5.1.3 and 5.1.4.

DCGAN

Generative Adversarial Networks (GANs) are a class of machine learning networks, that uses

two separate neural networks to generate new synthetic data. These two networks, which are

called discriminator and generator, are trained simultaneously. The generator is trained to gen-

erate new data, while the discriminator is trained to separate the fake data from the real data.

The approach for GANs and the relationship between the generator and discriminator can be

looked at as a game. The task of the generator is to generate images that are indistinguishable

from the rest of the real data, while the discriminator has the task of trying to distinguish those

generated images. Both the discriminator and the generator train and get better using each

others feedbacks. Since the initial release of GANs, many variants of the model have been re-

leased, but the general philosophy of GANs across all variants remains the same. Also, GANs

can be described as a unsupervised learning approach [42].

The desired outcome of the training loop in GANs is for the generator and discriminator

to reach an equilibrium. A GANs network has reached an equilibrium if the generator can

generate images that are indistinguishable from the real images, and the discriminator makes

random guesses on whether an image is real or fake. This means that both the generator and

the discriminator have nothing to gain from adjusting their weights and biases [42].

Deep convolutional generative adversarial networks (DCGAN) is one of the most well-

known variants of GANs, and was introduced in 2016. The generator and discriminator from

the original GANs network consist of neural networks. However, in DCGANs, the neural

networks are replaced with a CNN. The generator in DCGANs will generate images using a
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convnet architecture. It will take a vector as input, and upsample it to an image. It does so using

transposed convolutions. These transposed convolutions will increase the width and the height

while reducing the depth. The transposed convolutions are followed by a batch norm layer and

a LeakyReLU activation. This structure continues until the final layer, where a tanh activation

function is applied. The use of CNNs in the discriminator is much more familiar, as it´s task

is to predict an image. Therefore, the input to the discriminator is an image, and it outputs a

prediction vector, similar to the CNNs explained earlier in this section [42].

There are several ways to evaluate the quality of the synthetic images created by GANs.

The first and most obvious way is to simply look at the images and evaluate their quality.

Furthermore, the progress of the training process in GANs can be monitored by observing the

model losses of both the generator and the discriminator. However, a more statistical way of

measuring the quality of the generated images is through the inception score [42]. The details

of this will be elaborated in Section 2.1.7.

The training process of GANs can be complex, and there are several challenges one might

encounter during this process. Some of the main problems that might occur include mode

collapse, slow convergence and overgeneralization. Mode collapse happens to GANs when

it starts generating very similar images. The detection and monitoring of this behaviour can

be performed by visually inspecting the images. Slow convergence of the generator and dis-

criminator loss is another big problem that affects GANs, and is largely due to computational

constraints during the training process. Lastly, overgeneralization happens when GANs gener-

ate new synthetic images that has elements that should not be present in the image [42].

GANs generally require a large amount of data to perform effectively and avoid overfit-

ting, which is a key problem when working with small datasets. More specifically, the use of

smaller datasets can cause the discriminator in GANs to overfit on the training data, leading the

training process to diverge. This essentially means that the discriminator becomes too good at

distinguishing between real and synthetic images. A common way to tackle this problem, is by

using data augmentations on the dataset the GANs trains on. However, a possible consequence

of this could be that the GANs learn from the augmented images in its train data. This result

in the GAN network to generate images that have features similar to the augmented images,
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and can be referred to as augmentation ”leakage”. This was described in the paper Training

Generative Adversarial Networks with Limited Data by Karras et al. [43], and its role in the

training process of the DCGAN model in this thesis will be discussed further in the Discussion

chapter.

2.1.7 Model evaluation

Model evaluation is an important task in machine learning. As described, a dataset is divided

into subsets, which are evaluated on their own. The resulting performance indicate how well

a machine learning model generalizes. There is a wide variety of model evaluation techniques

available that aim to improve the generalization capabilities of machine learning models, and

overall a better model [27]. The metrics used for this thesis, will be described below.

The predicted samples are generally divided into four groups, as described here [2]. These

groups are as follows:

1. True Positive(TP): This is a positive prediction made by the model, and the label was

also positive.

2. False Positive(FP): This is a positive prediction made by the model, but the label was

negative.

3. True Negative(TN): This is a negative prediction made by the model, and the label was

also negative.

4. False Negative(FN): This is a negative prediction made by the model, but the label was

actually positive.

Confusion matrix

A confusion matrix is a square matrix, that visualizes the counts of True Positive (TP), True

Negative (TN), False Positive (FP), and False Negative (FN) predictions made by the machine

learning model [22]. It is widely used to understand how well the model performs at making

correct predictions [2]. Figure 2.13 is a visualization of the confusion matrix.
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Figure 2.13: Confusion matrix with TP, FP, TN and FN.

Accuracy

Accuracy is a metric used in machine learning to measure the performance of a model. It tells

how many of the model´s predictions were correct, and does so by finding a ratio between the

number of correct predictions, and the total number of predictions. Using this ratio, one can

answer the question of how often the model correctly predicts a sample [2]. The formula for

the accuracy metric is shown below.

Accuracy =
Number of Correct Predictions
Total Number of Predictions

=
T P+T N

T P+T N +FP+FN
(2.7)

Inception score

Inception score (IS) is a statistical method used to evaluate the synthetic images generated

with GANs. This method has been shown to closely match the human perception of what a

good quality image is [42]. The IS score is calculated using a pre-trained inception model to

compute the logits of the generated images. With this approach, the IS score provides insights

into the diversity and quality of the generated images [44]. Consequently, the higher the IS

score, the better the diversity and quality of the images. Understanding what constitutes a good

IS score is useful for evaluating synthetic images based on this metric. In the paper How good

is my GAN?, the details of the IS-score and the definition of a good IS score was discussed

[44]. In one of the experiments, it was shown that the real images of the well-known CIFAR10

dataset had an IS-score of 11.33. Furthermore, a DCGAN trained to generate images from this

dataset resulted in an IS score of 6.69. A SNGAN was also trained on the same dataset and
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achieved an IS score of 8.43, and was described to generate good quality synthetic images [44].

These scores will be used as a benchmark for comparing the IS scores of the synthetic images

generated by the DCGANs in this thesis, later in the discussion section.

2.2 Review of related literature

The development of self driving cars started in the 1980s by researchers and car companies.

Since then, many achievements and milestones have been reached within this field. The archi-

tecture of self-driving cars can be roughly divided into two main parts: Perception system and

decision-making system. The perception system consists of many subsystems, which together

will help the self driving car to estimate the state of the car and give a representation of the envi-

ronment [16]. The focus of this thesis will be to investigate the effect of selected deep learning

models when considering data with different variations, in traffic object and participant classi-

fication systems. The following paragraphs will take a look into some recent research within

deep learning models, and GANs in the context of self driving cars.

Traffic sign detection using a CNN model

Recognizing traffic signs is an important part of the perception system of a self driving car. The

classification of these traffic signs are often used with CNN-based deep learning algorithms.

Farag et al. proposed a CNN model called ”WAF-LeNet” for traffic sign recognition and detec-

tion, in the paper called Recognition of traffic signs by convolutional neural nets for self-driving

vehicles [45]. The proposed CNN model is described as an upgraded version of the popular

LeNet-architecture. Their model has a depth of 15 layers, which consist of convolutional,

ReLU, pooling and fully connected layers. The learning process of the ”WAF-LeNet” - model

was performed using the ”German Traffic Sign Dataset - GTSRB”, and an adam optimization

algorithm was also used. The result of the training process was a 100% accuracy on the training

data, 96.4 % accuracy on the validation data and 94.5% accuracy on the testing data. Several

other papers have proposed CNN models with higher accuracies, but the CNN model in this

paper distinguishes itself from the others due to its smaller size. The preprocessing steps con-
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sisted of normalization, converting the RGB images to grey-scale, further normalization on the

newly created grey-scale images and a Gaussian blur was applied for filtering noise. Finally,

the training data was shuffled to avoid pattern memorization. As a test for the robustness of the

model, additional images were downloaded from the web. The fully trained WAF-LeNet was

tested on these new images, and only achieved an accuracy of 50%. However, once the added

images were preprocessed (using cropping, centering and rotation), they were all classified

correctly by the model [45].

Reliability of GANs generated data for perception systems in self-driving cars

The advancements in deep learning models is a contributing factor in recent developments

within perception tasks for self-driving cars. These deep learning models require a large amount

of data to generate good and reliable predictions, which is especially important for self-driving

cars. However, collecting data for self-driving cars is expensive and time consuming. More-

over, a self-driving car system must be able to tackle many real life scenarios that are rare, or

do not exist at all in the training data. This is known as the long tail problem. GANs have

emerged as a useful tool to tackle the challenges mentioned above [46].

The paper [46] aims to explore the reliability of GANs generated data for perception sys-

tems for self-driving cars. The authors of the paper, which is called Reliability of GAN Gen-

erated Data to Train and Validate Perception Systems for Autonomous Vehicles, conducted

several experiments. One of the experiments performed in this paper was object detection us-

ing YOLOV5 on images that are data generated by a CycleGAN. The research team created a

dataset by collecting day-time and night-time images on the highway. However, only 10% of

the dataset were in the night-time domain, and the rest were taken during the day-time. The

goal of this experiment was to generate night-time images using GANs, and explore its impact

using the predictions made by the deep learning model. A pretrained CycleGANs is used, and

is further trained on the dataset from this paper, for 200 epochs. The resulting GANs, created

night-time images from the original day-time images [46].

The GANs generated images were added to the training set to understand the impact of

GANs. In the experiment, the researchers started with an initial dataset with real night data.
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The GAN generated night-time images are added to the training set, and the impact of the

added images is monitored. It was shown through the various tests that the addition of more

GANs generated images in the night time training set, increased the mean average precision of

the night-time test set. GAN generated images were also added to the test data, as part of the

experiment for object detection in this paper. The purpose of adding the images to the test data

was to explore the safety and reliability of using GANs to evaluate models before deployment.

For this smaller experiment, it was shown that the mean average precision values remain in the

same range, but the class-wise average precision varies a lot [46].

Overall, it was shown that adding GAN generated images to the original dataset can sub-

stantially increase the performance of deep learning models [46].

Vision Transformers in self-driving cars

Vision Transformers have revolutionized the field of computer vision, and is emerging as an

alternative to CNN based models in autonomous driving as well. The unique architecture of

Vision Transformer models, with their global scene understanding, together with their ability

to process data parallelly makes them ideal for systems in self-driving cars. The various Vision

Transformer models are praised for their versatility in computer vision tasks, especially within

self-driving cars [47]. Pedestrian detection is an important feature for self-driving cars. The

current pedestrian detectors used for autonomous driving systems are shown to be bad at han-

dling small domain shifts in cross-dataset evaluations, and this was discussed in this paper [48].

The authors of this paper explained the bad performance with a limited generalization, and the

deep learning models being too tailored to the training dataset. In this paper, a performance

comparison between a CNN model and a transformer model was conducted. The purpose of

this experiment was to evaluate how these two models compare in the ability to generalize on

a new different dataset, when pre-trained on an initial dataset. It was shown that transformer

models outperform CNN based networks in cross-dataset evaluation. However, when the shift

in domain is large between the original dataset, and the dataset used for evaluation, and when

the size of the training dataset is increased, it is shown that the CNN models perform better and

are more robust to the domain shift than the transformer models. This is a finding that differs
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from the findings of other similar experiments in the literature. Cascade R-CNN, HRNet and

Swin Transformer were used to make this comparison [48].

2.2.1 Study aim

After a review of the existing literature on deep learning models and self driving cars, it is

evident that there remains a gap in knowledge regarding the impact of data with different vari-

ations on deep learning models. This thesis aims to bridge this gap by focusing on five popular

deep learning models, and perform image classification on three different datasets. As this is

an exploratory study, the impact of original, augmented, noisy, and GAN-generated images on

deep learning models will be explored to gain a better understanding of the topics. The perfor-

mance and behaviour of these models on the three datasets will be discussed and compared later

in Chapter 5. Furthermore, the resistance of these models against noise will also be discovered

through one of the datasets. The following chapter will detail the methodology and findings of

this study.
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Chapter 3
Methodology

This chapter covers the material and methods used to answer the research questions of this

thesis. It begins by covering the tools and libraries used in the experiments. Then, a detailed

four-stage workflow will be described. In this workflow, the implementation of the deep learn-

ing models will be presented. These models have been trained, tuned and tested using three

different datasets, which have been used to compare the different models.

3.1 Tools

3.1.1 Software

The main codes of this thesis, which includes both the deep learning models and the DCGANs

were executed using Google Colab Pro. Python version 3.10.12 was used with the various

GPUs provided by Google Colab Pro. TensorFlow together with Keras, and PyTorch were the

main libraries used to build the deep learning models and DCGANs.

3.1.2 Hardware

Image augmentations on the initially collected images, along with image upsampling using

bicubic spline interpolation for DCGAN images, were performed locally on a 13-inch Mac-

Book Pro 2020. This was carried out using an Intel Core i5 processor without any GPUs. The

procedures were implemented in a Jupyter Notebook environment using Python Version 3.9.7.
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The image upsampling process is further elaborated in Section 3.3.2.

3.2 A2D2 dataset

The images used to create the three datasets of this thesis, were collected using a subset of

the Audi Autonomous Driving Dataset (A2D2). This is a dataset created by the German car

manufacturer Audi in 2020 and was made available under the CC BY-ND 4.0 license [21]. A

more detailed explanation of the dataset itself and its structure will be given in Section 3.3.1.

3.3 Workflow

Figure 3.1: Illustration of the workflow used in this thesis. This consist of data understanding,
data preparation, modelling and evaluation. This figure was inspired from a figure here [9].

A standardized workflow was followed throughout the entire project. The purpose of this work-

flow is to introduce structure, efficiency and reproducibility for other researchers who may wish

to replicate the results of this thesis. The workflow of this thesis consist of four stages, which

are: data understanding, data preparation, modelling and evaluation. These stages were se-

lected because they are most relevant to and effectively address the research questions of this

thesis. It is also important to note that each deep learning model used in this thesis was iden-

tically configured across all datasets it was used on. The following subsections will further

elaborate on each of the four stages proposed in this workflow.

3.3.1 Data understanding

The first stage of this workflow is data understanding, which involves identifying, collecting,

and exploring data. Previously, the A2D2 dataset was introduced as the initial source for image
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collection. The process of data understanding was carried out through these activities and the

insights gathered will be detailed in the following paragraphs. A significant part of this stage

involved reviewing and comprehending the details about the A2D2 dataset using the paper

titled A2D2: Audi Autonomous Driving Dataset. This paper, authored by the researchers who

developed the A2D2 dataset, covers essential details of the dataset [21].

The A2D2 dataset features data recorded from scenarios such as highways, country roads,

and city streets in southern Germany, with images captured under various weather conditions

including cloudy, rainy, and sunny. The research team at Audi created this dataset by equipping

an Audi Q7 e-tron with camera sensors and LiDAR sensors, however only the images from the

camera sensors were used for this thesis. This vehicle was equipped with six camera sensors,

which are placed in the following areas of the vehicle: front-centre, left-centre, right-centre,

side-right, side-left and rear-center. An overview of the camera setup for the vehicle used

is shown in Figure 3.2. Together, these six cameras give a 360 degree surround view of the

environment [21].

Figure 3.2: The camera setup used on to capture the data in the A2D2 dataset. The cameras are
placed in the following locations on the cars: front-centre, left-centre, right-centre, side-right,
side-left and rear-center.

The complete A2D2 dataset have several subsets suited for various tasks. This includes a

dataset for semantic segmentation, 3D bounding boxes and point cloud segmentation. However,

only the semantic segmentation dataset was used to create the three datasets in this thesis. This

subset of data is divided into several data sequences taken from different scenery’s. All the data

sequences in the semantic segmentation dataset were used to collect the images for the datasets
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in this thesis. Each sequence have both camera and LiDAR data, but as mentioned, only the

camera data was considered for this thesis [21].

3.3.2 Data preparation

Data preparation is a critical stage in any data-driven project, especially in deep learning and

image classification. A well-structured and effective data preparation can serve as a foundation

for enhanced performance of the deep learning models. The data preparation methods used in

this thesis are divided into two parts: data collection and data preprocessing. The outcome of

these steps is three different datasets, which are going to be used by the deep learning models.

The techniques and methodologies used in these processes will be explained in the following

paragraphs.

Data collection

The datasets for this thesis were manually collected and annotated. As noted earlier, the se-

mantic segmentation sub-dataset from A2D2 served as the source of the images used to create

the three datasets in this study. These three datasets were specifically tailored for the image

classification task addressed in this thesis.

The images for the new datasets, suited for image classification tasks, were collected from

the camera images of the A2D2 - semantic segmentation dataset. This new dataset consisted

of six classes, which were: Car, trailer, cyclist, pedestrian, sidewalk and traffic light. These

objects were chosen as classes, because of their importance in the traffic and their presence in

the dataset. The images were chosen from the various data-sequence folders in the Semantic

Segmentation dataset. Furthermore, images from all different cameras: Front-center, front-left,

front-right, side-left, side-right, and rear-center were included to create a dataset that could lay

the foundation for a model capable of generalizing well.

It´s important to properly define the class definitions before collecting the images for the

six classes. During the data collection process, the following definitions were considered for

each of the six classes:
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Pedestrian: The pedestrian class is defined as images where a person is walking or is on

foot in an area where vehicles operate. Images of two or more people were also included in this

class.

Car: The car class is defined as images with one or more cars. Both moving and parked

cars were considered as part of this class

Sidewalk: The sidewalk class is defined as images featuring a sidewalk, which is described

as a path on the side of a road where pedestrians can walk.

Trailer: The trailer class is defined as images of large vehicles used for transportation. Trail-

ers, both with and without the trailer compartment attached, were considered as part of this

class. As with the previous classes, images featuring one or more trucks were included.

Traffic Light: The traffic light class is defined as a set of red, yellow, and green lights that

control the movement of vehicles. Pedestrian traffic lights were also included in this class.

Cyclist: Lastly, the cyclist class is defined as images of a person who rides a bicycle, or walks

with a bicycle. Images featuring one or more cyclists were also considered as part of this class.

After collecting all the images, these were cropped using an image editor. The motive

behind this was that many of the images had several classes present in each image. By cropping,

the main object in each image was mostly reduced to only one class per image. However, this

was not possible for all of the images. The cropped images were of size 224 x 224, or larger.

The intuition behind this was that many of the deep learning models used in this thesis had

a recommended size of 224 x 224. Finally, the dataset after cropping the images had the

following class distributions:
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Class Number of Images

Car 348

Cyclist 194

Pedestrian 315

Sidewalk 394

Traffic Light 257

Trailer 269

Table 3.1: Number of images per class, after image collection.

As seen, there is a class imbalance in the collected images, which is not ideal for use in deep

learning tasks. Moreover, the amount of image samples for each class is not sufficient enough

for large deep learning models, like the ones used in this thesis. Also, for a comprehensive

comparison between the deep learning models for self-driving cars, experiments on various

different datasets is desired. As a result of this, three datasets were created using the collected

images described above. These three datasets are very similar to each other, and were created

using data augmentation, manual cropping and synthetic images from a DCGAN. The process

of creating these datasets will be further elaborated in the next few paragraphs.

Data preprocessing

Data preprocessing is an important step in machine learning. This section describes how the

collected images were prepared to create three new datasets for the deep learning models. As

mentioned, three methods were used to generate these datasets: data augmentation, manual

cropping and GANs. These methods were essential in ensuring that the final three datasets are

robust and reliable for use, and for creating datasets that would address the problem statement

and research questions of this thesis.

Data augmentation

Data augmentation techniques were used to expand the size of the collected dataset, includ-

ing both photometric and geometric transformations of the originally collected images. The
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photometric augmentation techniques included adjustments in brightness, contrast, saturation

and hue. Moreover, cropping and horizontal flip was applied as geometric transformation tech-

niques. These transformations were applied uniformly across all classes, ensuring that each

class contained 600 images, thereby addressing issues of class imbalance and insufficient im-

age data. The augmented images, along with the original images, were used to create the first

dataset for this thesis. The number of normal, and augmented images for each class in the first

dataset after this augmentation process is shown in Table 3.2. The images of each class were

divided into train and test sets. This resulted in a per-class train set size of 480 images, and 120

for the test images. Also, this dataset acts as a base for the next two datasets in this thesis. The

following two datasets will only add additional images on top of this first dataset.

Category Normal Augmented Total number of images

Car 348 252 600

Cyclist 194 406 600

Pedestrian 315 285 600

Sidewalk 394 206 600

Traffic Light 257 343 600

Trailer 269 331 600

Table 3.2: Distribution of normal and augmented images in the first dataset. The 600 images
for each class were further divided into 480 images for the train set and 120 images for the test
set.

Manual cropping for noisy mixed-class images

Manual cropping of images was performed to introduce noise into the dataset. Earlier, the

images were cropped to contain primarily a single class per image. However, to introduce

noise, new images were cropped to have 2 or more classes per image. From the initial A2D2

dataset, 50 new images were collected, cropped, and added to the first dataset. The resulting

dataset, which is the second dataset used in this thesis, consists of 650 images per class. These

noisy images were included in the training set. After dividing the dataset into train and test sets,

the training set for each class contained 530 images, while the test set contained 120 images per

class. An overview of the distribution of normal, augmented and noisy images in the second
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dataset is shown in Table 3.3.

Class Normal Augmented Noisy Total number of images

Car 348 252 50 650

Cyclist 194 406 50 650

Pedestrian 315 285 50 650

Sidewalk 394 206 50 650

Traffic Light 257 343 50 650

Trailer 269 331 50 650

Table 3.3: Distribution of normal, augmented and noisy mixed-class images for the second
dataset. The 650 images for each class were further divided into 530 images for the train set
and 120 images for the test set.

GANs

A Deep Convolutional Generative Adversarial Network (DCGAN) was used to generate syn-

thetic images for each class in this thesis. The initially collected images for each class from

the A2D2 dataset were increased to 1000 images per class, using the same augmentations used

to increase the first dataset. Additionally, all images were resized to 224 x 224 pixels. This

approach is based on the premise that GANs typically require a substantial amount of data to

generate high-quality images, as noted in Section 2.1.6. The DCGAN was trained separately

for each of the six classes described earlier and underwent 1000 training epochs. Throughout

the modelling process, several hyperparameters were adjusted to optimize results. An adaptive

learning rate was employed for each class as an attempt to maintain balance between the dis-

criminator and generator losses. At the end of the 1000-epoch training period, images were

generated and saved. The synthetic images produced by the DCGANs were initially 64 x 64 in

size. Although a DCGAN capable of producing 224 x 224 images was also tested, the quality

of the images was inferior compared to the 64 x 64 images. Consequently, an upsampling tech-

nique using bicubic spline interpolation was applied to enhance the 64 x 64 resolution images
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up to 224 x 224, to match the rest of the images. The original dataset (first dataset), as men-

tioned previously, served as a baseline for creating the third dataset with the synthetic images.

After the DCGAN training process, 64 images per class were generated, but only 15 images

were selected for inclusion in the third dataset. These 15 images were added to the initial base-

line dataset, resulting in a third dataset comprising 495 training images per class, while the test

set remained at 120 images per class. An overview of the image type distribution is shown in

Table 3.4 below.

Class Normal Augmented Synthetic Total number of images

Car 348 252 15 615

Cyclist 194 406 15 615

Pedestrian 315 285 15 615

Sidewalk 394 206 15 615

Traffic Light 257 343 15 615

Trailer 269 331 15 615

Table 3.4: Distribution of normal, augmented and synthetic images for the third dataset. The
615 images for each class were further divided into 495 images for the train set and 120 images
for the test set.

Data summary

The three datasets described earlier in this thesis will from this point forward be referred to by

shorter names. The first dataset, comprising normal and augmented images, will be known as

NAI dataset (Normal and Augmented Image Dataset). The second dataset will be designated as

NANI dataset (Normal, Augmented, and Noisy Image Dataset), while the third will be called

NASI (Normal, Augmented, and Synthetic Image Dataset). Table 3.5 provides an overview

of the image distribution for each dataset, along with their key characteristics. As previously

mentioned, the NAI and NANI datasets have been utilized across all deep learning models,

whereas the NASI dataset has been exclusively applied to VGG-16 and Vision Transformer
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models.

Dataset Train (Images per class) Test (Images per class) Key characteristic

NAI dataset 480 120 Normal + augmented
NANI dataset 530 120 Normal, augmented, and noisy mixed class
NASI dataset 495 120 Normal, augmented and synthetic

Table 3.5: Overview of all three datasets used in this study. The train and test sizes for all
datasets are also shown, together with the key characteristics for each dataset.

3.3.3 Modelling

Modelling is an important step in deep learning and represents the third stage of this workflow.

The goal of this stage is to focus on the deep learning models used in this thesis and solve the

given research problem. This subsection will go through the building process of the models, and

how they were optimized and fine-tuned to reach the best possible performance. The modelling

stage is crucial, as this is where the models are trained to extract information from the data.

Choice of deep learning model

Having a variety of different deep learning models to solve the research problem, is important

for the comparison of the different models. VGG-16, ResNet-50, WideResNet-50, Efficient-

NetB0 and ViT were all used on the three datasets described earlier. These models were chosen

for this task, due to their high performance in many benchmark tests as described in Section

2.1.4. All of the deep learning models can be categorized into convolutional neural networks,

except the ViT model. This model was used in the thesis to compare the established CNNs to

a state-of-the-art model in computer vision. The ViT model was compared against the best-

performing CNN model across all three datasets, which was the VGG-16 model.

Normalization and resizing

All input data was normalized before being processed by the various deep learning models used

in this thesis. Normalization was performed before the data was fed into the networks. RGB

images have pixel values ranging from 0 to 255. Generally, neural networks struggle to handle

input data with very large values, which can hinder the model´s ability to converge. To address
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this, the RGB pixel values are usually re-scaled, and this is a normalization technique used for

image data [27]. The resulting pixels are adjusted to a range between 0 and 1.

Additionally, the images in the three datasets varied in size. Consequently, images in all

datasets were resized to 224 x 224 before being used by the deep learning models. This stan-

dardization was crucial, providing consistent input across all models and facilitating more fair

and accurate comparisons between them.

Model customization

Transfer learning was used for all deep learning models in this thesis. Although the size of the

input data was increased using several techniques, the three datasets remain relatively small in

the context of deep learning. Having a small dataset can lead to challenges in learning fea-

tures, as the model may overfit [49]. As mentioned earlier in Section 2.1.5, transfer learning

is an effective way to address some of the challenges involving smaller datasets. Therefore,

it was used for all models, utilizing both Pytorch’s and TensorFlow’s implementations of this

technique[50][51]. In this study, VGG-16, ResNet-50, EfficientNetB0 and the Vision Trans-

former model were executed using Keras, while WideResNet-50-2 was implemented using

PyTorch.

The implementation of transfer learning for the deep learning models followed a general

procedure that can be summarized in the following steps:

1. Model initialization: A pre-trained model is loaded. Here, the model is trained on the

ImageNet dataset.

2. Freezing layers: The weights in the pre-trained model have been carefully trained for

many epochs on the ImageNet dataset. If training begins with the entire network, it can

disrupt these learned weights. To prevent this, all or part of the model is frozen, and

training is focused only on the last few layers [52].

3. Model modifications: The original pre-trained model is trained on the ImageNet dataset,

which consists of 1000 classes. Therefore, the original final layer(s) are replaced with

one or more custom layers.
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The primary variations in the transfer learning approaches for the deep learning models

involve the number of layers frozen, the number of final layers removed, and the structure

of the newly added output layers. Numerous adjustments were made to the transfer learning

procedures of each model. These modifications included changes to the number of layers to be

unfrozen, as well as the structure of the final few layers. Finally, it is important to mention that

all the deep learning models in this thesis were trained for 100 epochs.

Optimization

Adjusting relevant parameters can enhance the model’s performance. The model hyperparam-

eters were primarily adjusted manually, using observations and the behavior of the models as

indicators for the necessary adjustments. Additionally, a learning rate scheduler was experi-

mented with for all the models and implemented if it resulted in increased performance. The

purpose of the learning rate scheduler is to optimize the learning rate throughout all the epochs

of the model. Only ResNet-50 and EfficientNetB0 benefited from the learning rate scheduler,

and consequently, they were the only models to have it included in the final code. Moreover,

categorical cross entropy was the loss function used for all of the models, and adam was used

as an optimizer. However, the ViT model used the slightly different adamW optimizer, which

yielded better performance compared to the regular adam optimizer.

3.3.4 Evaluation

Model evaluation is the final stage of this workflow and is performed using several techniques.

This step is essential, as it allows for the conclusions to be drawn from the research questions

through the evaluations and enables the comparison of different models.

Performance metric for deep learning models

The deep learning model´s ability to predict the images in the train and test set were both mea-

sured using a performance metric. The performance metric used to evaluate the deep learning

models in this thesis was accuracy, and was described elaborately in Section 2.1.7.
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DCGAN evaluation

The DCGAN used in this study was evaluated using several methods. First, the synthetic

images generated at the end of the training process were visually assessed. Additionally, model

loss plots were created to monitor the performance of the generator and the discriminator across

the epochs. Finally, the inception score of the model was calculated, and an inception score plot

was generated to statistically evaluate the diversity and quality of the images. The details of

these evaluation techniques for GAN were covered earlier in Section 2.1.7 and 2.1.6.

Confusion matrix

Finally, a confusion matrix was generated for each deep learning model, after the training

process. It was used as a tool to visualize the deep learning model´s performance, and to

understand the types of errors the models make. These matrices will be shown in the next

chapter.
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Chapter 4
Results

This chapter presents the results of the experiments conducted in thesis. It includes outcomes

from the deep learning models on the datasets they were used on, as well as the performance

of the DCGAN. The goal of this chapter is to provide the necessary information to answer the

research questions introduced in Chapter 1. It should be noted that the configuration of the

deep learning models remained consistent across the datasets; the same hyperparameters and

configurations were used regardless of the dataset each model was applied to.

4.1 NAI dataset

This section will present the results obtained from the deep learning models trained on the

NAI dataset (dataset with normal and augmented images). Each model’s performance will be

visualized through accuracy plots, loss plots, and confusion matrices. Finally, the performance

of each deep learning model on this dataset will be visualized in a single plot.

4.1.1 VGG-16

VGG-16 model was implemented as a pre-trained model, and further trained using the dataset

with only augmented images, which was described in the previous chapter. When trained for

100 epochs, the VGG-16 network achieved a best validation accuracy of 99.44% on the last

epoch, and the corresponding training accuracy equaled to 99.48% . The model accuracy and

model loss plots are shown in Figure 4.1a and 4.1b.
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(a) Model loss (b) Model accuracy

Figure 4.1: Model loss and accuracy plots for VGG-16 model, for NAI dataset.

Additionally, a confusion matrix was created after the end of the training process, and show-

cases the types of predictions the model makes on the validation set, after training the model

for 100 epochs. As one can see from the confusion matrix, four images were misclassified in

the validation set.

Figure 4.2: Confusion matrix for VGG-16 model, on the validation set of the NAI dataset.
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4.1.2 ResNet-50

ResNet-50 model was implemented as a pre-trained model and further trained on the NAI

dataset. When trained for 100 epochs, the best validation accuracy was 81.82%, and this was

achieved on the 83rd epoch. The corresponding training accuracy for this epoch was 77.92%.

The model accuracy and model loss plots are shown in Figure 4.3a and 4.3b.

(a) Model loss (b) Model accuracy

Figure 4.3: Model loss and accuracy plots for ResNet-50 model, for NAI dataset.

The confusion matrix for this ResNet-50 model was also computed after the training pro-

cess. This is shown in the figure below. From the confusion matrix, one can see that the

ResNet-50 model misclassified 108 images on the dataset with only augmented images.
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Figure 4.4: Confusion matrix for ResNet-50, on the validation set of the NAI dataset.

4.1.3 EfficientNetB0

EfficientNetB0 model was implemented as a pre-trained model, and further trained using the

dataset with only augmented images, which was described in the previous chapter. When

trained for 100 epochs, the highest validation accuracy of the model was 44.32%, which was

achieved on the 48th epoch. The corresponding training accuracy was 39.03%.

(a) Model loss (b) Model accuracy

Figure 4.5: Model loss and accuracy plots for EfficientNetB0 model, for NAI dataset.
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The confusion matrix for the EfficientNetB0 was computed in a similar way as the previous

models. This is shown in the Figure 4.6. As one can interpret from it, the EfficientNetB0

model misclassified 424 images, which means that the model misclassified more than half of

the images. It can also be seen that the model classifies many of the samples as sidewalk class.

Figure 4.6: Confusion matrix for EfficientNetB0 model, on the validation set of the NAI dataset.

4.1.4 WideResNet-50-2

WideResNet-50-2 model was implemented as a pre-trained model and further trained using the

NAI dataset. It was trained for 100 epochs, and the highest validation accuracy, 92.36%, was

achieved at the 14th epoch, with the corresponding training accuracy at 87.50%. The model

accuracy and loss plots below shows that the model reaches convergence very early in the

training process. After this point, both the validation and training accuracies, as well as the

loss, remain mostly unchanged throughout the remainder of the training. This behaviour will

be further discussed in the next chapter.
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(a) Model loss (b) Model accuracy

Figure 4.7: Model Loss and Accuracy plots for WideResNet-50-2 model, for NAI dataset.

The confusion matrix for the WideResNet-50-2 network was computed similarly to the

other models in this thesis. A total of 68 images were misclassified by the model.

Figure 4.8: Confusion matrix for WideResNet-50-2 model, on the validation set of the NAI
dataset.

4.1.5 Vision Transformer

Vision Transformer was implemented in this thesis as a pre-trained model and further trained

on the NAI dataset, similar to the other models. It was trained for 100 epochs, achieving its best
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validation accuracy of 70.56% at the 84th epoch. The corresponding training accuracy at this

epoch was 65.28%.

(a) Model loss (b) Model accuracy

Figure 4.9: Model loss and accuracy plots for ViT model, for the NAI dataset.

Similar to the CNN models above, a confusion matrix was computed for the Vision Trans-

former model. Using this matrix, it can be seen that 241 images were misclassified by the

model.

Figure 4.10: Confusion matrix for ViT model, on the validation set of dataset with NAI dataset.
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4.1.6 Comparison of model performance

All five deep learning models were trained and evaluated on the NAI dataset. The validation

accuracies of the models are visualized in Figure 4.11. From this, it is clear that the VGG-16

and WideResNet-50 are the two best performing models.

Figure 4.11: Validation accuracy of the deep learning models on NAI dataset.

4.2 NANI dataset

This section will describe the results from the deep learning models, using the NANI dataset

(normal, augmented and noisy images). Each model´s results will be described using model

accuracy plots, model loss plots and confusion matrices. At the end, the validation accuracies

of these models will be compared in a single plot.

4.2.1 VGG-16

As mentioned earlier, the setup for the VGG-16 model for this dataset was identical to the one

trained on the first dataset. This model was trained for 100 epochs on this dataset, and the best

validation accuracy of this model was 99.31%, and this was achieved on the 47th epoch. The
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training accuracy on this epoch was 97.74%. An overview of the model accuracy and model

loss over the 100 epochs are shown in Figure 4.12a and 4.12b.

(a) Model loss (b) Model accuracy

Figure 4.12: Model loss and accuracy plots for VGG-16 model, for NANI dataset.

A confusion matrix was also added for this model and shows the types of predictions that

were made by the VGG-16 model on the validation dataset. The model misclassified 13 image

samples.

Figure 4.13: Confusion matrix for VGG-16 model, on the validation set of the NANI dataset.
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4.2.2 ResNet-50

This model was trained for 100 epochs on this dataset, and the best validation accuracy of this

model was 79.55%, and this was achieved on the 85th epoch. The training accuracy on this

epoch was 75.70%. An overview of the model accuracy and model loss over the 100 epochs

are shown in 4.14a and 4.14b. Also, the model loss plot shows that the loss is high. This will

be discussed in the next chapter.

(a) Model loss (b) Model accuracy

Figure 4.14: Model loss and accuracy plots for ResNet-50 model, for NANI dataset.

The confusion matrix for this model is shown below. One can see that the model misclas-

sified 117 image samples on the validation set after the training process ended. The confusion

matrix corresponding to this model is shown in Figure 4.15.
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Figure 4.15: Confusion matrix for ResNet-50 model, on the validation set of the NANI dataset.

4.2.3 EfficientNetB0

The EfficientNetB0 model was also trained for 100 epochs on the NANI dataset. After training

for 100 epochs, it achieved the best validation accuracy of 40.06% on the 32nd epoch. The

corresponding training accuracy on this epoch was substantially lower, at 30.63%. The model

accuracy and model loss plot of this model on this dataset is shown in Figure 4.16a and 4.16b.

(a) Model loss (b) Model accuracy

Figure 4.16: Model loss and accuracy plots for EfficientNetB0 model, for NANI dataset.
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A confusion matrix was generated after the training process of this model. Again, it can

be seen from the confusion matrix that the EfficientNetB0 model classifies many of the image

samples as the sidewalk class.

Figure 4.17: Confusion matrix for EfficientNetB0 model, on the validation set of the NANI
dataset.

4.2.4 WideResNet-50

The pre-trained WideResNet-50 model was further trained on this dataset for 100 epochs, and

achieved a best validation accuracy of 91.94% on the 31st epoch. Here, the corresponding

training accuracy of the model was slightly lower at 85.25%. Figure 4.18a and 4.18b gives an

overview of the model accuracy and model loss over the 100 epochs of training.
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(a) Model loss (b) Model accuracy

Figure 4.18: Model loss and accuracy plots for WideResNet-50-2 model, for NANI dataset.

The generated confusion matrix for this WideResNet-50-2 model is shown below. By look-

ing at the matrix, 87 of the 720 images in the validation set were misclassified by the model.

Figure 4.19: Confusion matrix for WideResNet-50-2 model, on the validation set of the NANI
dataset.

4.2.5 Vision Transformer

The Vision Transformer model achieved a best validation accuracy of 68.19% on the 69th epoch

in the training process. The corresponding training accuracy on this epoch was 60.82%. The
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model´s progress throughout the training process can be seen in the accuracy and loss plots in

Figure 4.20a and 4.20b.

(a) Model loss (b) Model accuracy

Figure 4.20: Model loss and accuracy plots for ViT model, for NANI dataset.

The confusion matrix is shown in Figure 4.21. It shows that a total of 264 images were

misclassified by the ViT model on the validation set.

Figure 4.21: Confusion matrix for Vision Transformer model, on the validation set of the NANI
dataset.
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4.2.6 Comparison of model performance

All five deep learning models were also trained and evaluated on the NANI dataset. The val-

idation accuracies of the models are visualized in Figure 4.22. Also here, the VGG-16 and

WideResNet-50-2 are the two best performing models.

Figure 4.22: Validation accuracy of the deep learning models on NANI dataset.

4.3 NASI dataset

This section will describe the result of the VGG-16 and the Vision Transformer model, using

the dataset with GANs generated images. These two models were selected as they represent the

best-performing CNN model from two previous datasets and the newer, state-of-the-art Vision

Transformer model. As in previous experiments, the model´s accuracy and loss will be plotted,

and the predictions on the validation set will be visualized in the form of a confusion matrix.

Finally, the validation accuracies of both models will be visualized in a single comparative plot.

4.3.1 VGG-16

The VGG-16 model achieved a best validation accuracy of 99.44% on 99th epoch. For this

epoch, the training accuracy was 99.48%. This shows that this model achieved similar accura-
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cies across all datasets. The model´s accuracy and loss plot over the 100 epochs of training is

shown in Figure 4.23a and 4.23b below.

(a) Model loss (b) Model accuracy

Figure 4.23: Model loss and accuracy plots for ViT model, for NASI dataset.

As one can interpret from the confusion matrix in Figure 4.24 below, most of the image

samples in the validation set were classified correctly by the model. Only 7 image samples

were misclassified.

Figure 4.24: Confusion matrix for VGG-16 model, on the validation set of the NASI dataset.
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4.3.2 Vision Transformer

Finally, the pre-trained Vision Transformer model was further trained on the dataset NASI

dataset. After 100 epochs of training, it achieved a best validation accuracy of 75.83% on

the 98th epoch. The corresponding training accuracy was 71.82%. Therefore, the ViT model in

this study performs the best on the NASI dataset. The resulting model loss and model accuracy

plots after the training process are shown in the Figure 4.25b and 4.25b below.

(a) Model loss (b) Model accuracy

Figure 4.25: Model loss and accuracy plots for ViT model, for NASI dataset.

The final confusion matrix for the ViT model on the dataset with GANs images is shown in

Figure 4.26. One can quickly see that the VIT model makes worse predictions than the VGG-

16 model above for this dataset. Overall, the model misclassified 260 images on the validation

set.
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Figure 4.26: Confusion matrix for Vision Transformer model, on the validation set of the NASI
dataset.

4.3.3 Comparison of model performance

As noted earlier, only the VGG-16 and Vision Transformer model were trained and evaluated

on the NASI dataset with the synthetic images from DCGAN. As shown in Figure 4.27 below.

The CNN-based VGG-16 model is achieving better results than the newer ViT model on this

dataset as well.
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Figure 4.27: Validation accuracy of the deep learning models on NASI dataset.

4.4 DCGANs performance

Fake images were generated using a DCGAN trained from scratch, the results of which are

visualized in this section. The structure and details of the DCGAN were outlined in the previous

chapter. Images from each class were trained separately on the DCGAN, which then generated

images for that specific class. This section will describe and visualize the results of this training

process.

The generator and discriminator model loss plot, and inception score plot are only visual-

ized for the car class in this section. This is because both the model loss plots and the inception

score plots for all classes exhibited very similar performance and behaviour. These plots for

the other classes in this thesis are shown in Appendix A.2. Nevertheless, this section includes

visualizations of the synthetic images generated from all classes.

Through the loss plot for the discriminator and generator, which is shown in Figure 4.28,

it is observed that the discriminator´s loss decreases over time, while the generator´s loss

increases. Both losses, however, experience frequent jumps. This behaviour is consistent across

the plots for the other classes, and will be further discussed in the next chapter.
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Figure 4.28: Model loss plot for generator (blue) and discriminator (orange), for car class.

The inception score plot for the car class is shown in Figure 4.29. The details of what

inception score is, and its purpose were given earlier in Section 2.1.7. As can be seen from the

plot below, the score appears to converge at around 1.5. This pattern is also observed for other

classes, as shown in Appendix A.2.2.

Figure 4.29: Inception score plot for car class. The inception score seems to converge around
a value of 1.5.

Finally, the synthetic images that were generated after 1000 epoch for each class are shown

below. As noted earlier, 64 synthetic images were generated for each class, but only 15 of these

were chosen to be added to the third dataset. These visualizations of the generated images,
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together with the model loss plot and inception score-plot will be used in the discussion section

to evaluate and discuss the results of the GANs.

Figure 4.30: Synthetic images - car.

Figure 4.31: Synthetic images - cyclist.
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Figure 4.32: Synthetic images - pedestrian.

Figure 4.33: Synthetic images - traffic light.
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Figure 4.34: Synthetic images - sidewalk.

Figure 4.35: Synthetic images - trailer.
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Chapter 5
Discussion

The primary purpose of this chapter is to discuss the findings from the previous chapter, keeping

the research questions outlined in Chapter 1 in mind. It will include a discussion of the datasets

used and provide some possible explanations for the results observed.

5.1 Dataset

Before delving into the specific results of the experiments in this study, it is crucial to consider

several factors related to the three datasets used that might have influenced the outcomes.

5.1.1 Bias

The manual collection, annotation and cropping of the images makes the datasets vulnerable

to human bias, given by the fact that all tasks were carried out by a single individual. This

person´s subjective definitions of each class could significantly affect the dataset´s integrity,

despite the class definitions being mentioned earlier in Section 3.3.2. For instance, if the ma-

jority of images in the car class mostly feature a limited selection of brands and models, the

dataset might not accurately represent the diverse range of cars typically found on the road.

This lack of representation can potentially affect the ability of deep learning models to gener-

alize from this data.

Furthermore, the influence of human bias also affects the NANI dataset, which contains the

noisy mixed-class images. Since these were also cropped manually, the subjective decisions
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made during this process could influence the model performances. Moreover, the NASI dataset

is also affected by the ”weaknesses” of the first dataset, as the third dataset is based on the first

dataset´s normal and augmented images, together with the synthetic images.

An alternative method could have reduced some of these biases. As mentioned in Section

3.3.1, the original A2D2 dataset comprised of several subsets of data, one of which was a 3D

bounding box dataset. Instead of the semantic segmentation dataset that was actually used,

this bounding box subset could have been utilized. The use of the Bounding box dataset could

have allowed for the automatic cropping of images using bounding box coordinates, which

are included in this dataset together with the actual images [21]. This approach minimizes

human intervention, thereby reducing the potential for bias, specifically human bias. Such a

technique has been successfully implemented in other areas, as demonstrated by the following

Keras example with the Caltech Birds Dataset [53]. This technique not only standardizes the

data preparation process, but also enhances the replicability of the results. The technical details

of such an approach have not been explored in this thesis, and this is merely a suggestion for

an alternative method for cropping.

5.1.2 Generalization

The images in the A2D2 dataset were captured in various cities in Germany. Consequently, the

classes represented in this dataset are typical of German settings. This geographic specificity

suggests that while the deep learning models developed in this study effectively classify traffic-

related objects in Germany, their performance may not generalize well to datasets from different

domains. This potential limitation is crucial when evaluating the robustness of these models

across diverse datasets. Although some models demonstrated robustness within the scope of

this thesis, their performance might significantly differ when applied to datasets from other

regions.

5.1.3 Class imbalance

Furthermore, as detailed in Section 3.3.2, the initial image collection for the six classes dis-

played significant class imbalance, with a difference of 200 images between the most and
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least represented classes. To address this issue, data augmentation techniques were applied

to balance the distribution, ensuring that each class contained 600 images. While this strategy

effectively solved the class imbalance within the datasets, it may have introduced redundancy,

especially for smaller classes like cyclist. This was described earlier in Section 2.1.6.

5.1.4 DCGAN performance

The synthetic images generated from the DCGANs will be considered. The previous chapter

visualized the model loss plot for the discriminator and the generator, together with the in-

ception score plot for the car class. It can be seen from the loss plot that the generator and

discriminator have loss values that are close in the early epochs. However, after around 2000

iterations, the discriminator loss decreases, and proceeds to reach values close to zero. On the

other hand, the generator loss increases from this point and until the end of the training process.

As mentioned in the last chapter, the observations made on the model loss plot and inception

score plot for the car class can be applied and are consistent to all the other classes.

As stated, the inception scores of a GANs can be used as a statistical method to evaluate the

image quality and diversity of the generated images. The inception score plot generated during

the training process show what appears to be a convergence at a value around 1.5. Furthermore,

the plot reveals that the inception score fluctuates significantly, which might indicate substantial

variability in the quality of images generated throughout the learning process. Section 2.1.7

introduced the IS score of some GAN models in a research paper, where a well-performing

DCGAN model had an IS score of around 6.5, while the real images of a benchmark dataset

were measured to have an IS score of 8.43. Given these comparisons, the IS score of around

1.5 for the DCGAN model used in this thesis suggests that it produces relatively low-quality

synthetic images. This becomes apparent when visually inspecting the images, where one

can quickly observe the significant amount of noise present in all the synthetically generated

images. This noise becomes more visually noticeable with the upsampling operation that was

performed using the bicubic spline interpolation described earlier.

By looking at the various ways to evaluate DCGANs, it is clear that the training process

is unstable. There are many possible reasons for this, as training GANs can be challenging.
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Due to the increasing loss of the generator and the decreasing loss of the discriminator, it

appears that the generator is creating poor-quality fake data, while the discriminator easily

distinguishes between real and fake images. This issue could stem from insufficient adjustment

of the hyperparameters, particularly the learning rate. The learning rate of the DCGAN model

was adjusted several times during the modelling phase, which notably improved the quality of

the generated images. Further adjustments could potentially enhance performance even more.

Additionally, it is important to note that a learning rate adjuster was implemented. Although

this reduced the loss for the generator and discriminator, the generated images were of lower

quality. Consequently, the learning rate adjuster was not included in the final code for the

DCGAN.

Occasional spikes in the generator and discriminator losses is seen, which further underlines

the unstable nature of this DCGAN model. According to a paper by Hines [54], the reason

behind these spikes could be due to the discriminator being over-trained on a small dataset.

Consequently, the discriminator gets too powerful, leading the generator to fail in producing

high-quality synthetic images. This issue highlights the competitive nature of the generator and

discriminator, where the under-performance of one component results in the over-performance

of the other.

Additionally, many of the generated images in certain classes were very similar, indicating

a mode collapse during the training process. For instance, in the trailer class, most of the

generated images are similar. This similarity could be attributed to the lack of variety in the

training images, caused by the image augmentations used on the DCGAN’s train set. The

consequences of excessive use of image augmentations were described earlier in 2.1.6. A

similar consequence of these augmentations can be seen on the DCGAN generated images on

the traffic light class. Some of these images have features similar to the augmented images in

its train set. This was described earlier in Section 2.1.6, and was referred to as augmentation

”leakage”.

The points mentioned above are important to consider when evaluating the performance of

each deep learning model. They represent potential uncertainty factors regarding the dataset

used in this thesis and the results of the various deep learning models.

73



5.2 Interpretation of results from deep learning models

This section will look into the results of all the deep learning models across the datasets they

were used on, and give possible reasons for their performances.

5.2.1 VGG-16

The VGG-16 model achieved great results across all three datasets it was tested on, and was the

best-performing model in this study. It performed well on all three datasets, and the validation

accuracy remained consistently high across all datasets which is a sign of robustness. Moreover,

the train and validation accuracy for the model remained mostly close, which indicates an

absence of both overfitting and underfitting. Also, by looking at the confusion matrices of this

model across all datasets, it is able to successfully classify most image samples.

5.2.2 ResNet-50

The ResNet-50 model was trained on the NAI and NANI dataset in this study. It achieved good

validation accuracies on both datasets. However, it consistently showed higher training accu-

racies compared to validation accuracies throughout all epochs, and these training accuracies

remained notably more stable. As explained, this is a clear sign of overfitting. However, it can

be seen in the latter epochs that the validation accuracies approaches the train accuracies.

It is important to mention the high loss of the ResNet-50 model across the NAI and NANI

dataset, compared to the other models in this study. The ResNet-50 model achieved much

higher losses than the other models despite it having better accuracies than both the Efficient-

NetB0 and the ViT on these two datasets. A possible reason for this higher loss, could be

explained with how the Categorical CrossEntropy loss is computed. As noted in Section 2.1.2,

the Categorical Crossentropy loss, which is used for this ResNet-50 model and all the other DL

models, computes the loss by comparing the probability distribution of the predicted output

label and the true distribution of the labels. Therefore, an explanation of this abnormal loss

of the ResNet-50 model could be down to the model predicting wrong classes with very high

confidence.
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5.2.3 WideResNet-50-2

The WideResNet-50-2 model achieved much higher performance than the model it is based

on, ResNet-50. This very much confirms the statements of the WideResNet-50-2 model paper.

From the results of this model across the two datasets it was trained on, it showed great results

in both the accuracy and loss. As briefly mentioned in the Result chapter, the WideResNet-50-2

model converged very quickly across both datasets, and reached train and validation accuracies

around 90% . This is similar to how the VGG-16 model behaved, but where the VGG-16

model´s accuracy increased gradually throughout the training process, the accuracy and loss of

the WideResNet-50-2 model remained almost constant throughout the whole training process.

A possible explanation for this could be that the initial learning rate of the model could have

been set too high, which makes the model quickly converge to a local minimum, and not a

global minimum. This can lead to the model not being able to escape and is stuck here for the

rest of the training process.

Also, this model is experiencing a higher validation accuracy compared to the training

accuracy. This is more notable for the NANI dataset, which contains the noisy mixed-class

images in the train set. This is an unusual behaviour and might indicate a problem with how

the images in the datasets are distributed. As described, augmentation was used to increase

the number of images in the datasets. However, when splitting the dataset into train and test,

the ratio between the normal and augmented images were not considered. In other words, the

proportion of normal and augmented images is not constant between the train and test set.

5.2.4 EfficientNetB0

Already on the first dataset, this models has difficulties to learn. It does also show signs of

overfitting on both of the datasets it was trained on, but this is especially evident when looking

at its model loss and model accuracy graph for the NANI dataset. Moreover, by looking at

the confusion matrix, one could see that the model classifies almost all classes as simply the

sidewalk class. This low performance does not match with the performance of EfficientNetB0

on the ImageNet dataset, where it exceeded the performance of ResNet-50.
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There could be many explanations to this poor performance. One possible reason could be

due to the initial distribution of classes in the initially collected images. As seen in Section

3.3.2, the collected images ended up having an unbalanced distribution, and the sidewalk class

had the most images. This unbalanced distribution was tackled by image augmentation, which

increased the size of all classes to 600, for the first dataset. However, since the EfficientNetB0

model classifies most image samples as simply the sidewalk class, it might be that the image

augmentations increase the samples in each class of the dataset, without adding meaningful

diversity. This prohibits the model of learning a diverse set of features from the data, and was

described earlier in Section 2.1.6.

Lastly, it is important to note that other deep learning models discussed in this thesis

achieved significantly better results than the EfficientNetB0 model on the same datasets. This

might indicate that the issue with this model’s poor performance is not solely based on the

dataset, but rather on the model’s configurations. During the modelling process for the Effi-

cientNetB0 model, several hyperparameters were manually tuned, including the learning rate,

batch-size, choice of optimizer and regularization. These adjustments resulted in a slight in-

crease in model accuracy, suggesting that further tuning could potentially yield even better

results. As a final note, the notably poor performance of this model most likely stems from a

combination of the points made above.

5.2.5 Vision Transformer

The ViT model performed good, but not state-of-the-art across the three datasets it was trained

on. The model accuracy plot of this model signifies that it achieves a bit lower train and valida-

tion accuracies than the ResNet-50 model, but much lower loss. Furthermore, it is interesting

to see that the ViT model yields the best validation accuracy on the last dataset with synthetic

images, NASI dataset. This indicates that the addition of synthetic images in the train set im-

proves the ViT model´s performance. This behaviour could be explained by the difference in

how these two models see the images. As described in Section 2.1.4, ViT models differ from a

traditional CNN models like VGG-16 in the sense that they have a global scene understanding,

compared to CNNs which have a more local understanding of the scene. This difference might
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result in the ViT model to learn different features, and react differently to the synthetic images

compared to the CNN-based VGG-16 model. Despite the adequate performance of the ViT

model across the three datasets, its overall consistent performance across the datasets could be

a sign of good robustness. It is also important to look at the performance of the ViT model in

light of the data requirements needed for this model. As seen earlier in Section 2.1.4, the ViT

model was only able to achieve state-of-the-art performance when pre-trained on a very large

dataset such as the JFT-300M dataset, which has 300 million images. However, the ViT model

in this thesis was pre-trained on the much smaller ImageNet dataset, which was shown to not

achieve remarkable results compared to baseline CNN models.

5.2.6 GANs for self-driving cars

In the light of ViT’s and VGG-16’s strong performance on the NASI dataset, these results

suggests that synthetic images created by GANs can be a viable option as an augmentation

technique for tasks involving traffic participants and objects. The use of GANs can also be

extended to computer-vision tasks in self-driving cars. As mentioned, computer vision tasks

in self-driving cars, involving deep learning models, requires large datasets, where the train-

ing process can be expensive and time-consuming. Additionally, the process of acquiring the

large datasets needed for these tasks can be expensive due to the many person-hours used for

capturing the data, and inefficient due to numerous legal concerns [20]. The improvement in

model accuracy for deep learning models was seen in the previously described paper Reliabil-

ity of GAN generated data to Train and Validate Perception Systems for Autonomous Vehicles

in Section 2.2. Likewise, the results of the experiments done in this study suggests that syn-

thetic images using GANs could be used to improve the performance of deep learning models,

and thus potentially reduce costs and increase efficiency in computer vision tasks related to

self-driving cars. However, it is important to note that the implementation of GANs generated

images were performed in a small scale for this study, and further research must be done to

understand more about the impact of these synthetic images, in the context of this study and

the models used in this study.
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5.3 Limitations

The primary constraint encountered in this thesis was the size of the datasets. The selected

deep learning models, and DCGAN, require large amounts of data to perform well and reli-

ably, which is especially important for self-driving cars. Even though some models, such as

VGG-16, achieved great results with the datasets used in this thesis, evaluating these mod-

els’ performance on larger datasets, similar to those used for training deep learning models in

self-driving cars, would be beneficial.

Furthermore, it is important to note that the results of this study are specific to the datasets

utilized and may not necessarily predict behavior in real-world scenarios. This study serves

primarily as an exploratory investigation of selected deep learning models on datasets related

to traffic object and participants, and does not replicate any specific real-world task of a self-

driving car.

5.4 Further work

Besides overcoming the previously described limitations, there are several directions one could

pursue moving forward. An exciting direction could involve expanding the dataset to check the

performance of DCGANs if trained on a larger scale. It would also be interesting to see how

the performance of DCGANs changes with more hyperparameter tuning, given their sensitivity

to these parameters.

Additionally, another approach could involve replicating the experiments in this thesis using

more thoughtfully designed augmentations, especially for the images used to train the DCGAN.

This was addressed in the paper Training Generative Adversarial Networks with Limited Data,

where the researchers tackled the problem of DCGAN discriminator overfitting through more

carefully considered augmentations [43].

It was observed from the experiments in this thesis that the ViT model achieved promising

results on the three datasets, particularly in terms of robustness. An exciting future approach

would be to further adjust the hyperparameters of the ViT model, such as the patch size, batch
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size, transformer units, and transformer layers.
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Chapter 6
Conclusion

We cannot deny the crucial role of deep learning models in computer vision tasks. Further

improvements and understanding of these models can significantly accelerate the development

of self-driving cars. This study compares four CNN-based deep learning models (VGG-16,

ResNet-50, WideResNet-50-2 and EfficientNetB0), and a state-of-the-art ViT model on three

datasets relevant to self-driving cars, aiming to solve an image classification task. All models

used in this study were pre-trained on the ImageNet dataset and trained further on the NAI

(normal and augmented images) and the NANI (normal, augmented, and noisy mixed-class

images). Only the VGG-16 and ViT models were trained on the NASI, which included normal,

augmented, and synthetic images generated using a DCGAN model trained from scratch.

The experiments in this study demonstrates that the VGG-16 model performed the best

across all three datasets. This model consistently achieved validation accuracies of 99% or

higher for each dataset. The performance of the other models varied; some showed better

results on the second dataset than on the first, while others declined in accuracy. Due to these

mixed outcomes, it is challenging to make definitive conclusions about the impact of noisy

images on the models across all datasets. However, the strong performance of the VGG-16

model indicates that deep learning models can effectively handle datasets with noisy mixed-

class images. The Vision Transformer model used in this thesis showed good performance

across all three dataset. Interestingly, the ViT model achieved its best validation accuracy on

the third dataset with the synthetic images.

In conclusion, the VGG-16 model provided the best performance to identify traffic partic-
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ipants and objects on the three datasets relevant to self-driving cars. Moreover, the positive

performance of both the VGG-16 and ViT model on the third dataset with synthetic images in-

dicates that deep learning models are able to successfully classify DCGAN generated images.
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Appendix A
Additional Material

A.1 Use of artificial tool - ChatGPT

ChatGPT was used as an artificial intelligence tool for this study, assisting with the follow-

ing tasks: debugging code, check for grammar mistakes and synonyms in sentences. More

specifically, ChatGPT was used to resolve error messages from the scripts for the deep learning

models and the DCGAN model. Additionally, it was used as a tool to check for grammatical

mistakes in sentences, and recommending synonyms to words. The NMBU REALTEK Guide-

lines for the use of Artificial Intelligence [55] was read and understood. The usage of ChatGPT

in this thesis are used in accordance with the given guidelines. Some examples of the prompts

I have asked ChatGPT, that reflects my usage of it in this thesis includes:

• Hi! I think there are some grammar mistakes in this sentence. Can you check if there are

any grammar mistakes in the sentence, and correct them?

• Hi! I get this [”An error message”] error message when running this [...] piece of code.

What could be the reason for this, and how can I solve it?

• I have used ”Furthermore” several times in my text. What is a good alternative phrase

to use, instead of ”Furthermore”?
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A.2 DCGAN plots

This section of the appendix visualizes the model loss and inception score plots for the classes

not covered earlier in Section 4.4. As mentioned, the model loss plots and inception score plots

showed very similar behaviour across all classes.

A.2.1 Model loss plots

Figure A.1: Model loss plot for generator (blue) and discriminator (orange), for cyclist class.

Figure A.2: Model loss plot for generator (blue) and discriminator (orange), for pedestrian
class.
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Figure A.3: Model loss plot for generator (blue) and discriminator (orange), for sidewalk class.

Figure A.4: Model loss plot for generator (blue) and discriminator (orange), for traffic light
class.

Figure A.5: Model loss plot for generator(blue) and discriminator(orange), for trailer class.
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A.2.2 Inception score plots

Figure A.6: Inception score plot for cyclist class.

Figure A.7: Inception score plot for pedestrian class.

Figure A.8: Inception score for sidewalk class.
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Figure A.9: Inception score plot for traffic light class.

Figure A.10: Inception score plot for trailer class.
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