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“Ask the right questions, and nature will open the doors to her secrets”

— C. V. Raman






Abstract

A major challenge in the food industry is to effectively handle massive streams
of food raw materials and products of different origin and quality. In-line sensor
systems for food analysis can potentially measure and collect critical quality and
safety parameters throughout the processes. This information can be used for
sorting, product differentiation, process optimisation and product control. One
emerging technology that shows great promise for future in-line food sensor sys-
tems is Raman spectroscopy. The overall goal of this thesis was to elucidate the
feasibility of Raman spectroscopy as a tool for detailed quality evaluation of het-
erogeneous food raw materials, under in-line industrial conditions. To this end,
two main application areas were chosen, including Al) in-line measurements of
fatty acid features in salmon fillets and A2) in-line characterization of a poultry
rest raw material stream.

A central element in both application areas was the use of a Wide Area Illumination
(WAI) Raman probe to obtain representative measurements of the heterogeneous
raw materials and to tackle variations in working distance. Variations in working
distance may easily happen in an industrial process line with samples of varying
thicknesses and streams of varying production volumes. The limited measurement
volume of the WAI probe was increased by scanning over the sample surface. We
showed that this strategy was successful with respect to obtaining representative
measurements. This was demonstrated through obtaining good performances for
EPA+DHA estimation in salmon fillets of varying thickness (£ 1 cm) and through
characterization (fat, protein, bone and collagen) of poultry rest raw material
with larger variations in working distances (£ 3 cm). For the latter study, the
method was also tested in-line at a real hydrolysis facility with promising results.
For the study on salmon fillets, the varying fat deposition across the fillets was
shown to have implication for choice of scanning strategy at shorter exposure times
due to impact on signal-to-noise ratio (SNR). This illustrates the importance of
considering the heterogeneity of the food product in a given application, and of
optimizing measurement strategies accordingly.

Another main objective was to elucidate the ability of Raman measurements to
tackle short exposure times. This is of particular importance for measurements of
single samples at a conveyor belt, where exposure time is strictly limited. This
was investigated in paper I and II, where we measured single salmon and poultry
samples at exposure times down to 1 s. While exposure times around 2-1 s in these
cases did give acceptable performances, it was evident that these low exposure
times reduced SNR and performance and that SNR was a critical parameter. This
indicates that at shorter exposure times, the surface scanning with the WAI Raman
probe might be less robust with respect to tackling samples of varying sample sizes
or lower analyte concentrations. Therefore, for such single samples, WAI Raman
spectroscopy is currently better suited for fast at-line or on-line measurements.




However, such measurements could also have high value for the industry, as it
represents a frequent quality feedback, which is currently lacking.

Overall, it was found that further efforts on calibration development, SNR opti-
mization and practical measurement setup are needed to unlock the full potential
for in-line measurements in the two application areas. Still, this thesis has shown
that it is feasible to use a WAI Raman probe for detailed characterization of very
heterogeneous streams of raw material, at industrially relevant speeds and in pres-
ence of moderate variations in working distance and probe tilt. It was shown that
WAI Raman spectroscopy is promising, both for measurements of continuous raw
material streams and single food products on a conveyor belt. This introduces
many new application opportunities for Raman spectroscopy within quality doc-
umentation, sorting, process analysis and real-time process control in the food
industry.
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Sammendrag

En stor utfordring for matindustrien er & handtere store strommer av réavarer og
produkter av forskjellig opprinnelse og kvalitet pa en effektiv mate. Sensorsys-
temer som kan brukes direkte pa prosesslinjene, sakalt ”in-line”, kan potensielt
male og samle kritisk informasjon om matkvalitet og mattrygghet. Resultatet
er verktgy for sortering, produktdifferensiering, prosessoptimering og produktkon-
troll. Raman spektroskopi er en lovende teknologi under utvikling med stort poten-
siale som sensorsystem i matindustrien. Mélet med dette doktorgradsprosjektet
var & undersgke mulighetene for & bruke Raman-spektroskopi som et verktgy for
kvalitetsmalinger av heterogene matravarer direkte i prosesslinjen. For & na dette
maélet ble to bruksomrader valgt, inkludert A1) in-line méalinger av fettsyreprofil i
laksefileter og A2) in-line karakterisering av ravarestrgmmer fra fjserfe-produksjon.

Et sentralt tema for begge bruksomradene var bruken av en Raman-probe med
bredt belysningsomrade (WAI) for & oppné representative malinger av heterogene
ravarer og for a takle variasjoner i arbeidsavstand. Variasjoner i arbeidsavstand
kan fort oppsta i en industriell prosesslinje med prgver av varierende tykkelse og
for stommer med varierende produksjonsvolum. Fokusvolumet til WAI-proben
ble gkt ved & skanne over proveoverflaten. Vi viste at denne strategien fungerte
godt for & oppna representative malinger. Dette ble demonstrert ved & oppna lave
prediksjonsfeil for EPA + DHA-estimering i laksefileter med varierende tykkelse
(£ 1 cm) og for karakterisering (fett, protein, bein og kollagen) av kyllingrastoff
med stgrre variasjoner i arbeidsavstand (£ 3 cm). For sistnevnte studie ble meto-
den ogsa testet in-line pa et industrielt hydrolyseanlegg, med lovende resultater.
For studien pa laksefileter ble det vist at det varierende fettinnholdet pa filletover-
flaten hadde betydning for valg av skannestrategi ved kortere eksponeringstider,
grunnet effekten pa signal-stgy-forholdet. Dette illustrerer hvor viktig det er &
gjgre ngye vurderinger av heterogeniteten til et gitt matprodukt, og & optimalis-
ere malestrategien deretter.

Et annet hovedmal var & undersgke hvordan Raman-malingene handterte kortere
eksponeringstider. Dette er av spesiell betydning for malinger av enkeltprgver
pa et transportbelte, der eksponeringstiden er sterkt begrenset. Dette ble un-
dersgkt i artikkel I og II, der vi malte enkeltprgver av laks og fjeerfe-restrastoff
ved eksponeringstider ned til 1 s. Selv om eksponeringstider rundt 2-1 s i disse
tilfellene ga akseptable prediksjonsfeil, var det tydelig at disse lave eksponeringsti-
dene reduserte signal-stgy-forholdet og dermed prediksjons-prestasjonen. Signal-
stgy-forholdet er altsa en kritisk faktor, og dette indikerer at skanning med WAI
Raman-proben kan vaere mindre robust nar det gjelder & handtere prgver med
varierende prgvestgrrelser eller lavere analytt-konsentrasjoner, ved slike korte ek-
sponeringstider. Derfor er Raman-malingene forelgpig bedre egnet for hurtige
maélinger ved siden av produksjonslinjen (”at-line” eller "on-line”), for enkeltprgver.
Slike mélinger kan ogsa ha hgy verdi for industrien, da det representerer et system
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som gir hyppig tilbakemelding pa kvalitet, noe som det for gyeblikket ikke finnes
lgsninger for.

En videre innsats innen kalibreringsutvikling, SNR-optimering og utvikling av
praktisk méaleoppsett er ngdvendig for & realisere det fulle potensialet for in-line
Raman-malinger i de to applikasjonsomradene. Likevel har dette doktorgradspros-
jektet vist at det er mulig & bruke en Raman probe med bredt belysningsomrade
til detaljert karakterisering av av sveert heterogene strgmmer med ravaremateriale,
ved industrielt relevante eksponeringstider og med moderat variasjon i arbeidsav-
stand. Det ble vist at WAI Raman spektroskopi er lovende bade for malinger
pa kontinuerlige ravarestremmer og enkeltprgver pa et transportbelte. Dette
muliggjgr en rekke nye applikasjoner for WAI Raman spektroskopi innen kvalitets-
dokumentasjon, sortering, prosessanalyse og sanntids prosesskontroll i matindus-
trien.
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Chapter 1

Background

1.1 General introduction

There is an increasing pressure on the food processing sector to be more competi-
tive, to reduce costs, to be more sustainable and to prevent food waste. This can
only be met with new innovative technology. A major challenge in this industry
is to effectively handle massive streams of food raw materials and products of dif-
ferent origin and quality. The inherent raw material variation can reduce process
efficiency, give variable end quality and food loss. The raw material can account
for as much as 75% of the cost of the final food product [7], illustrating the impor-
tance of controlling and utilizing this variation. A crucial part of the new digital
transformation in the food industry is the use of sensors to measure the critical
quality and process parameters. In-line sensor systems for food analysis can po-
tentially measure and collect critical quality and safety parameters throughout the
processes. This information can be used for sorting, product differentiation, pro-
cess optimisation and product control, leading to a more sustainable and profitable
food industry.

One emerging technology that shows great promise for food sensor systems is Ra-
man spectroscopy. Raman spectroscopy relies upon inelastic scattering of photons,
known as Raman scattering. By illuminating the sample with a laser beam and
detecting Raman scattered photons, vibrational modes of molecules can be de-
termined. Raman is gaining increasing interest for its ability to capture subtle
chemical distinctions in foods. Recent feasibility studies show how the various
Raman techniques can be used to quantify complex food quality features like fatty
acids in muscle foods [8,9], describe protein structure related to water holding ca-
pacity in pork meat [10] and quantify mineral, bone and collagen content [11,12]
in meat slurries. However, in those studies the focus was not to measure under in-
dustrial conditions, while in this thesis we elucidate the feasibility of using Raman
spectroscopy for food quality measurements directly in the processing lines.

1.2 Main goal and challenges

Traditionally, Raman spectroscopy requires expensive instrumentation and has
therefore been used mostly in academic and industrial laboratories. Recently,
however, robust and more low-cost Raman instrumentation has become available
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Chapter 1. Background

and paves the way for affordable and practical in-line sensor solutions in the food
industry. There are still some main challenges connected to successful in-line
applications in the food industry, as elaborated below.

Raman scattering is an optical phenomenon with low probability. It is well known
that for this reason, measurements can suffer from low signal-to-noise-ratio (SNR).
Biological tissues (e.g. foods) typically yield low-to-moderate Raman signal inten-
sities, depending on the analyte [13]. Therefore, reported literature on quality
measurements for such samples typically employ minute-long exposure times, to
increase signal intensity as much as possible [9,14,15]. Generally, signal intensities
can be increased either by employing higher laser power, shorter laser excitation
wavelengths or prolonged exposure times. However, the laser power may be lim-
ited due to occurrence of burning effects [16,17] or ultimately by complying with
the conventional laser hazard class (3B according to the FDA), which restricts the
maximum laser power [18]. The choice of laser is also often restricted to longer
laser wavelengths since this helps avoid strong disturbances from fluorescence,
commonly present in spectra from biological tissues [19-21]. This is why adjusting
exposure time is often the easiest way to control signal intensity for food samples.
However, for in-line applications, measurements might be needed within seconds.
Therefore a challenge is to obtain adequate SNR for quantitative analysis
on detailed food quality features at short enough exposure times.

Furthermore, food raw materials can consist of many types of tissues and may
be spatially very heterogeneous [22,23]. Since Raman spectroscopic techniques
illuminate the sample with a small laser spot, the sampling volume is very limited.
Wide area illumination (WAI) Raman probes, for which the laser spot size can
be increased up to 6 mm, have been suggested as a way to obtain more repre-
sentative measurements [24-26]. This has in recent studies been combined with
a surface scanning approach to further increase sample coverage [12,15,23]. Still,
the sampling volume is limited, and a challenge is to ensure representative
measurements of larger heterogeneous food products or streams.

Due to the combination of the two main challenges stated above, Raman spec-
troscopy has not yet gained particular attention for in-line measurements of het-
erogeneous foods. There is generally a lack of literature on detailed food quality
measurements for heterogeneous foods at short exposure times. Literature re-
ports in-line type applications where longer exposure times are employed and less
complex sample matrices are considered, such as monitoring of fermentation pro-
cesses [27] and monitoring of degradation processes of frying oils [28]. Therefore,
the investigation of Raman spectroscopy employed for quality measurement of
more complex raw material streams is needed to elucidate the full potential and
limitations of Raman spectroscopy for in-line food applications.

The main research goal of this thesis was to elucidate the feasibility of Raman
spectroscopy as a tool for detailed quality evaluation of heterogeneous food raw
materials, under in-line industrial conditions. Related to the above challenges,




1.2 Main goal and challenges

three subgoals were defined:

G1 Develop effective Raman sampling regimes for heterogeneous foods suitable
for industrial in-line conditions

G2 Develop analysis strategies for in-line evaluation of food quality parameters
based on Raman measurements

G3 Evaluate performance of developed strategies in a real in-line industry set-
ting.

The challenges and feasibility of in-line Raman measurements will depend on the
chemical compounds of interest, the sample composition and the practical mea-
surement situation. Therefore, two main application areas were chosen for this
thesis:

Al In-line measurements of fatty acid features in salmon fillets
A2 In-line characterization of a poultry rest raw material stream

These applications represent two considerably different measurement tasks, both
with respect to the raw material, analytes of interest and the practical measure-
ment situation. In the salmon application, we aim to measure specific fatty acids
in single fillets that pass by on a conveyor belt. This limits the exposure time
greatly. The salmon fillets vary little in thickness, but are spatially heterogeneous.
However, the heterogeneity is known reasonably well [22], with fat distribution
over the fillet being a main factor. For the poultry rest raw material application,
we aim to measure several different analytes in a continuous stream. This does not
limit the exposure time in the same way, but the material can be very heteroge-
neous and the stream can vary considerably in volume. In addition, the magnitude
and frequency of variations are unknown.
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Chapter 2

Theory and Methods

2.1 The theory behind Raman spectroscopy

2.1.1 Origin of the Raman spectrum

Raman spectroscopy relies upon inelastic scattering of photons, known as Raman
scattering. This effect was discovered in 1928 by C.V. Raman and his research
group [29]. They observed the scattering from a range of different liquids when
focusing sunlight on the samples, and provided evidence that the scattering was
different from the more commonly known fluorescence phenomenon. The signifi-
cance of his work was quickly appreciated and C.V. Raman won a Nobel prize in
1930. Within a few years, chemists started to use Raman spectroscopy routinely
for chemical analysis. The technique is typically used to determine vibrational
modes of molecules and can provide a chemical fingerprint by which molecules can
be identified. Raman scattering is an interaction process between an incoming
electromagnetic wave and a molecule, which has very low probability. To effec-
tively utilize this effect, one has to employ illumination sources such as lasers.
In standard Raman spectroscopy, the incoming photons excite the molecule to a
virtual energy state, which is not stable, and immediately prompts the emission of
a scattered photon, as illustrated in Figure 2.1. The scattered photon gains a shift
in frequency due to the energy transfer, which can be observed by the detector at
the frequency v, as described by

v = v + vy, ﬁ:%i’%’l, (2.1)

where vy is the frequency of the radiation source and v, is the frequency of
the molecular vibration [30]. The alternative expression on the right expresses
this shift in units of wavenumber (cm~!), which is customary in the field. The
difference v — 1y is called the Raman shift. As the equation indicates, the photon
can both gain and loose energy, depending on the initial vibrational state of the
molecule. If the molecule is initially in the ground state vibration (v = 0), it may
fall back to the first excited vibrational state (v = 1). This results in emission of
a photon with lower frequency, a phenomenon referred to as the Stokes Raman
effect. If instead the molecule is initially in the first excited state, the molecule
may also fall back to the ground state with emission of a photon with higher
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Figure 2.1: Diagram illustrating the energy level of a molecular vibration upon illumination,
showing the possible and most relevant scattering and absorption phenomena with respect to
Raman spectroscopic measurements. The vibrational energy levels are denoted v for the elec-
tronic ground state and v’ for the electronic excited state. The energy axis is not linear (distances
between energy levels are not accurate).

frequency. This phenomenon is referred to as the Anti-Stokes Raman effect. At
normal sample temperatures, most molecular vibrations are in the ground state, as
described by Boltzmann’s population law, which means that the Stokes scattering
component usually has higher intensity and is therefore most utilized in Raman
instruments. The Boltzmann’s population law is given by

Ny—1 —hvy, /KT
= e wm 2.2
szo € b ( )

where N is the number of molecules in the respective state of a given vibration, h
is Planck’s constant, k is Boltzmann’s constant and 7T is the absolute temperature
of the sample [31]. The nature of the energy transfer during Raman scattering
is the induction of a dipole moment in the electron cloud for the oscillating (v, )
molecular bond by the incoming photon’s oscillating (1) electric field (E). The
induced dipole moment p can (simplified) be described by

p = oF = aFEcos(2mypt), (2.3)

where « is the polarizability (tensor) [31]. As the chemical bond vibrates, the
polarizability may also vary. When the variation in polarizability as a function of
molecule vibration is taken into account (and polarizability assumed to undergo




2.1 The theory behind Raman spectroscopy

harmonic oscillation), it can be shown that this dipole moment will have three
components, as described by

p=caoEqgcos2mvgt + 1/2 a;,EOQl,O cos(2m (Vg + Vm )t + )

’ (2'4)
+ 1/2 a,EqQuocos(2m(vg — vm)t + o),

where the a;, is the derivative of the polarizability to the normal coordinate @,
under equilibrium, @, is the amplitude of the normal vibration, v, is the vi-
brational frequency of the normal coordinate of the molecule and ¢, is a phase
difference [32]. The two latter terms in the above equation are associated with
the Raman Anti-Stokes and Stokes effects, respectively. It is evident that these
terms require a change in polarizability in order to have a non-zero amplitude,
therefore rendering the bond Raman inactive if this is not the case. The first term
is associated with a third possible event: the elastic Rayleigh scattering occurring
at the same frequency as the incoming photon, which can give as much as 108
times stronger signals than Raman scattering [30]. This component of the signal
is therefore filtered out, as it does not contain relevant information and would
saturate the detector.

In general, the acquired signal from a bulk sample is not only comprised of the
Raman and Rayleigh components. An acquired spectrum can be influenced by
other competing phenomena, as summarized in Figure 2.1. Autofluorescence can
disturb the Stokes Raman signal if there are fluorophores in the sample, and give
rise to broad baseline signals. If the laser frequency corresponds to transitions
between vibrational modes in some molecules of the sample, IR absorption can
also occur and reduce the Raman intensities. See section 2.1.4 for an overview
of possible spectrum disturbances. Disregarding such influences, the intensity I,
of the Stokes Raman component of the spectrum for a given molecular vibration
obeys the following proportional relationship

IoN(ﬁo — l/;n)4
I/;n(l _ efhcu;n/kT)’

I, x (2.5)

where I is the laser intensity, N is the number of scattering molecules present
in the illuminated volume, v is the frequency of the laser in wavenumber, v, is
the frequency of the molecular vibration in wavenumber, h is Planck’s constant,
c is the speed of light, k is Boltzmann’s constant and T is the absolute temper-
ature [32]. From this equation one can readily see that the recorded spectrum
intensity at the given Raman shift is proportional to the concentration of the
molecule, which is the basis for quantitative modelling of constituents based on
Raman spectra. Enhancing the Raman intensity as much as possible is usually
important for accurate quantitative analysis. To enhance the Raman intensity, it
is evident from Eq. 2.5 that one can increase the laser intensity (power), increase
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Chapter 2. Theory and Methods

the number of scattering molecules (i.e. by increasing exposure time) or increase
the laser frequency. Although the intensity is proportional to the fourth power
of the laser frequency, higher laser frequencies are also associated with increased
autofluorescence, i.e. there’s a higher chance that the incident laser frequency
correspond with an electronic transition (Figure 2.1). This is generally a big chal-
lenge when acquiring Raman spectra of biological tissues [19,20]. Usually, a 785
nm wavelength laser is considered a good compromise between Raman intensity
and autofluorescence level.

2.1.2 Raman active groups

As explained in section 2.1.1, a molecular vibration is Raman active, if the polariz-
ability of the molecule varies with the vibration. For such vibrations, the frequency
of the vibration will generally depend on the bond strength (force constant) and
the reduced mass of the bond. Since these are rather stable for a specific type of
bond and functional group, it is helpful to determine so called group frequencies.
This concept is based on the simplification that vibrations in a specific functional
group are independent of the other vibrations in the molecule. The group frequen-
cies for some important Raman active functional groups in organic compounds are
shown in Table 2.1. It can be seen that vibrations involving atoms with smaller
masses (e.g. hydrogen) generally have higher vibrational frequencies. In addition,
the effect of bond strength is apparent through the carbon-carbon stretch series:
v(C—C), v(C = C), v(C = C), with stronger bonds having higher vibrational
frequencies [32]. Methylene (CHj) groups are common features in organic com-
pounds, and as an example, the normal vibrational modes of this functional group
are shown in Figure 2.2.

2.1.3 Instrumentation

Raman spectrometers exist in many variants, but the general setup consists of a ra-
diation source (laser), sampling optics (Raman scattering collection), a wavelength
dispersion system and a detector. The two main instrument groups differ in the
dispersion system, with dispersive instruments utilizing a grating for the spatial
separation of different wavelengths and Fourier- Transform (FT) instruments uti-
lizing a Michelson interferometer for temporal separation of different wavelengths.
Generally, FT-Raman is used for lasers with long wavelengths (above 900 nm),
while dispersive instruments are used for shorter wavelengths due to the sensi-
tivity of the respective detectors for different wavelength ranges. In this thesis,
the main focus is on the dispersive instrument, for which an example setup is
illustrated in Figure 2.3. The detector used for dispersive instruments is usually
a Charge-Coupled Device (CCD). In addition, filters that can remove the contri-
butions of Rayleigh scattering (band block filters) or ensure narrow laser bands
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Raman shift Raman
Vibration (em™1) intensity®
O — H stretch v(O — H) 3650 — 3000 w a2
N — H stretch v(N—-H) 3500 — 3300 m 2
C — H stretch of v(=C—H) 3100 — 3000 s o
alkenes 2
C — H stretch of v(—C — H) 3000 — 2750 s T
alkanes :
C = C stretch of »(C = Q) 2250 — 2100 vs S
alkynes lf
C = C stretch of v(C=0C) 1750 — 1450 vs —m
alkenes
C — C stretch of v(C—-C) 1150 — 950 s—m
aliphatic chains and
cycloalkanes
CC stretch of aromates v(C—C) 1600,1580, s—m
((substituted) 1500,1450, m—w
benzene molecules) 1000 s
C = O stretch v(C=0) 1870-1650 S—w
Antisymmetric Vasym (COC) 1150-1060 w
C — O — C stretch
Symmetrical C — O — C Vsym (COC) 970-800 s—m
stretch
CHs bending 0 (CHz2), dasym (CHs) 1470-1400 m
vibrations,
antisymmetric CHs
bend
Symmetric CHs bend dsym (CHs) 1380 m-—w
CH; in phase twist 6 (CHz) 1305-1295 m
CONH stretch” Amide I 1670-1630 m—w
C — N stretch, coupled Amide IIT 1350-1250 m—w
with opening of the
CNH angle ®

2 g - strong, m - medium, w - weak, v - very

b vibrations of the bonds in an amide group cannot be considered independently.

Table 2.1: Group frequencies of some important functional groups in organic compounds.
Adapted from Vandenabeele. [32]
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Figure 2.2: CH vibrations of CH2 groups. The figure indicate the movement during the first half
of the vibration. The +/- signs denote movements in and out of the plane, respectively.

(band pass filters) are important components of a Raman system. In the last
decades, Raman instruments have become more affordable and robust, making
Raman spectroscopy a tool relevant for process analytical technologies (PAT). As
reviewed by Esmonde-White [33], this is due to the development of compact and
stable laser sources, low-noise CCD detectors, volume holographic gratings and
high-speed optical fibers. Stable lasers are important, as fluctuations in laser in-
tensity lead to fluctuations in the acquired spectrum (Eq. 2.5), which can disturb
quantitative analysis. Low noise CCDs enable applications for analytes and sam-
ples which are less effective Raman scatterers, such as foods. In addition, the
development of NIR sensitive deep depletion CCDs has enabled more effective sig-
nal recovery when using longer laser wavelengths. This has been an important
development for measurements of biological tissue prone to fluoresce, as fluores-
cence is better suppressed at longer wavelengths [34]. Volume holographic gratings
can be used in several optical components and have for instance resulted in more
effective pass/block filters compared to previous technologies. By effectively elim-
inating Rayleigh scattered laser light from single monochromators, holographic
band block filters have contributed to the development of a new generation of
compact, high performance Raman instruments [35]. The use of fiber optic cables
in combination with lightweight probe heads facilitates industrial sampling away
from the spectrometer and makes it a versatile tool. For many modern fiber op-
tical Raman instruments, the probe head can also be easily interchanged which
provides an additional sampling versatility. Some fiber optic instruments have
enabled spectrum collection of samples as far as 250 m from the analytical spec-
troscopy laboratory [36]. However, background signals may arise from the fiber

10
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Figure 2.3: Schematic overview of a dispersive Raman instrument measuring a sample in back
scattering mode.
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O@ @)
A B C

Figure 2.4: Examples of three different types of fiber optic probes: A) fiber bundle probe, B)
double-fiber probe, and C) single fiber probe. The lower images represent the cross-sectional view.
In A and B, the white and shaded areas represent collection and excitation fibers, respectively.
Adapted from Li and Church [37].

optic material itself and wavelength filtering in the excitation and collection fiber
is important. In addition, signal losses due to a limited transmission efficiency of
the fibers occur. For samples with weaker Raman signals (e.g. foods), such long
cables with optical fibers may be challenging with respect to the SNR and is not
particularly needed in many applications.

Optical fibers transmit light both for laser excitation and for light collection. The
exact design of a Raman fiber probe strongly depends on the application, and a
plethora of different Raman probe configurations have been reported in the litera-
ture [34,39]. Examples of different fiber setups are illustrated in Figure 2.4 [37]. In
general, a high collection efficiency is obtained by creating a good overlap between
the excitation and collection volume, which can be realized by a single central
excitation fiber with closely packed collection fibers (Figure 2.4A) or by a single
fiber and a beamsplitter between excitation and collection paths (Figure 2.5 d). A
major distinction can be made between confocal and non-confocal probes. Some
probe configurations reported for in-vivo Raman applications in the medical do-
main [38] are shown in Figure 2.5, where an example of a basic non-confocal probe
without a focusing lens (a) and several confocal probes with focusing lenses (b-d)
are shown. In the case where the laser beam can be described as a Gaussian beam,
the spot size can roughly be described by the radius of the narrowest region of the
beam focus, called the beam waist (Figure 2.6). An important characteristic which

12
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Figure 2.5: Examples of four different types of fiber optic probes, commonly used for in-vivo
Raman measurements, including a basic probe without a focusing lens (a), a probe with a
ball lens for focusing (b), a probe with side-view option, and (d) a handheld Raman probe.
Reproduced from Cordero et al. [38]
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describes the focusing optics, is the numerical aperture (NA), which is defined as

wr,

f )
where where wy, is the beam radius at the focusing lens and f is the focal length and
n is the refractive index of the medium between the sample and the objective [40,
41]. For air, the refractive index is 1. The spot size radius is inversely proportional
to the NA, while the focus depth is inversely proportional to the cube of the
NA [40]. The larger the NA, the smaller the focal volume. Traditionally, the
sampling optics focuses the laser on a point (50 - 500 pm), which makes spectrum
intensity sensitive to out-of-focus working distances. An emerging term used in

NA=n (2.6)

e ZWL —_— — ZWL

f

oo Yy
| /
beam waist\‘ i l .( fI\ ‘(/ p
\ \

Figure 2.6: The focal volume (red) of a Gaussian laser beam scales with the numerical aperture
NA =n-wp/f of the focusing lens, where wy, is the beam radius at the focusing lens, f is the
focal length, and n is the refractive index of the medium between the sample and the objective.
The larger the NA, the smaller the focal volume. Reproduced from Latz et al. [40]

the literature for probes which do not focus the laser on a very small point and
which have spot diameters up to 6 mm is "Wide Area Illumination” (WAI) probes.
Although the exact definition of this term is somewhat unclear, these probes may
employ an unfocused or loosely focused laser, which increases the sampling volume.
Since the beam is not strongly focused, using many collection fibers (in case of
config. A, Figure 2.4) is important for the collection efficiency. For example,
the WAT probe from Kaiser Optical Inc. (Ann Arbor, MI, USA) employs 50
collection fibers [42]. The WAI probes are less sensitive towards variations in
working distances [24, 39], a situation which could easily occur in an industrial
process setting. Due to these advantages, the WAI scheme has proved to facilitate
representative sampling [24, 25], and have resulted in enhanced performances in
a variety of applications (e.g. in the pharmaceutical, polymer and agricultural
domains), as reviewed by Shin and Chung [26]. Recently, the WAI scheme has also
been employed with promising results for foods, such as for quality measurements
of poultry and salmon rest raw materials [12, 15, 23], beef [12] and pork [23].

14
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This makes the WAI probe the currently most promising alternative for process
measurements of heterogeneous foods.

2.1.4 Signal disturbances and noise

As discussed in section 2.1.1, a recorded spectrum does not only contain Raman
scattering signals. Other signals can originate from 1) the sample, 2) the instru-
ment and 3) the environment. Table 2.2 summarizes the common phenomena
which cause signal disturbances. Autofluorescence is perhaps the most challenging
phenomenon for Raman spectroscopy of biological tissue. Foods contain a wide
range of naturally occurring fluorophores, such as aromatic amino acids, vitamins
and porphyrins [19]. Although longer laser wavelengths are generally associated
with lower fluorescence level, Semenov et al. [21] recently demonstrated that oxi-
dation products of organic components (e.g. lipid, proteins and amino acids) can
contribute considerably to broad band fluorescence signal, particularly when ex-
cited by red or near infrared radiation. This is something to keep in mind when
working with biological materials, as this may hamper the Raman measurement
more as the sample decays and oxidation product are produced. This corresponds
with the author’s own experiences with fluorescence from salmon and poultry rest-
raw material stored for a longer time. Other biological materials prone to fluoresce
are for instance bones [11,43]. Cosmic ray spikes are another type of disturbance.
They are a result of high energy particles such as muons, protons or neutrons
that directly hit the CCD detector and generate electron-hole pairs in the detec-
tor [44]. As a result they can occur at any wavelength in the spectrum. Ambient
light could also be a challenge, as many commonly used light sources can con-
tribute with strong signals to the Raman spectra. However, suitable light sources
can be employed for minimal disturbance. For example, cold LEDs (4000K) can
be when measuring in the near infrared range. Still, employing a shielding setup
might be necessary as a safe guard in larger production halls in the industry.

Source Disturbance phenomenon Effect on spectrum
cosmic ray spikes sharp features (few pixels wide)
Environment ambient light depending on source
ﬂuorescence; broad baseline
other absorption intensity variations
Sample other scattering intensity variations
dark current low intensity uniform baseline
Instrument laser fluctuations intensity variations

Table 2.2: Examples of possible disturbance phenomena in an acquired Raman spectrum.
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In literature, the term noise is used with varying meanings. It is often used
as a collective term for all possible disturbances to the Raman signal. When
addressing noise in this introduction, it is referred strictly to the phenomena with
random behaviour. Other signals or influences on the signal are called spectrum
disturbances. The uncertainty, i.e. noise, on a spectral signal is by statistical
theory on stochastic processes given by

os = V8, (2.7)

where S is the signal intensity [41]. Such a noise source is called shot noise and may
stem from the statistical variation in photon-to-electron conversion at the detector
(photon noise) or from the statistical variation in the number of electrons thermally
generated within the silicon structure of the CCD (dark noise). For dispersive
instruments, shot noise is pixel-specific and may vary over the Raman spectrum
depending on a variety of signals. This could be Raman or autofluorescence signals
from the sample or ambient light signals. Normally, many noise and disturbance
phenomena can be corrected for or reduced by pre-processing of the spectra (see
chapter 2.1.5). The SNR can be a limiting factor for the performance of models
based on spectroscopic measurements. In this context, only the Raman signal is
of interest, and if measurements are dominated by shot noise we can generally
express the SNR of the CCD detector by

SRaman

\/§ )

where the signal intensity S will depend on factors such as the exposure time,
laser power and quantum efficiency of the detector. In addition to shot noise, the
process of converting electrons to a digital signal can also introduce a random noise
component, so called read noise. However, such noise is usually not a limitation
unless the exposure time is very low.

SNR = (2.8)

2.1.5 Pre-processing of Raman spectra

As outlined in section 2.1.4, many disturbing signals and noise phenomena can
contribute to the acquired spectrum. If not removed, these may disturb further
analysis and interpretation of the spectra. Pre-processing steps that are frequently
employed for removing disturbing effects are summarized below. Some of the main
phenomena and the effect of one possible pre-processing strategy is shown as an
example in Figure 2.7.

Dark subtraction

Before any further pre-processing of a spectrum, it is customary to subtract a dark
spectrum which is acquired without illumination of the sample. Such subtraction is
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often automatically done directly by the instrument, and contains a dark current
signal and potential ambient light. By subtracting, one can remove the main
signal component, but it is important to note that the random error associated
with these signals are not removed. Additionally, if ambient light signals are not
stable over time, and the dark spectrum is acquired at a slightly different time than
the sample spectrum, the obtained dark spectrum may not correspond completely
to the sample spectrum. Therefore, dark subtraction can sometimes introduce
additional disturbances to the spectrum.

b)
*x10
sapphire peak
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Figure 2.7: Examples of two different spectra from measurements of poultry rest raw material
from paper III (green, blue). The spectra are shown without any pre-processing (a-b) and with
pre-processing (c-d). The pre-processing included spike removal, smoothing by the Savitzky-
Golay [45] method, baseline correction by the Asymmetric Least Squares [46] method and nor-
malization by the sapphire peak intensity. For the spectra without pre-processing, broad baseline
signals (i.e. autofluorescence) and spikes can be seen. The baseline is drawn in for conceptual
illustration.

Spike removal

Spikes are unpredictable, sharp, positive spectral features, usually spanning only
a couple of pixels. Many methods have been proposed for detection of such spikes
[44,47-50]. In this thesis, an approach similar to Whitaker and Hayes [44] was
followed. In this method, spikes are detected and removed for each spectrum
separately. To detect the spike locations, the second derivative is calculated, for
which sharp spectral features are enhanced compared to broader spectral features.
A threshold must be carefully determined. Instead of using a threshold based on
the derivative value directly, Whitaker and Hayes proposed to use a commonly
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employed outlier detection method based on normal distribution statistics. In this
method, a modified Z value for each spectrum index is calculated, in this case
according to

5 _ 06745 - (V2x; — M(V?x))
T T M( V2 — M(V2z)])

(2.9)

where V2z; denotes the second derivative value of the spectrum z at the index
i and M(V2z) denotes the median of the spectrum derivative values [51]. Any
spectrum location with a larger value than the chosen threshold is defined as a
spike, and subsequently each spike is replaced by a fitted line. In this approach,
the choice of threshold value is important and it is not always possible to employ
one single threshold for the entire data set. For example, narrow peaks of high-
intensity analyte bands (e.g. in spectra of high fat samples) might not be removed
by the derivative operation. Such peaks can then obtain similar modified Z values
to spikes, and caution must be made. Similar challenges with defining an optimal
threshold are found for other approaches as well [50]. For this reason, many sug-
gested approaches are not suitable for full automation and in-line measurements.
As a counter-proposal to such methods, Mozharov et al. [52] suggested to exploit
the sparsity of spikes in the temporal domain in stead. As spikes occur suddenly,
particularly in the time domain, they use the derivative in the time domain, in
combination with a multi-step approach for filtering out "falsely” detected cosmic
spikes. In addition, this method has an automatic threshold routine, and can in
theory be used without any user-defined parameters.

Denoising

Reduction of random fluctuations on a signal might be advantageous for SNR
optimization. Savitzky—Golay (SG) filtering [45] is a method widely used in the
spectroscopic domain, which can be used for signal smoothing, but also estimation
of signal derivatives. In this approach, a polynomial of a predefined order is fitted
locally in each point of the spectrum and a certain number of left- and rightward
points are used combined with a specific weighting for estimating the parameters
for each polynomial. The number of spectrum points included in these portions
are called the window size. Note that the fitting that is done is never perfect
in practice. For a given choice of polynomial degree and window size, the fit
might be very good at broad features, while the fit at narrow Raman peaks might
be less successful and introduce intensity errors in stead. Therefore, moderate
smoothing parameters are usually used in Raman spectra, and an example of a
commonly applied parameter combination is a 2nd order polynomial and a 9-point
window size. Recently, it was suggested by Barton et al. [53], to combine the SG
algorithm with Maximum Likelihood Estimation to obtain stronger smoothing
while maintaining sharp Raman bands.

Another strategy to reduce noise while keeping the signal component constant is
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—— Theoretical
—— Experimental

SNR

20 L L L L L L L L )
2 3 4 5 6 7 8 9 10

Number of spectra averaged

Figure 2.8: Theoretical and experimental effect of averaging a 4s exposure time signal (after
pre-processing) up to 10 times. The SNR was estimated through the same method as in the
papers in this thesis.

to average signals acquired in several consecutive time intervals, i.e. increasing
the total exposure time. This can be useful when higher SNR is needed, but
increasing the single exposure time interval would saturate the detector. The
ideal improvement due to averaging is

SNR, =+/n-SNR, (2.10)

where n is the number of measurements being averaged [54]. In Figure 2.8, the
experimental improvement due to averaging of spectra of homogenized poultry
samples (from paper I1T) is shown together with the theoretical improvement based
on Eq. 2.10. As can be seen, the experimental SNR, does increase with increasing
number of averages, however, the indicated SNR enhancement is not as strong
as expected. This is mainly a result of the inexactness of the SNR estimation
method used. The noise component of the spectrum is estimated by fitting a
smoothed spectrum obtained by the SG method and subtracting this from the
original spectrum. It is expected that the noise will be overestimated since the
fitting of the smoothed spectrum is not exact. The fitting error will likely dominate
the estimated noise more for low noise spectra.

Baseline and intensity correction

Broad baseline and intensity disturbances can either be corrected separately or
simultaneously. Examples of baseline correction approaches which do not include
any multiplicative corrections are the modified polynomial curve fitting method
suggested by Lieber and Mahadevan-Jansen (Modpoly) [20] and the Asymmetric
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Least Squares (ALS) suggested by Eilers [46]. Since the correction of multiplicative
effects are often needed as well, these are often used in combinations with methods
such as the Standard Normal Variate (SNV) [55] or other peak intensity/area
normalization methods. Other methods correct for baselines and multiplicative
effects simultaneously, such as the Extended Multiplicative Signal Correction [56].
The methods used in this thesis are described in the following.

Asymmetric least squares (ALS) is an iterative method based on least squares
which in each iteration aims to minimize the cost function

S = Zwi(azi - bz)2 + )\Z Vle', (211)

where x; is the original spectrum, b; is the current estimation of the baseline, w;
is the asymmetric weighting of the residual and V?2b; is the second derivative of
the current baseline [46,57]. The first term in the equation represents the fit to
the original spectrum and the second term represents the smoothness of the fitted
baseline. In each iteration, the baseline fit is updated and the weighting w; is
changed according to the new fit. An important part of the weighting is that it
is asymmetric, i.e. positive residuals are weighted by a parameter p, and negative
residuals are weighted by (1 — p). For baseline correction, the fit to the original
spectrum is not important and a small value of p (e.g. 0.01) and large smoothing
parameter A (e.g. 6) is needed. An interesting aspect of this method is that it can
work as a smoothing method by setting p = 0.5, for which positive and negative
residuals are weighted symmetrically.

Extended Multiplicative Signal correction (EMSC) is a well established pre-processing
method based on the least squares fit of a predefined number of model components
to the measured spectrum, i.e. according to

2()=a+b-m@)+d-v+dy- 0+ +dy " + (D), (2.12)

where z(7) is the measured spectrum, m(v) is a stabilising reference spectrum (e.g.
mean spectrum), a represents a constant baseline shift, b represents multiplicative
effects (e.g. laser intensity fluctuations) of the reference spectrum, and d;.. d,
are constants representing the polynomials of the Raman shifts [56-58]. Together
these polynomials can account for complex baselines, as needed to remove fluores-
cence from the Raman spectrum. The information about the chemical differences
between the reference spectrum and the measured spectrum is ideally captured by
the residual e(#). Liland et al. [57] found that an EMSC model including polyno-
mials of the Raman shifts ranging from 1st up to 6th order was needed to handle
the complexity of the baselines associated with example Raman spectra of milk.
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; (2.13)

This model-based approach is a very versatile method which can be extended
further in many ways, for example with additions of other constituent spectra
[56,58,59]. In this case, contributions from unwanted constituents can be added
in the model and be subtracted in Eq. 2.13. Wanted constituents can be added
to the model without subtraction to stabilize parameter estimation when larger
chemical variations are present.

Peak intensity normalization by the Raman sapphire band (750 cm™!) was used
for pre-processing in paper III. The sapphire band originates from the sapphire
in the optics and may act as an internal standard. This is because the excitation
laser beam and reflection or Rayleigh back scattering from the sample causes
Raman scattering when passing through the sapphire (Figure 2.9). The amount
of scattering from sapphire depends on laser fluctuations or variations in reflection
and Rayleigh back scattering. Hence, this normalization strategy aims to better
separate intensity differences caused by chemistry compared to other instrumental
and physical effects. Indeed, using a sapphire or diamond window reference has
previously been reported in the literature as a way to correct for laser fluctuations
[60] and to make absolute intensity and concentration measurements feasible [61].
In contrast, multiplicative corrections based on the full spectral range may to
some extent be affected by the chemistry, as intensities of several bands may be
influenced by the concentration of effective Raman scatterers (see Eq. 2.5).
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Chapter 2. Theory and Methods

2.2 Multivariate modelling and validation

2.2.1 Calibration and Partial Least Squares Regression

The aim of a multivariate calibration model is to establish the relationship between
a set of observations X € R™™ and corresponding response variables y € R”. A
linear model attempts to find a vector b to solve the linear equation by

Xb =y, (2.14)

most frequently subject to the least squares approximation constraints below [62].

min|b||  subject to  [|Xb — y|| = min (2.15)

For this problem, we can establish the normal equations and obtain the following
solution (regression vector)

b = (X'X) 'X'y. (2.16)

For calibration tasks involving wide data matrices with co-varying variables (e.g.
spectroscopic data), employing this solution directly is not stable [63] and a vari-
able reduction method is needed. Partial Least Squares Regression (PLSR) is a
frequently used method for such data. It approximates a solution for the above
problem by reducing the number of variables into k latent variables (PLS compo-
nents). The components are constructed from X and y in a way that maximizes
the covariance between the two. NIPALS is one possible algorithm for execution of
PLS [64], and is often used as the default in available software applications. The
algorithm is outlined in Table 2.3. However, there are a number of alternative
algorithms which are considerably faster with similar numerical precision [62,65].
Increased speed can be advantageous to make cross-validation more efficient for
large X matrices or during testing and optimization of pre-processing parameters.

2.2.2 Validation

Validation of an obtained calibration model is important to assess its robustness
and to avoid overfitting. Often, less than 100 samples are used for initial cali-
bration development, since the required reference analyses can be very expensive.
For samples sets with few samples, cross validation (CV) is usually considered
an acceptable validation method. However, before implementing a model in the
industry it is required to test the model on new independent samples (validation
set). When doing this, one often encounters slope and bias errors. Slope and bias
errors represent highly systematic errors. It is often helpful to separate slope, bias
and variance errors as they may have different origins. If the origins are found, it
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Assuming X, and y( are mean centered data,

(2]
3
for a = 1:k <
1. W, = Xg—lya—l §
_ _wy
2. w, = T =
3. tg = X,_1Wq &
_ _t —
4. t, = ”—t-—;t” 2
5. Pa = Xaflta g
6. Xy = Xo_1 — tupl (deflation) [
7. qa=thya1
8. ¥Ya =Ya-1—tala (deﬂation)

end

The vectors and numbers are organized into matrices:

Ty = [t1 ta. .. tg] (orthonormal scores)

Wi = [w; Wa...Wg] (orthonormal weights)
Py =[p1p2...p1] (X loadings)

ai =[q1 - @l (y loadings)

The regression coefficients are computed for the original X data

Br = Wi(PLW,) qy
ﬂO,k = g - jIBk )

where y and x are column means of y and X, respectively.

Predictions for a new observation x (spectrum) can be made by

§ = Bor +x'By

Table 2.3: The NIPALS algorithm for computing an k-component PLS1 regression model (one-
column response variable). Adapted from Indahl [66].
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Figure 2.10: A conceptual illustration of the bias-and-slope correction employed for performance
metrics. A set of predictions are made with slope and/or bias errors (a). Intuitively, the correction
can be understood as defining a fitted line between target and prediction values as a "new target
line” (b), which effectively removes all slope and bias errors. In reality, there is an actual
correction of the predictions involved.

might be possible to correct them through further calibration development. In this
thesis, we therefore report the classic validation metrics corrected for slope-and-
bias errors (RMSEco,r and R2,,..). This is done by fitting a linear model between
predicted and target values. From this, a regression vector is obtained, which we
in turn can use to predict "new target values” from the predicted values, yielding
a correction of the original predictions. Residuals are recalculated after correction,
and metrics are calculated as usual. Alternatively, it can be seen as analogous to
defining a fitted line between the target and predicted lines as a "new target line”,
as illustrated in Figure 2.10. It is important to note that in this thesis, we did not
use this for correction of plotted predicted values, only as an alternative metric
corrected for slope and offset errors. In general, slope and bias errors typically
occur over time in most process applications. Therefore, a model employed in the
industry needs careful supervision, i.e. regular calibration maintenance, during
which models can be updated to correct for such errors.

Often, comparisons of models based on different versions of a data set, e.g. with dif-
ferent pre-processing or measurement methods, are made to suggest which method
is best. Although one can compare the prediction errors directly, the conclusion is
not always straight forward if the performance differences are only moderately im-
proved by a given method. To test if the difference in performance is statistically
significant, we can employ an analysis of variance (ANOVA). In such analysis we
statistically determine if the means in a set of data differ with respect to levels
of one or more factors. In the context of evaluating performance differences, the
"data” are prediction residuals (e.g. on the form (§ —y)?). Indahl and Nees [67]
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first introduced such an application of ANOVA. They used a two-way ANOVA
model for cross-validated predictions residuals, where "method type” (here differ-
ent spectral feature extraction methods) corresponded to one of the factors and
”sample number” corresponded to the the other factor. The latter was considered
a random effect. In this thesis, we use the same procedure for determining the the
significance of performance differences. Generally, the scheme can be extended to
n-way ANOVA if there are more factors to be accounted for.

2.3 Raman spectroscopy for food analysis

2.3.1 Food composition

The composition of food products is important for their functional, sensory and
nutritional properties, and therefore the interest in quantifying these constituents
is evident for quality monitoring and optimization. Foods and related by-products
are complex sample matrices, consisting of a range of different tissue types of
varying composition. Moreover, the composition can vary with livestock feed
[22,68] and seasonal factors [69]. For meat products, muscle tissues and connective
tissues such as adipose tissue are the main components. The major molecular
constituents of such tissues are water, proteins and lipids. In terms of rest raw
material from meat production, the amount of bone and cartilage tissue is also an
important factor with respect to food quality [70,71]. Examples of other important
constituents are minerals, pigments, vitamins and antioxidants.

Muscle tissue makes up different types of muscles in animals. The tissue consists
of muscle cells which are specialized for contraction, mainly thanks to the proteins
myosin and actin. Muscle tissue which is responsible for movement of the body
is called skeletal muscle and is roughly composed of 75% water and 20% protein
with the remaining 5% being fat and other components [72]. In skeletal muscle,
cells are organized in bundles of muscle fibers, kept together by connective tissue.

Adipose tissue is a type of connective tissue consisting of fat cells which can
store fat in lipid droplets [73]. The tissue contains roughly 80% fat with the
remaining 20% being water, protein, and minerals [74]. Adipose tissue can be
found around muscles, between muscle fibers and in the marrow [73]. Often fatty
acids (FA) are of interest for quality measurements in foods, since specific FAs, such
as eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA) are associated
with e.g. health benefits [75-79]. FAs are stored in such tissue, mainly in the form
of triacylglycerols (TAG). TAGs consist of a glycerol backbone and three FAs, as
illustrated in Figure 2.11. FAs are mainly distinguished by the number of carbons
in the chain, the number of double bonds and their position in the carbon chain,
according to the TUPAC notation. For example, DHA (22:6n-3) has 22 carbons and
6 double bonds, with the first double bond positioned at the third carbon-carbon
bond counted from the methyl (CHs) end. A FA is referred to as saturated (SAT)
when containing no double bonds, monounsaturated (MUFA) when containing one
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Figure 2.11: Simplified illustration of EPA and DHA as free fatty acids and the structure of a
TAG. R denotes the rest of the fatty acid chains.

double bond or polyunsaturated (PUFA) when containing more than one double
bond.

Bone tissue is a type of connective tissue which consist of bone cells surrounded
by a matrix of fibers and ground substance, a gel-like extracellular matrix. The
ground substance is calcified, and is found mainly in the form of hydroxyapatite
and secondly in a smaller amount of calcium carbonate [73]. It consists roughly of
60% hydroxyapatite, 10% water and 30% proteins [80].

Other connective tissues include for example cartilage, blood and dense fibrous
connective tissue. Such tissues consist of a variety of cells and ground substance
containing protein fibers, glycoproteins and proteoglycans. Dense connective tis-
sues support bones, muscles, and other tissues and organs. Examples are tendons
and ligaments. Collagen is an important component of all connective tissues, but
is particularly abundant in the dense tissues which contain little ground substance.
Collagens are a group of proteins which have amino acids arranged in characteristic
repeatable sequences which form a unique triple helix structure. The reapeatable
sequences consist of Glycine-X-Y, where X and Y may be any amino acids, with
Proline-Hydroxyproline-Glycine being the most common triplet [81,82]. More-
over, hydroxyproline (HYP) is a signature amino acid for collagens, while few
other proteins contribute with HYP in most tissues. Therefore, reference analyses
for collagen are often based on HYP measurements [83].

2.3.2 Applications

Raman spectroscopy has been widely used as an analysis tool within the food
processing domain. It has been used in a plethora of classification and quantifica-
tion tasks, for analysis of adulteration, safety control, quality documentation and
structural analysis in many types of foods, crops and beverages. This has been
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Figure 2.12: Pure EPA and DHA Raman spectra. They differ mainly in peak intensity ratios,
but also by a small shift in the C=C stretch frequency (1658 cm~!). Reproduced from Afseth
et al. [9]

extensively reviewed elsewhere [37,84-87]. Raman spectroscopy is a promising
spectroscopic technique for compositional analysis of foods, with the advantage
that the concentration of several compounds of interest can be measured at the
same time. Recent feasibility studies also show how the various Raman techniques
can be used for analysis of bulk composition [23] and to quantify complex food
quality features like fatty acids in muscle foods [8,9], to describe protein structure
related to water holding capacity in pork meat [10] and to quantify mineral, bone
and collagen content [11,12] in meat slurries. Color is another example of an im-
portant quality factor in many food products, and several pigments are relatively
effective Raman scatterers. Therefore, Raman spectroscopy has shown promising
results for carotenoids based analysis, such as evaluation of redness (astaxhantin)
in salmon fillets [88] and detection of adulteration with red Sudan I dye in paprika
powders [89]. Using more specialized Raman methods such as Coherent Anti-
Stokes Raman Spectroscopy (CARS) and Surface Enhanced Raman Spectroscopy
(SERS), enables detection of low concentration contaminants, pesticides, fungi-
cides and bacteria. [37,90]. For example, Johnston et al. [91] applied CARS to
detect presence of ionic titanium in the gut of rainbow trout.

Lipid analysis by Raman spectrocopy is particularly promising, since lipids are
effective Raman scatterers. Corresponding signals often dominate in spectra of
fatty foods, such as for salmon [92] and rest raw materials of pork and poultry
[11,15,23]. Moreover, the Raman scattering cross section of the CHy bend (1440
cm 1) has previously been estimated, showing up to a sixfold increase going from
pure proteins to lipid components [13]. A distinction between analyses of complex
foods with fat and analysis of pure oils should be made, because the latter contains
less disturbance from overlapping signals from other constituents. For instance,
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Chapter 2. Theory and Methods

fat and protein bands are known to overlap in Raman spectra. Due to health
effects [75-79, 93] and significance for functional properties [94], the degree of
unsaturation and quantity of omega-3 fatty acids have gained particular interest.
The use of Raman spectroscopy to measure such characteristics is promising for
pure oils [95-97], for more complex mixtures [96] and tissues [9,98]. Afseth et al. [9]
even found that separate calibration models for the two fatty acids EPA and DHA
in homogenized salmon muscle contained signatures similar to the respective pure
fatty acids and were distinguishable. The spectral signature difference of pure
EPA and DHA can be seen in Figure 2.12. They completely overlap, but differ
in peak intensity ratios and by a small shift in the C=C stretch frequency (1658
ecm™1). This shows that Raman spectroscopy has potential for analysis of specific
fatty acids. Through-skin analysis of fatty acid composition in salmon has been
attempted as well using Spatially Offset Raman Spectroscopy [92]. While it has
been shown that this approach is in principle feasible, the skin absorbed laser light
and reduced the lipid signals. In particular, spectrum quality was considerably
reduced when measuring through dark skin compared to light skin, which could
make through-skin quantification challenging.

2.4 In-line Raman spectroscopy

2.4.1 Definition of in-line measurements

In process analytical technology, it is often distinguished between different mea-
surement setups according to how fast and directly the sample or sample stream
is measured. An industrial measurement situation can be categorized as in-line,
on-line or at-line (Figure 2.13). In-line measurements are automatically taken di-
rectly in the process and are usually continuous. Similarly, on-line measurements
also refer to measurements that are continuous, but are done on a sub-sampled by-
pass stream. At-line measurements usually refer to measurements that are done in
the industry facility, but require that the samples are taken manually to a nearby
measurement station where the measurement conditions are optimal, which means
that they are less continuous and involve a time lag between the sampling and the
availability of the measurement result. Both in-line, at-line and on-line measure-
ments could be relevant in the industry, depending on the application and the exact
need for feedback speed. In contrast, measurements that are time-consuming and
are done in an external laboratory are called off-line.

2.4.2 Reported in-line use

The relevance of Raman spectroscopy as an in-line process tool is based on its
possibility for fast (< 30s), non-contact measurements and no need for sample
preparation. The fact that water does not create strong signals in Raman spec-
troscopy, is a considerable advantage in many food analyses, where water could
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Figure 2.13: In-line, on-line, at-line and off-line measurements.

act as a disturbant. Due to an increased stability, affordability and versatility of
Raman instruments in the last decades (See section 2.1.3), Raman spectroscopy
has been investigated as an in-line PAT in several areas outside the food processing
domain. The author refer to the thorough review by Esmonde-White et al. [33]
for further details. Monitoring of continuous (flow) reactions has been particularly
important in the chemical and petrochemical industries, where mixtures are often
hazardous for humans. Raman spectroscopy has been reported as a monitoring
tool for such reactions since 1993 [99]. One example within the production of ac-
tive pharmaceutical ingredients, showed that Raman spectroscopy could be used
to monitor a heterogeneous etherification reaction to determine reaction end-point
at pilot scale [100]. This work also reported that the end-point was predicted 600
min before the process description stipulations, showing that the use of Raman
spectroscopy could potentially reduce batch cycle time. Usage of in-line Raman
spectroscopy has also been reported within the bio-processing domain, particularly
since 2010 [33]. In 2014, Iversen et al. [27] inserted a Raman probe directly into
a 1-L bioreactor and quantified glucose, ethanol and yeast concentration during
a fermentation process. Craven et al. [101] demonstrated the use of a Raman-
based control system for adjustment of the feed-rate of glucose into a bioreactor
with Chinese hamster ovary cells. In this way, they were able to keep the glucose
concentration in the bioreactor constant.
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Chapter 2. Theory and Methods

In the food processing domain, the potential of Raman spectroscopy as a tool for
on-site and real-time measurements has been demonstrated for edible oil monitor-
ing and control [102]. Recently, Castro et al. [28] reported successful in-situ real
time monitoring of quality and safety parameters for frying oils. Frying oil quality
deteriorates during cooking, and amounts of toxic compounds increase. Therefore,
the main motivation of their work was to detect the critical discard point for the
oils. They monitored acidity, total polar compounds (TPC) and peroxide values
of different oils during a 16-h heating at 180 °C. Within this time frame, they
were able to detect TPC values which were above common regulation limits. In-
line Raman spectroscopy has, to the author’s knowledge, not been reported in the
literature for applications for more heterogeneous foods. This is likely due to the
added complexity of overlapping bands from other compounds such as proteins,
and the generally lower signal intensities for foods and related analytes. Due to
the lower signals, SNR can be an issue in quantitative analyses of foods, particu-
larly when the exposure time is limited due to the high in-line speeds of the food
products. This holds particularly true for single products moving along a conveyor
belt, such as for the application area A1l of this thesis (see section 1.2), considering
single salmon fillets moving on a conveyor belt. For continuous streams, such as
for the application area A2 of this thesis, considering measurement of poultry rest
raw material streams, the exposure time is not limited in the same way which
allows higher SNR measurements and it is easy to implement spectrum averaging
as a way to help increase SNR further.

2.4.3 Robustness criteria

Due to the heterogeneity of the production volume of foods and the challenging
measurement situation in the industry, the robustness of the employed measure-
ment method is a key discussion point. What is meant by ”robustness” in this
context, is that the calibration obtained for a particular compound based on mea-
surements under the relevant conditions works well for the material variations
expected over time. More specifically, this requires that the predictions are

1. little affected by relevant physical changes of the food matrix (e.g. variations
in absorption and scattering properties),

2. not strongly dependent on indirect measurements where correlations with
concentrations of other components are required (unless these correlations
are always present),

3. little affected by the relevant variations in the measurement condition (e.g.
working distance).

2.4.4 Robustness of Raman and Near Infrared spectroscopy

Near Infrared spectroscopy (NIRS) have been applied for in-line measurements
in the food industry for decades [103-105], and low cost systems are being con-
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tinuously developed. Due to the affordability, relatively simple assembly directly
in the process-line, and possibility for acquiring signals from the interior of thick
samples, it is often preferred in the food industry.

In this thesis, a hypothesis is that Raman-based models might be more robust
than NIRS-based models, particularly when more detailed chemical information
is required from the analysis, such as specific FAs (e.g. EPA and DHA). We
hypothesize that the first two robustness criteria above (section 2.4.3), i.e. de-
gree of sensitivity to matrix effects and dependence on correlations with other
compounds are the reason why Raman-based models might be more robust than
NIRS-based models. NIRS is based on the measurement of overtones and com-
binations of vibrational modes. This means that the spectral bands of NIRS are
generally broader compared to Raman bands, and consequently suffers more from
overlapping information. This could be especially cumbersome in complex food
matrices with signals from many constituents. In addition, it is well known that
signals from water are strong and can be a challenge in calibration development for
NIRS, while it is a very weak Raman scatterer. Consequently, chemical informa-
tion is better resolved in Raman spectra. Afseth et al. [9] presented an example for
this in the analysis of FAs in homogenized salmon samples. For Raman and NIR
measurements of the same samples, they showed by PCA that the variation in the
spectra were better resolved for Raman spectroscopy (Figure 2.14). Firstly, the
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Figure 2.14: The explained variance of the reference data, NIR spectra, and Raman spectra of
ground salmon samples. The figure shows 13 components because 13 FAs were included in the
analyses. Reproduced from Afseth et al. [9].

variance explained by the first NIR components was considerably higher than for
the references and Raman spectra. In correspondence with the above reasoning,
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a) | NIRS b) | Raman

—DHA
o8t 4 L Linoleic acid 0.8l
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Figure 2.15: Performance of a PLSR model for DHA transferred from homogenized salmon sam-
ples (a previously collected data set) to intact salmon samples (from paper II). The performance
for DHA as a function of number of included latent variables are shown for NIRS (a) and Raman
spectroscopy (b). It is compared with the performance for prediction of Linoleic acid using the
same DHA model. Presented at the Chemometrics in Analytical Chemistry Conference 2022, by
Erik Tengstrand [107]. Acquired through personal communication.

this was because much of the variance in the NIR spectra originated from strong
signals from water, proteins and from light scattering.Therefore a large part of
the spectral information for NIRS was connected to the bulk composition and was
explained by a few components. For Raman, more components were required to
explain the variance, which means that there were more independent variations
in the spectra. Furthermore, the fact that water and proteins are weak and mod-
erate Raman scatterers, respectively, gives Raman an additional advantage over
NIRS in context of lipid analysis. Corresponding signals are less pronounced in
the spectra and disturb the FA signals less. Consequently, it is likely that NIRS
is more susceptible to issues with dependence on conserved correlations (the so
called cage of covariance [106]) and matrix effects, especially for samples which
are heterogeneous and varying in composition.

As an extension of this reasoning, calibration maintenance as well as calibration
transfer could possibly be less cumbersome for Raman spectroscopy. Figure 2.15
shows results from a calibration transfer of a PLSR model for DHA, based on
homogenized salmon samples (from Afseth et al. [9]), to the intact salmon fillets
from paper II in this thesis. For both sample sets, measurements were made by
Raman spectroscopy and NIRS. The figure shows how the performance on the
intact salmon set varies with the choice of number of latent variables (LV). For
NIRS, a high variability in performance with the choice latent variables was seen.
More interestingly, the performance dramatically drops when including 9-13 LVs.
The reason for this is likely that these components introduce indirect modelling
on other FAs, and that the covariance between DHA and these other FAs are
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strongly reduced in the intact salmon sample set. The figure shows indications
that linoleic acid is one such FA. The performance for prediction of linoleic acid,
using the model for DHA, is shown. It can be seen that the very same LVs (9-
13) that caused a dramatic performance drop for DHA, results in a considerable
performance lift for linoleic acid. This shows that the NIRS-based DHA model
was very sensitive to variation in the covariance structure in the sample sets. In
contrast, such behaviour is much less pronounced for the calibration transfer of the
Raman-based DHA model, and performance is fairly high for any chosen number of
LVs. This is again a testimony to the higher chemical resolution in Raman spectra.
Therefore, the hypothesis of Raman spectroscopy being more robust than NIRS is
well motivated for specific fatty acids, and should be expected to extend to other
detailed chemical analysis for heterogeneous foods as well.
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3.1 Paper I

3.1 Paper I

Feasibility of In-line Raman Spectroscopy for Quality Assess-
ment in Food Industry - How Fast Can We Go?

For the first time, a Wide Area Illumination (WAI) Raman probe was tested for
stand-off measurements on a conveyor of raw material relevant for the two defined
application areas in this thesis, i.e. A1) salmon fillets and A2) a poultry rest raw
material stream. Concentration of the fatty acids EPA + DHA in ground salmon
samples (n = 63) and residual bone concentration in samples of mechanically
recovered ground chicken (n = 66) were estimated. The paper was specifically fo-
cused on measurements of single samples on a conveyor belt, and not a continuous
stream. We prepared samples of defined sizes, and showed how spectrum quality
(SNR) and prediction errors were affected by decreasing exposure time from 10
s down to 1 s (Figure 3.1). The exposure time was adjusted by the speed of the
belt. We found that high belt speeds reduced spectrum quality and increased
prediction errors, an effect that was stronger when reducing the exposure time
below 4 s. Comparatively, an exposure time of around 1 s corresponded to belt
speeds (0.3 m/s) currently employed in-line in the industry. This confirmed that
the higher belt speeds limited the performance and that SNR is a critical parame-
ter. The obtained spectrum quality and estimation accuracy were still acceptable
for industrial use showing that the applications are feasible. This emphasizes that
strategies for SNR optimization in an in-line system are important with respect
to robustness.
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Figure 3.1: The prediction error and average spectrum SNR as a function of exposure time
for estimation of residual bone concentration in mechanically recovered ground chicken (a) and
concentration of fatty acids EPA+DHA in ground salmon (b). The correlation between SNR
and RMSEcy is indicated

We further compared simple strategies for noise reduction, including in-line repli-
cate averaging and variable selection, for which prediction errors are shown in
Figure 3.2. Replicate averaging was considered an analogy to installing two Ra-
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man instruments in series, and this strategy lead to the most pronounced positive
effect on the performance. However, this represents a high cost solution, while only
providing a moderate performance lift. In addition to the strategies indicated in
Figure 3.2, we showed that, with the given normalization strategy (EMSC), a
calibration based on 10 s exposure time could be used at shorter exposure times
without compromising performance. This demonstrated a practical versatility
with respect to handling samples of different sizes and potentially for employing
adjustable exposure times to optimize SNR for individual samples.
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Figure 3.2: The prediction error as a function of exposure time for the different noise reduction
strategies tested, compared to the original data. Performance is shown for estimation of residual
bone concentration in mechanically recovered ground chicken (a) and concentration of fatty acids
EPA+DHA in ground salmon (b).

The possibility for instrumental improvements was mentioned in paper I, but not
thoroughly discussed. One way to increase signal recovery is to tailor the laser
excitation wavelength to the application. By employing shorter wavelengths, Ra-
man signal intensities (Eq. 2.5) could be greatly enhanced, but may also greatly
enhance fluorescence signals and the risk of detector saturation. Therefore, the
spectrum noise component would also be increased, and the SNR gain is uncertain.
However, when the aim is to minimize exposure time while maintaining high SNR,
it is possible that the increased Raman signal at shorter laser wavelengths could
allow lower exposure times, without sacrificing SNR to the same extent. In this
approach, there is clearly a need to characterize the SNR as a function of laser
wavelength at short exposure times (below 4 s). Another potential way to increase
SNR is to add reflective mirrors or similar to the back scattering configuration,
which allows reflected or Rayleigh-scattered photons to be reflected back into the
sample and potentially be Raman scattered. Thus, the Raman signal may be in-
creased at shorter exposure times. Such approaches have have led to improvement
in SNR and performance in other applications [108], and could possibly be adapted
for in-line use on moving samples. However, also in this case, fluorescence would
be increased and further investigation of the impact of such strategies on SNR
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Figure 3.3: The time-gated Raman spectroscopy principle. Reproduced from Nissinen et al. [109]

at short exposure times (below 2 s) is needed. Yet another interesting possibility
which could be investigated is the use of time-gated Raman. In this approach,
fluorescence is physically avoided by employing a pulsed laser and a detector with
programmable shutter. The concept exploits the fact that Raman scattering is
a faster process than fluorescence. By collecting the signal at the detector in a
limited period, many fluorescence photons are not collected, as illustrated in Fig-
ure 3.3. This reduces the shot noise component associated with fluorescence and
may lead to higher SNR at short exposure times, and at the same time act as a
safeguard against detector saturation by fluorescence.

Figure 3.4: The heterogeneous poultry sample composition, consisting of different poultry rest
raw materials placed in slots 1-4. A fat rich material F of varying size was placed at a random
position.

Paper I considered single samples. For the salmon application (A1), this addressed
the final goal to measure single salmon fillets on a conveyor belt. With respect
to the poultry rest raw material measurements, the final goal was to perform
measurements on large volumes in a continuous stream. However, as a proof of
concept it was decided to start with single poultry raw material samples to inves-
tigate the impact of lower SNR and to study a different food matrix in addition
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to the salmon. Furthermore, it allowed a controlled check of how the performance
was impacted by measuring the same samples in heterogeneous state versus ho-
mogenized state.This was motivated by the potential differences in absorption and
scattering properties within heterogeneous material, which could possibly disturb
spectrum intensities. The heterogeneous samples were made by combining differ-
ent base species of poultry material in a sample holder, without mixing (Figure
3.4). Samples were scanned at the conveyor and then homogenized and scanned
again. We found that the difference in performance between these two measure-
ment sets were not significant, which was promising with respect to measurements
on heterogeneous samples, and suggested that differences in material properties
did not critically disturb the acquired sample spectra.
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3.2 Paper II

Raman Spectroscopy and NIR Hyperspectral Imaging for In-
line Estimation of Fatty Acid Features in salmon fillets

In paper II, we looked more thoroughly into application Al) in-line determina-
tion of fat composition in salmon fillets at short exposure times, concentrating on
%EPA+DHA. In contrast to paper I, the particular focus was on strategies for
tackling the spatial heterogeneity of intact fillets, i.e. the fat distribution over the
fillet. This was done by testing different scanning paths for signal accumulation,
including one path over the low fat loin area and two scanning paths over the high
fat belly area (sinusoid and line scan), as shown in Figure 3.5a. Additionally, we
considered measurements on trimmed versus untrimmed fillets. In trimmed fil-
lets, the high fat deposition layer in the belly is removed. Such trimming is often
employed industrially, and it was of interest to check if trimming impacted the per-
formance. From cross validation on a calibration set (n = 51) with salmon fillets
from different locations and feeding regimes acquired in the spring, we found again
that SNR of the spectrum was the limiting factor for the choice of scanning strat-
egy. Figure 3.5 shows the prediction error as a function of SNR for the different
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Figure 3.5: The scanning strategies employed for Raman signal accumulation (a) and predic-
tion errors (CV) for the calibration set, as a function of SNR of the different Raman scanning
strategies. The overall correlation between SNR and RMSE¢y is indicated.

Raman scanning strategies. Clearly, the loin scans exhibited considerably lower
SNR and performance. The performance would be even lower at higher speeds,
e.g. 1 s exposure, which is closer to industrial conveyor belt speeds. The belly line
scan on untrimmed fillets gave the highest SNR and performance. Furthermore it
could be seen that there was a moderate decrease in performance for SNRs between
50-60 (i.e. different belly scanning strategies at 2 s exposure time), while there
was little increase in performance above 60 (i.e. different belly scanning strategies
at 4 s exposure time). This showed that the choice of scanning strategy is more
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important at lower exposure times. Consequently, for industrial employment of
Raman measurements on a conveyor belt, a robotic solution might be needed in
order to target the high fat belly region of the fillets, and so far Raman might be
better suited for fast at-line measurements. Integration of Raman spectroscopy
with robotics is a topic that is being investigated in other areas such as in nu-
clear waste operation decision making [110] and tissue characterization in surgical
robotics [111,112]. To the author’s knowledge, it has not yet been investigated
for use on a conveyor belt for measurements of single samples, where high-speed
operation and exact laser trigger timing is important.

Currently, it is uncertain whether the choice of scanning strategy can be influenced
by potential variation in fat composition across the fillet. Although it is well known
that the fat level varies over the fillet, there is a lack of larger studies mapping
the fat composition over the fillet, most likely due to the high costs associated
with the FA analyses. Further work is needed to understand how representative
measurements in the belly are for the rest of the fillet.

The choice of measuring EPA+DHA as percent of total fat was made in order
to reduce indirect modelling on total fat level. Such a situation would not be
considered robust, for instance since fat levels typically vary seasonally [69]. Cor-
respondingly, one must be aware that the estimation does not give any information
on total fat level and therefore no absolute values for amount of EPA+DHA. This
limits the interpretation and conclusions that can be made based on the measure-
ments. In that sense there is still a missing link with respect to informative value
on a total nutritional level.
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Figure 3.6: Predicted versus measured %EPA+DHA values for the test set, based on various
Raman scanning strategies (a) and various NIR-HSI regions of interest (b). For Raman, the loin
scan was not considered for the test set, as the calibration set had revealed critically low SNR
values.
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3.2 Paper II

Further, we compared the Raman measurements with NIR hyperspectral imag-
ing (HSI), to elucidate the hypothesis motivated in section 2.4.4, i.e. that Raman
might be more robust than NIR. Prediction on a test set (n = 20) acquired in a dif-
ferent season (i.e. autumn where fat deposition is higher than in spring) supported
this hypothesis. Figure 3.6 shows the predictions based on Raman spectroscopy
and NIR-HSI. For Raman spectroscopy, the predictions based on belly measure-
ments had very low bias and slope errors. For NIRS, models based on different
fillet regions of interest exhibited large and varied biases, indicating sensitivity
to matrix effects or dependence on conserved correlations. Notwithstanding, the
NIRS-based models did give low variance and slope errors, indicating that, with
careful calibration maintenance, NIR-HSI is also a viable method.
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3.3 Paper III

3.3 Paper III

In-line Raman Spectroscopy for Characterization of an In-
dustrial Poultry Raw Material Stream

In paper III, we studied more thoroughly A2) in-line characterization of a poultry
rest raw material stream. We established calibrations (n = 59) for fat, protein,
ash (proxy for bone) and hydroxyproline (proxy for collagen) in ground poultry
rest raw material. Calibrations were established in the laboratory using samples
with high compositional variation. To mimic expected in-line variations in the
measurement situation, samples were measured using a Wide Area Illumination
(WAI) Raman probe at varying working distance (6 cm, 9 cm, 12 cm) and probe
tilt angle (0°, 30°).

Firstly, the average spectrum intensities were little affected by working distance,
as shown in Figure 3.7a., although there was a trend that spectra acquired at non-
optimal working distances had slightly lower intensities. This showed that the
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Figure 3.7: Results from the poultry rest raw material calibration set, illustrating how working
distance moderately impacted the average spectrum intensity, relative to the intensity at the
optimal working distance at 9 cm (a). The figure compares how the intensity changes for spectra
that are normalized by the sapphire peak intensity (blue) and spectra that are only baseline
corrected (red). The moderate impact of the different measurement setups (WD = working
distance and A = probe tilt angle) on model performance and SNR is shown (b).

WAL probe handled these moderate variations in working distances well. One hy-
pothesis in this paper was that normalization by the sapphire peak intensity could
correct for variations in working distance. This was based on the assumption that
the intensity of the reflected or back scattered laser beam from the sample (see
section 2.1.5) is dependent on the working distance due to the back scattering ge-
ometry (e.g. spherical). Although the calibration set did not contain large enough
variations in working distance to properly elucidate this assumption, there was a
trend that intensities were less reduced when applying this normalization strategy
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Chapter 3. Results and discussions

compared to applying baseline correction only (Figure 3.7a). Furthermore, the
spectrum SNR was little affected by the variations in working distance and probe
tilt, and predictive performances were not significantly affected for any analytes
(o = 10%), as shown in Figure 3.7b.

We further tested the obtained calibrations in-line with continuous measurements
of the ground poultry rest raw material stream at a commercial hydrolysis facility
over the course of two days. Measurements were acquired under demanding condi-
tions, including large variations in working distance and angle, moderate variations
in exposure time and presence of light pollution from an LCD screen and ambient
LED light. The models needed modifications compared to the suggested cross-
validated models for the calibration set. These modifications were larger for the
HYP and protein models. In particular, reducing the number of PLS components
considerably, improved the model performance for in-line predictions. However,
this was with the result that the protein model relied more on signals from fat
and that the HYP model relied more on general protein signals. There were also
indications that more custom pre-processing for different analytes may be advan-
tageous. However, given the above listed challenges, we were still able to obtain

4 |- Day 1~ 6h

Mean std
prediction

ni ——HyP Protein Fat Ash |
1 1 1 1 1 1 1
0 200 400 600 800 1000 1200 1400
2 —~ 7 f - -
g O 4ol EP LA ..a'-'”'”“‘_--»-a\—""‘*"‘--/ ot
52 |
'.6 E 50
o ®
5 & e
[oR o) bt ™M 'V‘\/.—r“\p-/"‘\*m_’
e <o 30 .
S o ‘ — Protein+Fat+Ash = = = Water [»
wn 20 I I I I I
0 200 400 600 800 1000 1200 1400

Time number

Figure 3.8: Prediction trends (15 minute moving average) for analytes during in-line testing of
obtained models from laboratory calibration. The mean standardized trend for each analyte is
shown (a), for easy comparison of qualitative trends. The sum (Z) of predictions of protein, fat
and ash concentrations is shown (b). As the remaining component is assumed to be water, the
residual, i.e. 100% - Z, is plotted as an indication of variation in water level.

reasonable estimates of compositional trends, as shown in Figure 3.8. For instance,
higher fat concentrations were often accompanied by lower concentrations in other
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3.3 Paper III

analytes, as expected. The sum of prediction trends for protein, fat, and ash con-
centrations in the sample stream varied approximately by 30-40 %, suggesting a
water concentration between 60-70 %, which also corresponds well with previous
experience.

The variations in working distance during in-line testing was much larger compared
to the laboratory calibration measurements. An unknown factor for these measure-
ments was to what extent the variation in working distance impacted predictions.
The effect of the working distance on the predictions depends on two main factors:
i) how large working distances the pre-processing can effectively correct for and
ii) whether the spectra which are not effectively corrected are filtered out. In this
paper, we employed a simple criterion for filtering out low quality spectra, based
on the SNR. Since measurements of working distance were not available for these
in-line measurements, we could not properly evaluate whether the pre-processing
and filtering method together tackled the larger variations in working distance.
Therefore it is of interest to elucidate the effect of larger working distances in a
more systematic study in the laboratory. However, Figure 3.9 shows an example of
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Figure 3.9: Fat predictions in a small time span, showing periodic variations in predictions and
SNR, corresponding with the alternating output volume (i.e. working distance) at the grinder.
Spectra with SNR below 23 were filtered out, and corresponding predictions are marked (red),
while predictions based on spectra with accepted quality are marked (green).

how predictions and SNR varied periodically in correspondence with the alternat-
ing output volume (i.e. working distance) at the grinder. This clearly indicated
that SNR does indeed vary with working distance, and that filtering based on SNR,
is justified. However, SNR will also be affected by other phenomena that changes
either the average Raman signal intensity (chemistry) or the noise level (e.g. shot
noise from fluorescence). Filtering methods that are more directly related to work-
ing distance might be more robust. If working distance cannot be diagnosed from
the spectra, an option is to integrate a laser distance sensor with the instrument.
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Chapter 3. Results and discussions

Alternatively, another way to eliminate errors introduced by varying working dis-
tances is to use contact probes coupled directly into the stream. In this case, this
was not practically feasible and would require more invasive installments such as
bypass tubes. Moreover, this is often inconvenient during feasibility trials in the
food industry. Therefore the WAI Raman standoff probe is a good compromise
in many cases. Establishing the operational limits of such a measurement method
with respect to working distance, together with development of diagnosis tools
for measurements outside of these limits, will be important to take Raman WAI
stand-off probes towards industrial application development for food raw material
streams.

In case of Raman deployment, another important factor to consider is the hetero-
geneity of the stream. Raman introduces a considerable subsampling of the output
stream from the grinder. In order to ensure that Raman measurements provide
representative measurements for the stream on average, the degree of heterogene-
ity of the cross section of the stream should be correlated to temporal variation. If
the main variation is temporal, Raman measurements may still be a good solution.
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Chapter 4

Conclusion and further
research

The overall goal of this thesis was to elucidate the feasibility of Raman spectroscopy
as a tool for detailed quality evaluation of heterogeneous food raw materials under
in-line industrial conditions. To this end, two main application areas were cho-
sen, including A1) in-line measurements of fatty acid features in salmon fillets and
A2) in-line characterization of a poultry rest raw material stream. Table 4.1 sum-
marizes in detail the subgoals, main findings and suggestions for further actions
within these two application areas. The main findings are summarized below.

Paper I was a first confirmation of feasibility for the two applications, where we
showed that spectra obtained by using a WAI stand-off Raman probe for surface
scanning of chicken and salmon samples on a conveyor belt have sufficiently high
quality at industrially relevant conveyor belt speeds, down to 2-1 s exposure time.
This motivated further investigation of the two applications in paper II and III.

In paper II, we developed scanning strategies to tackle the heterogeneity of the
salmon fillets, and at the same time optimize SNR. The salmon belly was iden-
tified as the optimal scanning region, while loin scans gave low performance in
comparison, due to low SNR. This illustrates the importance of considering the
heterogeneity of the food product in a given application, and of optimizing mea-
surement strategies accordingly. One way to ensure optimal in-line measurements
in case of spatial heterogeneity in the food product, is to implement robotic scan-
ning solutions. In the salmon fillet application, our finding suggested the need for
a robotic Raman system which can guide the Raman probe over the belly during
signal accumulation. It remains to test measurements of salmon fillets in an ac-
tual industry environment, for which a robotic demo would be needed. In further
work, more focused application development could be advantageous, for example
to investigate the possibility for employment as a fast phenotyping tool in genetics
trials. Before this, extension of the calibration to salmon in different sizes and life
stages is needed, to elucidate the robustness of the method further. In addition,
it would be preferable to combine the Raman measurements of fat composition
with total fat analysis, for better representation of nutritional value and broader
phenotyping. If an in-line measurement system is successfully realized, Raman
spectroscopy could prove itself a valuable tool for the salmon industry, by mon-
itoring product quality with frequent feedback over the seasons and years. This
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Chapter 4. Conclusion and further research

would provide a unique basis for analysis and quality optimization by measuring
effects of feeding strategies, breeding and possibly other farming parameters.

In paper I1I, we found that measuring detailed chemistry in a heterogeneous poul-
try raw material stream is feasible when using a WAI Raman probe. Variations in
working distance can be a critical factor in such a process. Such variations may be
handled by efficient normalization and filtering algorithms for spectra and novel
probes with enhanced focusing depth. In further work, it is important to elucidate
the limitations of such hardware and pre-processing to handle larger variations in
working distance. Establishing the corresponding operational limits and develop-
ing diagnosis tools for measurements outside of these limits will be important to
take Raman WAI probes towards industrial implementation for food raw material
streams. If an in-line measurement system is successfully realized, WAI Raman
spectroscopy could be a valuable tool for monitoring and controlling the mechan-
ical deboning process or the hydrolysis process. This provides the opportunity for
real-time optimization of yield and quality.

Overall, the work of this thesis illustrates that measurements of detailed chemistry
in single samples on a conveyor belt can have good performances at exposure times
of around 2-1 s. Nevertheless, it was evident that these low exposure times reduced
SNR and performance and that SNR was a critical parameter. This indicates that
such fast Raman measurements might be less robust with respect to tackling sam-
ples of varying sizes or lower analyte concentrations. Therefore, it is critical to
monitor spectrum quality in a practical implementation, and further work on SNR,
optimization strategies will be important. For such types of measurements, Raman
is therefore so far better suited for fast at-line/on-line measurements. Neverthe-
less, the Raman-based measurement approach presented in this thesis, represents
a considerably faster and cheaper method compared to corresponding off-line lab-
oratory methods.

Further efforts on calibration development, SNR optimization and practical mea-
surement setup is needed to unlock the full potential for in-line measurements in
the two application areas. Still, this thesis has shown that it is feasible to use a
WAI Raman probe for detailed characterization of very heterogeneous streams of
raw material, at industrially relevant speeds and in presence of moderate variations
in working distance and probe tilt. It was shown that WAT Raman spectroscopy is
promising, both for measurements of continuous raw material streams and single
food products on a conveyor belt. This introduces many new application oppor-
tunities for Raman spectroscopy within quality documentation, sorting, process
analysis and real-time process control in the food industry. Although this was
demonstrated through measurements of poultry rest raw material and salmon fil-
lets in this thesis, it could clearly be relevant also for other raw material streams
in other meat production.

NIRS methodologies are well established for measurement of many quality param-
eters in the food industry. This method has considerable advantages with respect
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to affordability, relatively simple assembly directly in the process-line, easier com-
patibility with ambient light, much better sampling capabilities and consequently
more representative sampling. In contrast, Raman spectroscopy will require more
careful development of practical measurement setup. However, this thesis indi-
cates that Raman spectroscopy might be more robust with respect to variations
in absorption and scattering properties within a sample or between samples and
dependence on conserved correlations with other compounds. This suggests that
once practical measurement setups are developed, Raman-based calibrations could
be more easily maintained in the industry and reduce associated costs. In addition,
NIRS is not suitable for measuring all relevant quality parameters, such as bone
and collagen for which Raman is promising. Moreover, the inherent sensitivity
of Raman to ambient light need not be an issue with the appropriate shielding
development or employment of suitable light sources at the measurement location.
Overall, WAI Raman spectroscopy may be a good alternative to NIRS for in-
dustrial food quality monitoring, particularly in applications where more detailed
chemical analysis is desired.
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Moderate variation
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and probe tilt
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spectra and
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Investigate if
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sitional variations
of sample stream
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temporal
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SNR filtering
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to tackle variations
in WD
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average trends
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of HYP and
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2 WD - working distance
Table 4.1: Goals (G1 - G3), main findings and suggestions for further actions in the two application areas (Al - A2).
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Paper I

Scanning samples with a standoff Raman probe on a conveyor belt
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Abstract

Raman spectroscopy is a viable tool within process analytical technologies due to recent technological advances. In this article,
we evaluate the feasibility of Raman spectroscopy for in-line applications in the food industry by estimating the concentration of
the fatty acids EPA + DHA in ground salmon samples (n = 63) and residual bone concentration in samples of mechanically
recovered ground chicken (n = 66). The samples were measured under industry like conditions: They moved on a conveyor belt
through a dark cabinet where they were scanned with a wide area illumination standoff Raman probe. Such a setup should be
able to handle relevant industrial conveyor belt speeds, and it was studied how different speeds (i.e., exposure times)
influenced the signal-to-noise ratio (SNR) of the Raman spectra as well as the corresponding model performance. For all
samples we applied speeds that resulted in | s, 25,4 s,and 10 s exposure times. Samples were scanned in both heterogenous
and homogenous state. The slowest speed (10 s exposure) yielded prediction errors (RMSECV) of 0.41%EPA + DHA and
0.59% ash for the salmon and chicken data sets, respectively. The more in-line relevant exposure time of | s resulted in
increased RMSECV values, 0.84% EPA + DHA and 0.84% ash, respectively. The increase in prediction error correlated closely
with the decrease in SNR. Further improvements of model performance were possible through different noise reduction
strategies. Model performance for homogenous and heterogenous samples was similar, suggesting that the presented Raman
scanning approach has the potential to work well also on intact heterogenous foods. The estimation errors obtained at these
high speeds are likely acceptable for industrial use, but successful strategies to increase SNR will be key for widespread in-line
use in the food industry.
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fundamental transitions and do not suffer from overlapping
bands to the same extent. This can for instance be seen in
spectra of fish oil as shown by Bekhit et al.® Raman spec-
troscopy is becoming a viable tool within process analytics due
to recent technological advances. Low-cost Raman instruments
are available and instrumental advances provide a new degree of
versatility. The potential of in-line Raman applications have been
demonstrated in several areas, such as in the pharmaceutical
and bioprocessing domain, as reviewed by Esmonde-White
et al.” However, the literature on Raman spectroscopy for in-
line food evaluation is scarce, although the possibilities within
the food industry are undoubtedly many. In addition, the existing
studies on Raman-based strategies for reaction monitoring and
control is often based on analysis of continuous and homogenous
sample streams, while reported studies on in-line evaluation of
single products moving along a conveyor belt is to a huge part
lacking. The latter situation is frequently encountered in the food
industry.

A prerequisite for in-line Raman applications is proper and
representative optical sampling tools, and a development of
particular interest in this respect is wide area illumination
probes. This approach utilizes a defocused laser combined
with multiple collection fibers, resulting in larger measure-
ment areas and insensitivity to smaller variations in working
distance.® This optical setup is suitable for measurements of
food samples in a surface scanning mode. Recent work’™'?
demonstrates the potential for a surface scanning setup for
food evaluation. Andersen et al. showed the applicability of
Raman spectroscopy for bulk composition analysis of het-
erogenous foods. However, they used rather long exposure
times ranging from 60 s to 80 s and pointed out that sampling
speed could be a limitation for applications where single
samples need to be analyzed in real-time. In other applications,
Raman spectroscopy may give satisfactory measurements
within milliseconds given the adequate laser power. In con-
trast, foods often have low Raman signals and may be damaged
by exposure to higher laser powers, making in-line food
applications more challenging.

One potential in-line application in the food industry is the
evaluation of ground meat from the mechanical deboning
process of rest-raw material of chicken, where remaining
meat on the carcasses after filleting is separated from the
bones. Perfect separation of bone and meat is not achieved,
and the content of finely ground bone in the meat fraction is
regulated.'® In-line monitoring and control of the bone
concentration is yet to be implemented, but Wubshet et al."®
recently showed that Raman spectroscopy potentially could
be used to quantify bone contents in these samples. Another
relevant application is in-line determination of omega-3 fatty
acids in salmon. Due to reported health effects, fatty acid
composition is an important quality parameter in the market.
NIRS has been successfully used for determination of total fat
content in whole salmon fillets'* and estimation of omega-3 fatty
acids in pure fish oils is promising.'>® Brown et al.'® reported
that eicosapentaenoic acid (EPA) and docosahexaenoic acid
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(DHA) could be determined in salmon by NIR spectroscopy,
but their calibration were less successful for intact salmon
cutlets than for minced salmon and they suggest that the
obtained performances are acceptable for rough approxi-
mation only. In addition, it is not clear whether the calibrations
relied on measurements of the actual fatty acids or just a
covariation with total fat as discussed by Eskildsen et al.'”
Raman spectroscopy is a promising tool for compositional
analysis of fatty acids,'®' and in-line determination of omega-3
fatty acids in fillets can expand the opportunities for product
differentiation. Furthermore, the implementation of such a
spectroscopic sorting system on an industrial basis can provide
the means for a rapid and affordable mapping of how feeding
regimes affect the final fatty acid composition in the fish.

The main aim of this work was to evaluate the feasibility of
Raman spectroscopy for in-line evaluation of complex foods,
and to elucidate how fasta product can pass by on the conveyor
belt while still obtaining a spectrum of sufficient signal-to-noise
ratio (SNR) and acceptable modeling errors. This was inves-
tigated for sample sets based on (i) chicken rest-raw material
from the mechanical deboning process and (ii) ground salmon
belly trims. We used an industry relevant setup, applying the
surface scanning strategy on samples moving along a conveyor
belt. As food samples in general are heterogenous, we also
aimed to confirm that the heterogeneity of the sample surface is
not necessarily a limitation for a Raman scanning system. We did
this by comparing prediction performance on heterogenous
and homogenous versions of the same samples.

Material and methods

Raw Materials

Chicken Samples. Chicken samples came from a mechanical
deboning process of rest-raw material of chicken. In this process,
the remaining meat on the carcasses after filleting is separated
from the bone fragments, resulting in two fractions: The me-
chanically deboned meat (MDM), containing mostly meat, and the
mechanical deboning residues (MDR) containing mostly bone.
Batches of MDM and MDR were provided by a poultry pro-
cessing plant (Bioco, Nortura Hrland, Norway) and subsequently
frozen. The batches were then ground in frozen state and used to
make five different base blends with different bone concentra-
tions. These blends were made by mixing ground MDM and MDR
in different ratios, according to the following shares

A:100%MDR
B:20%MDM + 80%MDR
C:50%MDM + 50%MDR
D:80%MDM + 20%MDR
E: 100%MDM

Each sample was then made by combining four sub-samples
of the available base blends A-E into the positions |—4 in
different arrangements in a rectangular sample holder
(30 cm x 3 cm) as indicated in Fig. |. This sample arrangement
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was scanned with the Raman system. The aim of the ar-
rangements was to create samples with different bone con-
centrations and varying heterogeneity. The bone content
typically covaries with fat content in this kind of material. To
reduce this correlation and to avoid overoptimistic modeling
results, a fat-rich sub-sample (ground chicken skin) of varying
size was added randomly to each sample (Fig. |). A total of 66
different samples were made, spanning a realistic range of bone
content. The samples were first measured as heterogenous
compositions of base blends, then homogenized (Retsch Knife
Mill Grindomix GM 200, 7000 rpm for 6 s twice with a stir in
between) and measured again in the same sample holder. Five
samples which consisted of only one base blend were not
homogenized. The samples were made consecutively and the
base blends were kept in a cold room (— | °C-0 °C) throughout
the whole experiment. Smaller portions of the blends were
taken out to the experiment room (room temperature) at a
time, to reduce possible temperature effects.

Salmon Samples. The samples were based on homogenized
belly trims from 52 salmons acquired from three farming
locations. Different feeding regimes were used on the dif-
ferent farming locations. Before homogenization (Retsch
Knife Mill Grindomix GM 200, 7000 rpm for 3 s), the bellies
were stored at (—| °C-0°C) to prevent liquid loss and lipid
oxidation. The target for these samples was the concentration
of omega-3 fatty acids EPA and DHA. To obtain an even
distribution of fatty acid concentration in the sample set, ||
additional samples were made of 50/50 combination of two
samples of the original set of 52. Those two sub-samples were
placed side by side in the sample holder (Fig. 1). The total
number of samples was then 63.

Reference Measurements

Reference analyses of the chicken samples were carried out by
an external laboratory (ALS Laboratory Group, Oslo, Norway).
Measurements for ash concentration (percent of wet weight)
were carried out by gravimetric analysis (BS 4401 Part | 1998
Commision Regulation (EC) 152/2009 MU 6,5%), and reference
measurements for fat concentration (percent of wet weight)
were carried out using pulsed nuclear magnetic resonance
(NMR) analysis (MU 6.5%). Analyses of the salmon samples were
carried out by BioLab (Bergen, Norway). Measurements of EPA
and DHA concentration applied the reference standard AOCS
Ce 1b-89 (methyl esterification capillary gas chromatography
with a flame ionization detector or GC-FID), and was expressed
as a percentage of the total amount of fatty acids (FA) in the
analyzed sample. For all reference analyses the mean of two
parallel sample measurements was reported.

Measurements and Data Analysis

Raman Measurements. For spectral acquisition, we employed a
MarqMetrix all-in-one (AIO) Raman system equipped with a
785 nm laser operating at 450 mW power. The sampling optic
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used with the AIO was a wide area illumination (D = 3 mm),
Proximal BallProbe HV standoff Raman probe with optimal
working distance 8-10 cm (MargMetrix Inc., Seattle, WA,
USA). The probe was placed inside a tube structure in a dark
cabinet on a conveyor belt, as shown in Fig. 2. The tube
structure was perfectly fitted around the probe. The dark
cabinet, designed for reducing ambient light, was a steel cabinet
of 100 cm length and 5.2 cm height with black coating inside.
For each measurement the Raman laser and signal acquisition
were activated by a trigger system which relied on a laser
sensor (CMOS laser sensor LR-ZB90CB from Keyence) for
detection of a block placed beside the sample on the belt.
Each sample was placed on a plate covered with aluminum
foil. The foil was used to prevent disturbing signals from the
plastic conveyor belt upon potential imperfect sample trig-
gering. Samples were passed through the dark cabinet and
scanned at belt speeds 0.3 m/s, 0.15 m/s, 0.075 m/s, and 0.03 m/
s. Corresponding exposure times were | s,2s,4s,and 10s,
respectively. The belt speed was tuned and controlled by using a
contact tachometer (Tachometer PCE-DT 65 from PCE In-
struments). Two technical replicates were measured for all
samples and exposure times. Homogenized chicken samples
were measured only for 2 s and 10 s exposures, for comparison
with measurements on the corresponding heterogenous
samples. Salmon samples were measured only in homogenized
version, except for the || additional combination samples
which were measured only in heterogenous state.
Pre-Processing.Chicken and salmon spectra were pre-
processed using Savitzky—Golay (SG) smoothing (polynomial

Figure |. Sample composition scheme for chicken (a) and the ||
salmon combination samples (b). A fat-rich species F of varying size
was placed at a random position in the chicken samples.

o “\v

i @

Figure 2. Spectrum acquisition setup consisting of a dark cabinet
(a), wide area illumination standoff Raman probe (b) and a moving
sample (c) on a conveyor belt.
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order 2 and window size 9)** followed by extended multipli-
cative signal correction (EMSC)**** employing up to the sixth
order polynomial and the asymmetric least squares (ALS)
algorithm®?® for baseline correction of the EMSC reference
spectrum. The ALS reference spectrum correction employed a
smoothing parameter of 5.8 (L) and an asymmetric weighting
parameter (of the residuals) of 0.01 (p). Pre-processing was
applied on the full data sets, including all exposure times.
Subsequently, the data sets were organized into separate ex-
posure time subsets for data modeling.

Data Modeling. The Raman shift range 520 cm™'-
1800 cm ™' was utilized in the data modeling for both data sets.
Partial least squares regression (PLSR)*"*® was used for
calibration development. We established models for ash
concentration in chicken samples (proxy for bone content)
and EPA + DHA concentration for salmon samples. Note that
EPA and DHA concentrations were not estimated separately,
but as a joint concentration value. The PLSR models were
validated by cross-validation (CV) where replicate measure-
ments were held out in the same segment to avoid overfitting.
The reason for not averaging the replicates was to keep the
prediction conditions as close to an in-line situation as pos-
sible. The choice of number of latent variables for the PLS
modeling was based on a simple criterion using a 3% punish
factor, as described by Westad and Martens.”” Noise re-
duction and improvement in the model performance was
attempted for the shorter exposure time subsets (4 s, 2 s, and
| s) through variable selection employing the significance
multivariate correlation (sMC) method.*® For selection of
variables in the | s exposure data, we applied sMC on the 2 s
exposure data, and for selection of variables in the 2 s ex-
posure data, sMC on the 4 s exposure data was used, and so
on. This was to avoid overfitting. The results were compared
with the corresponding calibrations based on the full spec-
trum (642 channels). Another method we investigated for
noise reduction was averaging of in-line replicates. To evaluate
this strategy, cross-validated PLSR models were obtained for
three versions of the exposure time subsets; one version
where the two spectrum replicates were averaged, one where
replicate number | was selected as a representative for each
sample and one where replicate number 2 was selected as a
representative for each sample. We report the average
performance of the two single-replicate versions as a rep-
resentative for a single-measurement system.

The chicken samples were used to compare the per-
formance of regression models on heterogenous samples
versus homogenous samples. This comparison was con-
ducted with CVANOVA,*'~*? 2 two-way analysis of variance
(ANOVA) of cross-validation errors. In total five samples
which consisted of only one base blend were excluded from
this analysis, since these were not homogenized. The
ANOVA was carried out in Python version 3.7, Anaconda3
distribution (Anaconda, Austin, TX). All other data analysis
was carried out in Matlab version R2020a (The MathWorks,
Natick, MA). The data that support the findings of this study

Applied Spectroscopy 76(5)

are available from the corresponding author, upon rea-
sonable request.

Signal-to-Noise Ratio. Calculation of SNR was based on the
ratio between the average spectrum intensity and the standard
deviation of the estimated noise, similar to Guo et al.>* An
SNR value was calculated for each spectrum using Eq. |.

M

where | is the spectrum intensity and I, is the estimated noise
intensity. Noise was estimated as the difference between the
spectrum and the smoothed version of the same spectrum,
using SG with polynomial order 2 and window size 9. The SNR
was compared across exposure times and data sets, and we
have reported the average SNR of each exposure time subset
(pre-processed versions).

Results and Discussion

Spectral Data

Figure 3 shows that there was a more prominent fluorescence
background in the chicken spectra compared to the salmon
spectra. This was expected since bone matrices are prone to
fluoresce.'® The fluorescence naturally increased with higher
exposure times. From the pre-processed spectra (Fig. 4), the
chemical bands are more easily distinguished. The chicken
spectra consist mainly of bands associated with fatty acids (e.g.,
1080, 1267, 1302, and 1441 cm ').'"?° The peak at
1658 cm™' may be associated with both the Amide | band
related to proteins and the olefinic stretch related to fatty
acids,'”* which overlap. More importantly, another prom-
inent peak at 960 cm ™' is associated with phosphate (v PO3 "), a
well known bone mineral.'®*® The salmon spectra are domi-
nated by bands associated with fatty acids, similar to the chicken
spectra. The most pronounced peaks are located in the region
above 1200 cm ™. This includes the bands at 1267 cm ™' and
1658 cm™' which may be assigned to the Olefinic hydrogen
bend and the Olefinic stretch, respectively, of which both can
be related with unsaturated modes.'**® Peaks related to sat-
urated modes, that is, at 1302 cm~' and 1441 cm™', can be
assigned to the methylene twisting deformations and the
Methylene scissor deformations, respectively.'>?° In the region
below 1200 cm™', two noticeable peaks are located at
1004 cm ™' and 1080 cm ™', which originate from the aromatic
ring breathing of phenylalanine, and the liquid aliphatic C-C
stretch in gauche, respectively.'>?® Another important peak at
935 cm ™' is most likely related to the alkene C-H deformation
in polyunsaturated fatty acid moieties.>¢3’

Implication of Conveyor Belt Speed

Figure 4 shows pre-processed spectra at different exposure
times for both sample sets. As indicated, the SNR clearly
decreased with higher scanning speed. Note also that the
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Figure 3. Raw spectra from chicken (a) and salmon samples (b), colored according to exposure time.
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Figure 4. Pre-processed sample spectra from chicken (a) and salmon (b) for all exposure times T.

spectra from chicken had considerably lower SNR than those
from salmon. Hence, in this context the chicken measure-
ments represent low SNR spectra, while the salmon mea-
surements represent high SNR spectra. The regression results
for both sample sets and all exposure times are summarized in
Fig. 5 (see additional results in the Supplemental Material).
There was a clear trend in performance as function of ex-
posure time for both sample sets, and as expected we ob-
tained higher root mean square errors (RMSECV) for shorter
exposure times. This was in essence due to lower SNR, as
apparent from the strong negative correlations between these

two (r = —0.96 for chicken and r = —0.99 for salmon).
Nevertheless, the models based on different exposure times
overall showed the same chemical signatures in the regression
vectors (Fig. 6), which was encouraging. Note, however, that
as the exposure time decreased, the most pronounced re-
gions in the regression vectors became less weighted.

The exposure time of 10 s was regarded a best case
reference and represented a rather slow conveyor belt speed,
while the |-2 s exposure times represented highly relevant
conveyor belt speeds. With respect to model performance,
there seemed to be a critical exposure time limit around
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3 s—4 . The graphs (Fig. 5) indicate that higher exposure times
gave only a marginal increase in performance, while decreasing
the exposure time below this limit had a more detrimental
effect. Such critical limits will vary depending on the food
properties related to Raman scattering cross sections and for
different target compounds. For instance, measurements on
low fat salmon muscle might increase the critical exposure
time limit due to weaker signals and lower SNR. Although the
estimation errors obtained at the lower exposure times in
these particular cases are close to acceptable for industrial
use, the rapid decrease in performance below 3 s—4 s il-
lustrates that it would be a definitive advantage with de-
velopments on instrument sensitivity and other efforts on
SNR optimization. In spite of the overall higher SNR levels
and the same relative decrease in SNR from 4 s to 2 s, there
was a more dramatic effect on the model performance for
salmon than chicken (Fig. 5). This may be because the %ash
model relies mainly on a single peak while the %EPA + DHA
model relies on more subtle spectroscopic changes in several
peaks, as can be seen from the regression coefficients in Fig.
6. This emphasizes that the critical SNR level in a predictive
might system depend on the complexity of the model.

In the closely related work by Wubshet et al.,'® where a
Raman system (standoff probe, 785 nm, spot size 6 mm) was
utilized for %ash estimation in similar chicken samples, an
RMSECYV of 0.63% (of wet weight) was obtained with an ac-
cumulation time of I5 s X 4. We obtained a corresponding
RMSECYV with 4 s exposure, which emphasize that the sampling
strategy employed in this study performs very well. Considering
that the exposure time was significantly decreased from 10 s to
| s, the resulting error increase of only 0.2% is promising, also
taken into account that the error in the reference measure-
ments of ash concentration was 6.5% of measured value, similar
to the modeling error. The reference uncertainty gives a limit
for how well our model can perform. However, one should
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consider in more detail the implication of the exposure time
reduction on the model itself. The main observation (Fig. 5) was
a decrease in number of latent variables (LVs) going from 2 s to
| s exposure time, indicating that we lose some information by
employing an exposure time of | s. The regression vectors in
Fig. 6 clearly show that predictions are mainly based on the
mineral band at 960 cm™'. Moreover, it can be noted that fat
associated peaks are not prominent in the chicken model re-
gression vectors, and the correlation between %fat and %ash
reference values (r =—0.65) is not critical.

The regression coefficients for the %EPA + DHA models
(Fig. 6) show that the main positively correlated peaks are at
935 cm™', 1264 cm ™', and 1663 cm™". The first is most likely
related to the alkene C—H deformation in polyunsaturated fatty
acid moieties.***” The two latter can be associated with other
unsaturated modes.2*'? The main negatively correlated peaks
areat 1004 cm™', 1081 cm™', 1305 cm ™', and 1443 cm ™', of
which the two latter can both be associated with saturated fatty
acids.®'? In such PLSR models there will always be some
uncertainty with respect to indirect modeling on other con-
stituents which co-vary with the analyte, as discussed thor-
oughly by Eskildsen et al.'” In this sample set, reference values
for %EPA + DHA did not correlate strongly with total poly-
unsaturated fatty acids (r = 0.40), but correlations were more
evident with total monounsaturated fatty acids (r = —0.77) and
total saturated fatty acids (r = 0.88). However, peaks associated
with unsaturated modes are clearly important for the model.
All peaks mentioned above are visible in models based on
different exposure times. However, the more subtle details
visible in the 10 s exposure model are gradually more com-
promised with decreasing exposure time. Additionally, the
models of exposure times below 4s have a decreasing com-
plexity with respect to number of LVs (Fig. 5). This reinforces
the impression that we lose information by decreasing expo-
sure time below the critical exposure time around 3 s—4 s.
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Figure 5. Model performance metrics across different exposure times for ash estimation in chicken (a) and EPA+DHA estimation in salmon
(b). We show the RMSECYV (solid line) and the coefficient of determination (Rgv in dashed line). The number of latent variables (LV)

employed for each calibration is indicated.
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Figure 6. Regression vectors for PLSR models for ash in chicken (a) and EPA+DHA in salmon (b) for all exposure times T.

Reduction of Noise

Since SNR is the main limiting factor for model performance,
three different strategies for noise reduction were investi-
gated for potential improvement. Variable selection was
motivated by the apparently uninformative regions in the
regression vectors (Fig. 6) which could possibly contribute
with noise. Cross-validated results with applied sMC variable
selection are summarized in Table I. The effect on the per-
formance was moderate for 4 s and 2 s exposure times for
both chicken and salmon, but resulted in a reduction in
number of LVs in the models, which indicate more robust
models. For | s exposure time, the effect of variable selection
on the performance was slightly more pronounced in both
chicken and salmon data.

Another possible strategy to increase SNR is to place two
instruments in series on the conveyor belt and make pre-
dictions based on average spectra. In Table || we compare
the average performance based on the two single-replicate
versions of the data sets to the replicate-average versions.
For both chicken and salmon, the effect of replicate aver-
aging was evident. For chicken, the effect was particularly
apparent for |s exposure time, where the RMSECV de-
creased by 0.18 %ash. For salmon, the effect was more
evenly pronounced across exposure times, with an RMSECV
decrease around 0.1 %EPA + DHA for the | s—4 s exposures,
while the impact for the 10 s exposure was less discernible.
Note that in most cases, the effect of replicate averaging was
approximately the same as doubling the exposure time for
the single-replicate set.

Table I. PLSR results for ash in chicken (% of wet weight) and
EPA+DHA in salmon (% of total FA) before and after variable
selection.

Full spectrum Selected variables

Exp. time RMSECYV LV* RMSECV LV  No. variables®
Chicken

I's 0.84 2 0.76 2 199

2s 0.70 3 0.68 2 204

4s 0.63 3 0.6l 2 211
Salmon

I's 0.84 2 0.78 2 217

2s 0.71 3 0.70 2 192

4s 0.51 4 0.53 2 217

?Latent variables.
®Number of selected variables.

From another practical perspective, products on the
conveyor belt may vary in size and it might be desirable to
adjust exposure time according to product size in order to
optimize the SNR for each product. To investigate if mea-
surements from different exposure times can be used in the
same calibration, we applied the 10 s exposure model on the
shorter exposure data (4 s, 2 s, and | s) in a cross-validation
scheme. Two replicates were held out of all exposure time
subsets for each validation segment, where a model was built
on the 10 s exposure data and applied on the held out
samples of the shorter exposure data. The number of LVs
included in the models were predefined as three for %ash



566

and four for %EPA + DHA estimation. Results are sum-
marized in Table lll. The two data sets showed very similar
results when basing predictions on the 10 s exposure model
as when applying the original cross-validation scheme for the
separate exposure time subsets. Thus, it indicates that a
model built on 10 s exposure time measurements works just
as well for the spectra of | s exposure. This demonstrates
that smaller variations in exposure time between samples are
not critical to the performance of the system. A pre-
processing step involving spectral normalization is essen-
tial for this approach to work. One practical instrument issue
when varying exposure times may be the occurrence of
mismatch between acquired spectra and dark spectra.

Table Il. PLSR results for ash in chicken (% of wet weight) and
EPA+DHA in salmon (% of total FA), using (i) only one of the
replicates for each sample and (ii) the mean of two replicates.

One selected replicate Replicate average

Exp. time RMSECV,,, Lv? RMSECV LV
Chicken
I's 0.88 2 0.70 3
2s 0.68 3 0.62 3
4s 0.62 3 0.53 3
10s 0.58 3 0.51 3
Salmon
I's 0.85 2,3 0.75 2
2s 0.74 3 0.64 3
4s 0.54 34 0.43 4
10s 0.43 43 0.38 4

“Latent variables.

Table lll. PLSR results for ash in chicken (% of wet weight) and
EPA+DHA in salmon (% of total FA), using a calibration based on 10's
exposure spectra on the shorter exposure data sets. Results from the
original cross-validation scheme is included.

10 s calibration

Original
Exp. time RMSECV RMSECV Lv?
Chicken
I's 0.84 0.83 3
2s 0.70 0.70 3
4s 0.63 0.62 3
Salmon
I's 0.84 0.82 4
2s 0.71 0.74 4
4s 0.51 0.49 4

“Latent variables.
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Strategies to tackle this, either through pre-processing or
practical solutions, should be considered.

Impact of Heterogeneity on the Raman
Scanning Measurements

The results from CVANOVA showed that the differences in
cross-validation errors for homogenized and heterogenous
chicken samples were not significantly different for either the
2 s or 10 s exposure times (p-values of 0.47 and 0.36, re-
spectively). This indicates that the heterogeneity itself is not a
major challenge for the scanning strategy. However, it should
be noted that the sample surfaces in this experiment were
representative for the sample bulk composition and that the
heterogeneity of certain intact foods such as fish fillets is more
complex. Due to the still limited sampling volume of a Raman
scan, it is important to consider appropriate sampling strat-
egies in more detail when we encounter heterogeneity in
several dimensions of a product (e.g., in depth and transverse
to the scanning direction). An important step for suggesting a
robust sampling regime in such situations is to map the
composition profile of the product. In this work, we used
chicken samples with carefully designed heterogeneity and
salmon samples which were homogenous. Nevertheless, the
results provide a useful insight towards determining the
feasibility of a Raman surface scanning strategy, also for intact
and more heterogenous products like salmon fillets.

Conclusion

We have shown that spectra obtained from in-line Raman
scanning of single chicken and salmon samples have sufficiently
high quality for exposure times ranging from 10 s to | s. With
appropriate strategy developments, it is viable to use a wide area
illumination standoff Raman probe for fast in-line evaluation of %
ash and %EPA + DHA in complex foods. The SNR clearly de-
creases with higher scanning speeds, and it was evident from
model performances that SNR is a critical parameter. Efforts to
optimize SNR in a given system is therefore important. This can
be achieved through instrument improvements, variable selec-
tion and also by strategies based on flexible exposure times or
using Raman instruments in series. Furthermore, we confirmed
that the heterogeneity of the sample surface is not necessarily a
limitation for the scanning strategy, but for food products where
heterogeneity is more complex, it is likely important to consider
individual sampling strategies.
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Supplemental material — Additional results from PLS regression
Feasibility of in-line Raman spectroscopy for quality assessment in food industry -
how fast can we go?
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Figure S1: Predicted versus measured values for estimation of ash (% of wet weight) in chicken (a) and predicted versus
measured values for EPA+DHA (% of total FA) in salmon (b) for all exposure times.
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Raman spectroscopy was compared with near infrared (NIR) hyperspectral imaging for determination of fat
composition (%EPA + DHA) in salmon fillets at short exposure times. Fillets were measured in movement for
both methods. Salmon were acquired from several different farming locations in Norway with different feeding
regimes, representing a realistic variation of salmon in the market. For Raman, we investigated three manual
scanning strategies; i) line scan of loin, ii) line scan of belly and iii) sinusoidal scan of belly at exposure times of
2s and 4s. NIR images were acquired while the fillets moved on a conveyor belt at 40 cm/s, which corresponds to
an acquisition time of 1s for a 40 cm long fillet. For NIR images, three different regions of interest (ROI) were
investigated including the i) whole fillet, ii) belly segment, and iii) loin segment. For both Raman and NIR
measurements, we investigated an untrimmed and trimmed version of the fillets, both relevant for industrial in-
line evaluation. For the trimmed fillets, a fat rich deposition layer in the belly was removed. The %EPA + DHA
models were validated by cross validation (N = 51) and using an independent test set (N = 20) which was
acquired in a different season. Both Raman and NIR showed promising results and high performances in the cross
validation, with R2¢y = 0.96 for Raman at 2s exposure and R2¢y = 0.97 for NIR. High performances were
obtained also for the test set, but while Raman had low and stable biases for the test set, the biases were high and
varied for the NIR measurements. Analysis of variance on the squared test set residuals showed that performance
for Raman measurements were significantly higher than NIR at 1% significance level (p = 0.000013) when slope-
and-bias errors were not corrected, but not significant when residuals were slope-and-bias corrected (p = 0.28).
This indicated that NIR was more sensitive to matrix effects. For Raman, signal-to-noise ratio was the main
limitation and there were indications that Raman was close to a critical sample exposure time at the 2s signal
accumulation.

1. Introduction

For many years, the health effects of the omega-3 fatty acids eico-
sapentaenoic acid (EPA) and docosahexaenoic acid (DHA) have gained
much attention [1-6]. Fat rich fish, such as Atlantic salmon, is a major
source of EPA and DHA in the human diet and therefore, the abundance
of these fatty acids can be considered an important quality parameter in
the aquaculture industry. Today most of the salmon found in the stores
are farmed, and studies have shown that feed is the main factor deter-
mining fatty acid composition of the muscle of Atlantic salmon [7-9]. It
is also known that other factors such as genetics can influence [10-12].
In later years, there has been a trend to replace marine ingredients in

feed with vegetable oils, resulting in lower abundance of EPA and DHA
[13-15]. A challenge is that low levels of EPA and DHA have been
connected to low fish welfare in sea cages and low fillet quality [16,17].
This emphasizes the motivation to monitor fatty acid features in salmon
more closely. Continuous monitoring of EPA and DHA in salmon fillets
could provide opportunities for salmon farms to obtain continuous
knowledge on impact of different feeding regimes and potentially other
farming parameters. It could also provide the opportunity to report
specific quality features to consumers, resulting in increased consumer
trust and more targeted quality differentiation. Preferably, measure-
ment stations should be integrated on the conveyor belt, scanning each
single fillet. For this to be realized, a robust and rapid in-line
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measurement technique is needed. Two of the practically relevant
methods in this respect are Raman spectroscopy and near infrared
spectroscopy (NIRS).

The reported use of NIRS for estimation of omega-3 fatty acids in
pure fish oils is promising [18,19]. However, estimation of specific fatty
acids in intact salmon fillets is more challenging due to lower concen-
trations and more interferants, such as water and protein. Brown et al.
[20] utilized NIR spectra in the range 800-1850 nm and reported
moderate performances for prediction of EPA and DHA in intact salmon
cutlets, which indicated compatibility with rough screening applications
only. In addition, it was unclear if these models relied on indirect
modelling on total fat, as discussed by Eskildsen et al. [21] An advantage
of NIRS (400-2500 nm) is that hyperspectral imaging instruments are
available and reasonably affordable. NIR hyperspectral imaging has
been successfully used for determination of total fat content and fat
distribution in whole salmon fillets [22-24]. These instruments already
allow very fast measurements of whole fillets on the conveyor belt. In an
in-line situation, imaging ensures representative measurements of whole
salmon fillets and provides the opportunity for distributional analysis.
To the authors knowledge there are no studies concerning EPA and DHA
measurements in salmon fillets using NIR hyperspectral imaging which
include the spectral region above 1700 nm. This region is likely
important for more robust modelling of unsaturated fatty acids since it is
associated with the CH=CH vibration [25].

Raman spectroscopy is a promising tool for compositional analysis of
fatty acids [26-29]. In a recent work, Lintvedt et al. [30] demonstrated
the potential use of in-line Raman spectroscopy for samples of ground
salmon which were passing by on the conveyor belt. Here it was shown
that the spectra had sufficient quality at high speeds and could be used
for estimation of the fatty acids %EPA + DHA. However, fast
non-contact Raman measurements of intact salmon fillets have not been
investigated, and the challenge that is posed by the heterogeneity of the
fillets should be addressed. Raman spectroscopy is practically chal-
lenging due to sensitivity to ambient light signals in the production hall,
the limited focal volume and the need for timing the signal accumula-
tion. Since the Raman focal volume is small, the collection of repre-
sentative measurements from a heterogeneous fillet is not self-evident.
By using a so called wide area illumination probe one can obtain larger
measurement areas (spot size diameter 3-6 mm) than with traditional
Raman instrumentation which in addition provides insensitivity to
smaller variations in working distance [31]. The latter is important
when measuring samples varying in thickness. The signal-to-noise ratio
(SNR) is a limiting factor for Raman when exposure time is reduced to
only a few seconds [30]. Fat is a relatively strong Raman scatterer, so
stronger Raman signals will be obtained on fat rich tissue. The fat
deposition in salmon gradually increases from loin to belly and from tail
to head, and as much as 49% of the belly flap wet weight can be lipids.
This means that it is important to determine the optimal sampling region
on the fillets, and for in-line Raman measurements, robotics can be used
to implement this critical sampling. This motivates an investigation of
different strategies for robotic control of the Raman probe, i. e to
determine what is the optimal scanning path.

Although Raman spectroscopy is practically more challenging to
employ in the industry, the method could have considerable advantages
with respect to robustness of the %EPA + DHA predictions. Firstly,
Raman scattering originate from fundamental vibrational transitions
yielding a lower degree of overlapping spectral bands (e.g. between
protein and fat) compared to NIR spectra [19]. This is because NIR ab-
sorptions are based on overtones and combination modes, in contrast
[32]. In addition, water signals can dominate NIR spectra, while it is
well known that water is a very weak Raman scatterer and is usually not
a challenge. Robust methods can potentially reduce the needed fre-
quency of re-calibrations. Although relevant Raman instrumentation is
currently about twice the cost of NIR hyperspectral cameras, the po-
tential gain from less effort on model maintenance represents a
considerable cost reduction, which should be considered. Afseth et al.
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[33] compared Raman and NIR laboratory measurements of homoge-
nized salmon samples (N = 668) and found that chemical information on
fatty acids in Raman measurements are much better resolved than in NIR
measurements. This study also showed that Raman had significantly
higher cross validated performances for estimation of EPA and DHA,
indicating that Raman might be the more robust solution. However, at
higher speeds, signal-to-noise ratio (SNR) can be a limitation for Raman
as pointed out above. Therefore it is of interest to compare the two
methods in a relevant in-line setup employing short exposure times.

In this work, the main aim was to investigate the feasibility of in-line
Raman measurements of %EPA + DHA in single intact salmon fillets
employing a wide area Raman probe and to compare the robustness of
this method with measurements with an NIR hyperspectral camera
(930-2500 nm). The model generalization ability to new samples was
mainly demonstrated through predictions on an independent test set.
For Raman spectroscopy, in-line measurements were manually
mimicked by employing short exposure times of several different scan-
ning paths over the fillet. For the same samples, NIR images were ac-
quired while the fillets moved on a conveyor belt at 40 cm/s,
investigating different regions of interest (ROI). For both Raman and
NIR measurements, we investigated a fat trimmed and an untrimmed
version of the fillets, which are both relevant for industrial in-line
evaluation. To the best of our knowledge, this is the first time the
feasibility for in-line Raman measurements of %EPA -+ DHA prediction
in intact salmon fillets is investigated and compared with NIR hyper-
spectral imaging (930-2500 nm).

2. Material and methods
2.1. Salmon fillets

A calibration set of 51 salmon fillets was acquired from five different
farming locations with varying feeding regimes from three different
Norwegian suppliers (SalMar ASA, Norway Royal Salmon ASA and Lergy
Seafood Group ASA). Salmon were supplied as whole gutted fish stored
on ice in which state they were kept for about 5 days in a cold room at
1-2 °C before filleting. Subsequently the right fillet was vacuum packed
and frozen (—30 °C) and used for the NIR measurements which were
carried out in a different location. The left fillet was immediately used
for the Raman measurements. Thawing of the salmon fillets before the
NIR experiment was done on racks in a room with air circulation for
about 2 h, then they were kept in a cold room (1-2 °C) over night.
Approximately half a year later, an independent test set consisting of 20
salmon fillets was acquired from three different farming suppliers with
different feeding regimes. The test set was treated the same way as the
calibration set.

Two fillet versions were measured in both Raman and NIR experi-
ments. First, each fillet was measured untrimmed, with a surface layer of
deposited fat and bones covering the muscle fibers in the belly. After-
wards, the surface layer of deposited fat and bones were trimmed away
while keeping as much intact belly muscle as possible. Fillets were
stored in a cold room at 1-2 °C during the experiment time.

2.2. Measurements and data analysis

2.2.1. Raman measurements

We employed a MargMetrix All-in-One (AIO) Raman system
covering a Raman shift range of 100-3250 cm'. The system was
equipped with a 785 nm laser operating at 450 mW power and the
sampling optic was a wide area illumination (D = 3 mm), Proximal
BallProbe HV standoff Raman probe (MarqMetrix Inc., Seattle, WA,
USA) with working distance at approximately 9 cm. Each salmon fillet
was placed on a PE plastic plate covered with aluminium foil. The foil
was used to prevent potentially disturbing signals from the plate plastic.
We mimicked in-line scans manually in a dark room, with the help of a
movable instrument rack for the probe. One person pushed the fillet
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forward while another handled the rack which allowed the probe to be
moved transversely to the speed direction, resulting in the three
different scanning strategies illustrated in Fig. 1 and denoted as S1) line
scan of loin, S2) sinusoidal scan of belly and S3) line scan of belly. The
result was one accumulated spectrum for each of the illustrated paths.
The different scans were chosen to elucidate the effect of varying fat
deposition across the salmon fillet on spectra and performance. Two
different accumulation times were applied: 4s and 2s, where 4s repre-
sented fast at-line measurements and 2s was regarded short enough to be
relevant in the process line. Three replicate measurements were ac-
quired for each combination of scanning path and accumulation time.

2.2.2. NIR measurements

We employed a hyperspectral camera (HySpex SWIR-384) from
Norsk Elektro Optikk (NEO) with spectral range 930-2500 nm that
employs an MCT detector cooled down to 150 K. Diffuse halogen
lighting was used for illumination, and measurements were done in
reflectance mode. The fillets moved on a conveyor belt at a speed of 40
cm/s, which correspond to an acquisition time of 1s for a 40 cm long
fillet. The images were collected from a working distance of approxi-
mately 1 m with an acquisition speed of 200 frames per second. The
focus plane was about 4 cm over the conveyor belt. For the 51 calibra-
tion fillets, one image scan was collected per fillet. For the test set fillets,
3 replicate measurements were acquired.

2.2.3. Reference measurements

Since the right fillet was frozen and sent to a different location for
NIR imaging, the reference samples were prepared from the belly of the
trimmed left-side fillets as indicated in Fig. 2b. The variation between
the left and right fillet was assumed to be negligible. The bellies were
homogenized (Retsch Knife Mill GRINDOMIX GM 200, 7000 rpm for 3s),
vacuum packed and frozen at —30 °C. Analyses of the samples were
carried out by BioLab (Bergen, Norway). Fatty acid concentrations were
determined by gas chromatography (capillary GC-FID) on fatty acid
methyl esters (AOCS Official Method Ce 1b-89), and were expressed as a
percentage of the total fat in the analyzed sample. The total fat of the
belly samples was determined by the Bligh and Dyer method [34].

2.2.4. Estimation of iodine value

As a measure of total unsaturation in the salmon, the iodine value
(IV) was estimated from the full fatty acids (FA) profile in accordance
with the AOCS recommended practice Cd 1c¢-85, and same as reported
by Berhe et al. [35] and Afseth et al. [33].

"~ DB Vame(
1V = M, (1. —_ 1
(2>;Mw(FAM€<r>) W

where M, is molecular weight, I, is iodine, FAMe(i) is the fatty acid
methyl ester number i, DB is the number of double bonds and Ve is
percentage of fatty acid number i.

Fig. 1. Scanning strategies for Raman signal accumulation, including S1) line
scan of loin, S2) sinusoidal scan of belly, and S3) line scan of belly.
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Fig. 2. Example of hyperspectral NIR images (1210 nm shown) for one salmon
fillet in untrimmed (a) and trimmed (b) version, with the belly and loin ROIs
indicated by the white outlines. References were prepared from the corre-
sponding belly area (*) of the fillet used for the Raman experiment.

2.2.5. Pre-processing of spectral data

For Raman spectra, the Raman shift range 520-1800 cm™~ was used
in analyses. Cosmic ray spikes were removed manually by a simple spike
detection algorithm based on derivatives. Subsequently Savitsky-Golay
(SG) smoothing (polynomial order 2 and window size 9) [36] was
applied, followed by Extended Multiplicative Signal Correction (EMSC)
[37,38] employing up to the sixth order polynomial and the Asymmetric
Least Squares (ALS) algorithm [39,40] for baseline correction of the
EMSC reference spectrum. The ALS reference spectrum correction
employed a smoothing parameter of 5.8 and an asymmetric weighting
parameter (of the residuals) of 0.01. For the test set spectra,
pre-processing by EMSC employed the mean spectrum of the calibration
samples as the reference spectrum. Pre-processing was applied sepa-
rately on subsets which were defined by the combinations of fillet
version, scanning paths and exposure time.

The NIR hyperspectral images were radiance calibrated in the Hys-
pex Rad V2.5 software (NEO, Oslo, Norway) and reflectance values were
calculated through division by a spectralon white reference. Each
reflectance spectrum was then transformed to the pseudo-absorbance (A
=loge (1/R)). An average spectrum across all pixels was used for further
analysis. For each image, three different regions of interest (ROI) were
investigated, where we used the i) whole fillet, ii) belly region and iii)
loin region, as indicated in Fig. 2. The average spectra were pre-
processed by regular EMSC employing linear and quadratic poly-
nomials for baseline correction and the spectral region 1170-1850 nm
was selected and used for further analysis to avoid the noisy region
above 2000 nm. Similar to the Raman spectra, pre-processing on NIR
spectra was applied on the separate subsets which were defined by the
combinations of fillet version and ROIs. Between the two periods of
acquisition of calibration data and test set data, the camera was repaired
and a small wavelength shift occurred. This required an additional
wavelength interpolation for the test set sample spectra.

1

2.2.6. Data modelling
Partial least squares regression (PLSR) [41,42] was used for
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calibration development. We established models for EPA + DHA con-
centration in salmon fillets. Note that EPA and DHA concentrations were
not estimated separately, but as a joint concentration value. PLSR
models were built on the 51 calibration fillets. For selection of optimal
number of latent variables for the models, we employed cross-validation
(CV), where replicate measurements were held out in the same CV
segment to avoid overfitting. The reason for not averaging the replicates
was to keep the prediction conditions as close to an in-line situation as
possible. The choice of number of latent variables for the PLS modelling
was based on a simple criterion using a 3% punish factor, as described by
Westad and Martens [43]. The model was then rebuilt on the full cali-
bration set with the optimum number of components and applied on the
pre-processed test set spectra. We report performance through the co-
efficient of determination (R2) and the root mean squared error (RMSE).
For the test set validation, we also report these metrics when corrected
for slope and bias errors, together with the bias and slope. To establish
whether the estimation errors of the test set using Raman spectra were
significantly different from those using NIR hyperspectral images, we
applied a two-way analysis of variance (ANOVA) of the squared re-
siduals. In addition, the confidence intervals of the coefficient of
determination (R2) were reported in some figures. These were calcu-
lated from the Fisher Z-transformation [44,45].

2.3. Signal to noise ratio

In this work, we compared the SNR of sets of spectra obtained by
different Raman measurement strategies. First, the spectra in the given
set were pre-processed as described in section 2.2.5. Then, the SNR of
each spectrum was calculated as the ratio between the average spectrum
and the standard deviation of the estimated noise, according to Eq. (2).
The reported value for one set was the average SNR of all individual
spectra in the respective set.

mean(I)

SNR =
sd(I,)

(2)

where I is the spectrum intensity and I, is the estimated noise intensity.
The noise component of the spectrum was estimated by subtracting a
smoothed version of the spectrum from the original spectrum I. This
resulted in a residual spectrum I, containing mainly noise. For
smoothing we used SG with polynomial order 2 and window size 9. This
is similar to Guo et al. [46] and same as in our previous work [30].

2.3.1. Repeatability of predictions

For the test set, 3 replicates were acquired for both Raman and NIR.
The repeatability of the measurements by each method was calculated as
the pooled standard deviation of the predictions within the replicate
groups

STDpootea = 3

where M is the number of salmon fillets, N is the number of replicate
measurements and ; is the predicted value of replicate number i in
replicate group number j. The average prediction within the replicate
group number j is denoted by ;.

3. Results and discussion
3.1. Sample variation in fat composition

The calibration samples spanned a range of %EPA + DHA levels
(4.6-10.5%) and DHA/EPA ratios (1.1-2.4) representing typical effects
of different feeds. The test set samples spanned a similar %EPA + DHA
range (4.5-12.3%), but had a less even distribution due to the lower
number of samples. Moreover, there was a shorter span in DHA/EPA
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ratio (1.1-1.6) and higher overall fat level than in the calibration sam-
ples. The higher fat level in the test set corresponded well with expected
seasonal variations in fat deposition. Note also that the test set repre-
sented some extrapolation in %EPA + DHA levels in comparison to the
calibration set. See supplementary for distributions in FA properties
(Fig.A.7).

3.2. Spectral features

The Raman spectra (Fig. 3a) were dominated by bands associated
with fatty acids. The main absorption bands related to fatty acid unsa-
turation are the G=C stretch (1657 cm™!) and the alkene C-H bend
(1266 cm ™) [27,28]. The peak around 930 cm ™! is most likely related
to the alkene C-H deformation in polyunsaturated fatty acid moieties
[47,48]. The main bands related to fatty acid saturation are the meth-
ylene scissor deformation (1440 cm™!) and the methylene twisting
deformation (1302 cm™'). Other bands of interest originate from the
aromatic ring breathing of phenylalanine (1004 cm™) and the liquid
aliphatic C-C stretch in gauche (1080 em™ ) [27,28].

The NIR spectra (Fig. 3b) had broader bands which overlapped and a
baseline related to e.g. scattering effects was apparent. The main ab-
sorption bands are associated with the second overtone of the CH stretch
(1210 nm [49]), the CH stretch first overtone (1723, 1761 nm [25,50])
and OH stretch first overtone (1400 nm [49]). The shoulder around
1164 nm is related to the degree of unsaturation and is an important
peak for estimation of iodine value [25,51]. Furthermore, the CH band
at 1761 nm has been primarily related to saturated fatty acids, while
literature indicate that a shift of the band around 1723 nm towards
shorter wavelengths is related to the degree of unsaturation [25,49]. The
spectral region above 2000 nm was noisy and detrimental for model
performance, and therefore discarded from the further analyses. It
should be noted that some bands of interest are located in this region
[49,50].

3.3. Implication of Raman sampling strategies

Regression results from employing the different Raman sampling
methods, i.e. different fillet versions and scan paths, are shown in
Table 1. Differences in Raman signal level as a consequence of the
different sampling strategies were clearly visible in the spectra (Fig. 3),
and were reflected in the SNR levels (Table 1). Scans of typical high fat
regions had higher intensity, with highest signals from measurements of
the untrimmed belly, followed by the scans of the trimmed belly. The
sinusoidal belly scans had slightly lower signals compared to the cor-
responding line scans. The loin scans exhibited considerably weaker
signals. From the cross validation on the designated calibration set, it
was evident that the loin scan stood out with the poorest model errors
(R2¢y = 0.77 at 4s exposure and R2¢y = 0.56 at 2s exposure) as well. All
belly scan variations gave high performances at both 4s and 2s exposure.
Part of the reason for the low performances from loin measurements can
also be that the reference sample was taken from belly, and moderate
variations in FA composition across the fillet is possible [52]. However,
in previous work [30], we found that %EPA + DHA estimation based on
Raman spectra was limited by the SNR level. Together, these results
indicate that pointing the Raman probe toward areas with high fat
deposition is important to acquire spectra with sufficient quality at short
exposure times.

Measurements on untrimmed fillets gave the overall highest perfor-
mances across the two exposure times. While the fillet trimming did not
seem to greatly affect the estimations at 4s exposure, there was a
moderate impact at 2s, with lower R2¢y (Table 1). The impact of scan
path was less discernible. The differences seen between the measure-
ment strategies are at least partly connected to the SNR. The R2¢qy
correlated closely with SNR at 2s exposure (ras = 0.99), but not at 4s
exposure (r4s = 0.67). This indicated that the signal strength gained from
measuring on the untrimmed fillets and from choosing the optimal scan
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Table 1

PLS regression results for EPA + DHA in salmon fillets (% of total fat), using Raman spectra. Cross validated results for the calibration set (CV) and test set validation
results are shown. For the test set validation, metrics corrected for bias and slope errors are indicated as well (corr).

Sampling method Calibration set Test set Corrected test set
Exp. Fillet version Scan Lv* R2cy RMSEcy SNR" R2 RMSEP Bias Slope STDpooled” R2¢0rr RMSEcorr
4s - S1 3 0.77 0.77 41.2 - - - - - - -

4s untrimmed S2 3 0.95 0.34 66.8 0.94 0.66 —0.14 1.20 0.20 0.99 0.31
4s untrimmed S3 3 0.96 0.33 68.0 0.95 0.60 —0.21 1.17 0.14 0.99 0.29
4s trimmed S2 3 0.95 0.36 60.8 0.91 0.79 —0.44 1.18 0.23 0.98 0.37
4s trimmed S3 3 0.95 0.36 63.0 0.95 0.60 —0.29 111 0.25 0.98 0.38
2s - S1 2 0.56 1.05 32.2 - - - - - - -

2s untrimmed S2 2 0.95 0.35 58.5 0.87 0.98 —0.33 1.31 0.18 0.99 0.29
2s untrimmed S3 3 0.96 0.33 60.5 0.96 0.52 —0.24 1.11 0.18 0.99 0.32
2s trimmed S2 1 0.91 0.47 51.0 0.93 0.71 —0.35 1.14 0.40 0.98 0.41
2s trimmed S3 3 0.93 0.42 53.6 0.88 0.95 —0.54 1.24 0.27 0.98 0.36

? Latent variables.
b Signal to noise ratio for calibration set.
¢ Pooled standard deviation (repeatability).

path is more important when the scan speed is increased further.
Correspondingly, it might indicate that at 2s signal accumulation, we are
approaching a critical limit for spectrum quality, while at 4s signal
accumulation the Raman scanning approach will likely be more robust
towards lower fat levels in fillets. One should bear in mind that there are
more information about pigments and other bulk properties in scans of
trimmed fillets (e.g. peaks at 1004, 1158, 1342 and 1519 em ™). See Fig
B.9 for easier distinction of Raman peaks between the different mea-
surement strategies. If an in-line system should be coupled with other
analyses, it is a greater chance of accomplishing this with trimmed
fillets.

With respect to exposure time, we overall saw more uniform results
with respect to R2¢y and the number of latent variables included in the
models at 4s exposure. However, the performances seen at 2s exposure
time was very encouraging, as they were considerably improved
compared to what was obtained for homogenized salmon samples in
previous work [30]. Notably, the SNR in this work was overall compa-
rable to 10s exposure time in the previous work, most likely because the
fat content of the measured regions were higher in the current work.

3.4. Implication of sampling strategies for NIR hyperspectral imaging

For NIR spectral data, it was evident (Fig. 3) that spectra from the
belly region, particularly for the untrimmed fillets, had less prominent

baselines than the spectra from regions which included the loin. This
was seen also in the test set data (Fig.B.8b). The differences in baselines
were most likely a combination of different tissue structures, which can
lead to differences in scattering effects, and that high fat areas are
dominated by fat absorbance. This consequently allows less absorption
by other interferants such as water, which has broader absorption peaks.
Additionally, measurements of the belly and whole untrimmed fillets
had relatively stronger fat signals than the measurements of loin and the
whole trimmed fillets. Cross validation on the calibration set showed
that the effect was that measurements of the separate loin region had
considerably lower performance than the measurements from other re-
gions, similar as for Raman. Differences in R2¢y between the rest of the
ROIs were small, but R2¢y increased with fat level of the regions, with
measurements of untrimmed belly yielding highest performance. SNR
was naturally not the reason (above 2000), and it might rather be
because the higher fat signals decreased the relative disturbance from
interferants.

3.5. Regression models

EPA (20:5 n-3) and DHA (22:6 n-3) have 5 and 6 double bonds,
respectively, and are among the FAs with highest unsaturation. In
addition they have long carbon chains. Prediction models are expected
to emphasize spectral features related to these characteristics. Typical
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Raman regression coefficients (Fig. 4) showed that the main positively
correlated peaks were at 926, 1261 and 1666 cm ™', which can all be
associated with unsaturated modes, as discussed in section 3.2. The
main negatively correlated peaks were at 1012, 1084 and 1442 cm ™},
which indicated that there were some indirect modelling of proteins and
saturated fatty acids. These are the same characteristics as in previous
work on %EPA + DHA estimation in homogenized salmon samples [30,
33]. For the NIR models, the positions around 1701-1706 nm and 1160
nm stood out with high positive weights. The positive weighting around
1701-1706 nm in combination with the negative weighting at 1723
suggested that a shift in the peak around 1723 towards lower wave-
lengths was important for the model. These characteristics are in
accordance with high unsaturation [25,49].

3.6. Raman versus NIR hyperspectral imaging

3.6.1. Performance and robustness

The feasibility of in-line estimation of %EPA + DHA using Raman
and NIR spectroscopy, as well as the robustness of the established
models, were indicated by the cross validation on the calibration set and
the test set performances. These results are summarized in Tables 1 and
2. We show also test set performances when predictions are corrected for
bias-and-slope errors. Such errors are oftentimes acceptable for
deployment in the industry because models can be recalibrated when
new sample types are introduced. However, in certain applications (e.g.
genetics studies), performance on new samples should be high without
the need of a recalibration. Therefore both uncorrected and corrected
test set metrics are relevant to consider. Based on the cross validation on
the calibration set, results were excellent for both NIR and Raman. This
showed that both methods are viable options for estimation of fatty acid
features in salmon fillets at high speeds and indicate that both can
handle variations in total fat levels and variations in the ratio between
EPA and DHA. Overall, the Raman models needed considerably lower
numbers of latent variables than the NIR models to reach similar per-
formances. This is in accordance with observations by Afseth et al. [33]
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Fig. 4. Standardized regression vectors for the different subsets of Raman data
(a) and NIR data (b), as calculated from the calibration set and applied on the
test set measurements. For Raman, regression coefficients are shown for both 4s
and 2s exposure measurements.
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for homogenized salmon and, as they discuss, can be regarded a testi-
mony of the chemical specificity of the Raman spectral features. This
makes models more interpretable and might make models less sensitive
to interferants. Examples of relevant interferants were signals from
water, bone, blood remnants or protein content in fillets, which have
more overlapping signals in NIR than for Raman, due to their different
nature.

The question was how sensitive these models were to interferants
and how dependent they were on conserved correlations between FA
parameters in the salmon fillets. This was elucidated by the test set.
Predictions on test set samples were generally much less biased for
Raman models than the NIR models for which biases were several times
higher and varied considerably between different sampling strategies.
There was a certain trend (Table 2) that measurements of low fat regions
(i.e loin and trimmed fillets) had high biases, while the measurements of
high fat regions had lower biases (i.e untrimmed fillets), again rein-
forcing the impression that higher fat signals decreased the relative
spectrum disturbances. The large biases led to odd R2 and RMSEP
values. In comparison, biases for the Raman predictions were low and
stable for all sampling strategies. In addition, the repeatibility of pre-
dictions from NIR were overall lower than for Raman, which was re-
flected by the higher pooled standard deviation of the predictions. For
Raman, the repeatability among the different sampling strategies
correlated clearly with SNR, and more clearly at 2s exposure time than
at 4s (r4s = —0.83 and rys = —0.94), which again emphasized the
importance of SNR for Raman.

From the bias-and-slope corrected test set predictions, variance er-
rors were identifiable. For both methods, corrected performances were
overall excellent. This showed that as long as we assume that slope and
bias errors can be corrected during model deployment, NIR is a good
option as well. Considering both corrected and uncorrected perfor-
mances, the best case NIR results were obtained from measurements on
untrimmed whole fillets, which stood out with high R2.,, values, low
bias and the highest repeatability (Table 2). For Raman, the best case
result was obtained for line scan on the untrimmed belly, which gave
high R2.., values, high repeatability and lowest bias and slope errors
(Table 1). For comparison between methods, the Raman measurements
at 2s exposure time is most relevant due to the most similar scanning
speed as the NIR measuremements. In Fig. 5 we compared the best case
test set validation results for NIR and Raman at 2s exposure time. For
NIR, R2corr was high for all number of components above 5, but it was
evident that some PLS components in the NIR model were particularly
disturbing with respect to bias, indicating a more unstable situation than
for Raman. In comparison, Raman had high R2. levels and low bias
which were both stable across all components. In addition, there were
higher variance errors in the NIR predictions, particularly at low %EPA
+ DHA levels. This reinforces the importance of high FA signals for NIR.
Analysis of variance on the squared test set residuals showed that the
best case performance for Raman measurements were significantly
higher than NIR at 1% significance level (p = 0.000013) when slope-
and-bias errors were not corrected, but not significant when residuals
were slope-and-bias corrected (p = 0.28).

One should keep in mind that, for NIR measurements, differences in
water loss due to small deviations in the calibration and test set thawing
procedure or differences in sample temperatures might have occurred
and influenced results. The repair and recalibration of the NIR instru-
ment between the calibration and test set acquisition could also have an
impact. Therefore, any clear conclusion on the comparability of Raman
and NIR with respect to robustness of fast in-line %EPA + DHA esti-
mation can not be made. However, this study indicated, in accordance
with the nature of the narrow Raman bands versus the broader NIR
bands, that Raman is more robust.

3.6.2. Prediction of other fatty acid features
For a broader comparison of the Raman and NIR measurement
methods, Fig. C.10 shows predictions of many other FA parameters for
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Table 2
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PLS regression results for EPA + DHA in salmon fillets (% of total fat), using NIR hyperspectral images. Cross validated results for the calibration set (CV) and test set
validation results are shown. For the test set validation, metrics corrected for bias and slope errors are indicated as well (corr).

Sampling method Calibration set Test set Corrected test set
Fillet version Region of interest Lv* R2cy RMSEcy R2 RMSEP Bias Slope STDpuolcdh R2corr RMSE o
- Loin 13 0.87 0.58 —19.80 12.26 12.19 1.00 0.70 0.80 1.20
untrimmed Whole 14 0.95 0.37 0.90 0.86 —0.22 1.21 0.19 0.97 0.49
untrimmed Belly 14 0.97 0.28 —0.08 2.80 -2.72 1.12 0.40 0.97 0.47
trimmed Whole 16 0.94 0.40 -8.27 8.19 8.15 1.03 0.50 0.93 0.73
trimmed Belly 15 0.96 0.32 —4.36 6.23 —6.18 1.12 0.51 0.95 0.61
? Latent variables.
b pooled standard deviation (repeatability).
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Fig. 5. Overview of the best case results from PLS regression for prediction of %EPA + DHA from Raman measurements at 2s exposure time (a-b) and NIR mea-
surements (c-d). The highest Raman performance was obtained from belly line scans of untrimmed fillet. For NIR, highest performance was obtained for the whole
untrimmed fillet. The predicted versus measured EPA + DHA concentrations (a,c) for the test set (blue) is included, and compared with the calibration set (grey). The
performances on the test set as a function of latent variables in the models are shown (b,d), including bias and R2 corrected for the bias-and-slope errors. (For
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

the calibration set. Interpretation of the additional models was out of
scope for this article, but it should be noted that predictions for most FAs
were high. Covariance between EPA + DHA and other fatty acids or
chemical components in the salmon fillets can be an issue if the corre-
lations are different in future samples. In literature, model dependence
on conserved correlations has been termed the cage of covariance, and
challenges related to this issue for estimation of specific FAs have been

demonstrated by Eskildsen et al. and others [21,33,35]. In our calibra-
tion samples, the strongest correlations with %EPA + DHA were found
for the sum of saturated FAs (r = 0.92), sum of monoenoic FAs (r =
—0.91) and the fatty acid 18:3 n-3 (r = —0.94). The correlation with
total fat in the samples was low (- 0.17). Furthermore, the correlation
between EPA and DHA was moderate (r = 0.74), which showed that they
to some extent vary independently across different feeding regimes (Fig.
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A.6). In the test set samples, the correlations between the FA properties
were overall considerably higher than in the calibration samples
(Fig. A.6). Predictions on the calibration set (Fig.C.10) showed that
separate DHA models were also excellent for both Raman and NIR, but
separate EPA models were less successful (albeit not significantly).
However, taking into account the high spectral similarity between these
two fatty acids [33] and the moderate correlation between them in the
calibration set, we cannot expect them to be predicted independently.
Predicting the EPA and DHA as a joint concentration value is a good
compromise, keeping also in mind that both have been related to posi-
tive health effects.

Berhe et al. [35] found that estimation of specific fatty acids in pork
backfat from Raman spectra were indirect and to a large degree
dependent on the total FA parameters (i.e Iodine value and total PUFA).
In our case, the cross validated IV model and total PUFA model showed
poor performances for both Raman and NIR (Fig. C.10), which makes it
unlikely that %EPA + DHA was indirectly modelled based on total
unsaturation (number of double bonds) or total PUFA content. This
corresponds to results recently shown by Afseth et al. [33] for homog-
enized salmon and illustrates that such issues are dependent on the
samples and the variations in the calibration set. It can, however, be
noted that the salmon in the work of Afseth et al. [33] were all from the
same population and were fed a specific diet, and hence represented a
sample set with variations of different origin than the sample set used in
our work. Interestingly, slope-and-bias-corrected performances on our
test set showed that prediction of IV and total PUFA was considerably
improved in comparison to the calibration set (Fig. C.11). This is most
likely related to the higher correlations with the individual FAs in the
test set samples (Fig.A.6). This suggests that IV and PUFA models were
based on correlations with specific FAs. In this work, we successfully
removed the issue of indirect modelling on total fat content by a com-
bination of estimating the %EPA + DHA content as percentage of total
fat, by the sampling method and by normalising spectra by the EMSC
pre-processing. This can be seen by the abysmal cross validated per-
formance of total fat estimation for both Raman and NIR (Fig. C.10). The
strategy of estimating the %EPA + DHA content as percentage of total
fat was also followed by Berhe et al. [35].

Indirect modelling on other chemical components might be an issue
as well. There were few samples within each farming location (i.e feed
group) and therefore low variance within each group. This increases the
risk that models might rely on other dissimilarities between the groups,
such as different fillet structures, composition or water content. Band
regions related to proteins were weighted negatively in Raman regres-
sion coefficients (i.e. phenylalanine), which might suggest that such
indirect modelling on protein content come in to play. For Raman, this
region can be removed. For NIR, overlapping bands make such solutions
harder to find.

3.6.3. Other practical considerations

Choosing Raman or NIR relies also on practical considerations. The
scope of possible applications might be different for the two methods.
For example, one is often interested in the total fat content in the fillet
and not only the composition of the fat. Estimation of total fat content is
undoubtedly possible with NIR [22,23] and have already been imple-
mented in the industry. Raman has been used to measure total fat con-
tent previously and showed reasonable laboratory results for
heterogeneous salmon by-products [53]. However, it could be more
challenging with the indicated Raman scanning procedures in this study,
since the whole salmon fillet is not covered and heterogeneity is a
challenge. Therefore, a system combining total fat analyses with
compositional analyses might be harder to achieve with Raman.

Another practical challenge is sample variations over time. During
the seasons, the balance between phospholipids and triglycerides
(TAGs) of the fillets can vary due to variation in total fat content, with
autumn being the main period for fat deposition and spring the main
period for fat burning [54-57]. While the phospholipids are quite stable
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and high in EPA + DHA composition, the composition of the TAGs are to
a large extent dependent on the feed [11,58]. Therefore seasonal vari-
ations in the total fat level can still affect the FA composition. This means
that fatty fillets may have lower EPA + DHA percentage than lean fillets,
when measured as % of total fats, while the quantitative EPA + DHA
levels could in fact be higher [59]. This should be taken into account in
future strategy developments.

With respect to the practical measurements, the SNR was important
for Raman. SNR variations across the different subsets correlated
considerably with the corresponding estimation errors, suggesting that
SNR is the main motivator in choice of measurement strategy. The re-
sults indicated that at high conveyor belt speeds, low fat deposition
regions of the fillet (i.e the loin) should be avoided during signal accu-
mulation in order to optimize SNR. In practice, this could be achieved by
employing robotic control of the probe to target high fat regions of the
fillet (i.e the belly). This presents further system development and
additional cost for Raman employment in the industry. Furthermore, it
is important to investigate the heterogeneity of the salmon fillets more
thoroughly. While we know that total fat levels vary over the fillet [52],
uncertainty still remains about how much the composition of the fat
vary within a fillet. In the study of Nanton et al. [52] examples (N = 3) of
moderate differences in EPA and DHA composition in different parts of
salmon fillets were seen. Such spatial variations could potentially
challenge the Raman measurements. To the author’s knowledge, larger
studies on compositional variations over a fillet is lacking in the litera-
ture and should be conducted.

4. Conclusion

This work showed that a Raman scanning strategy and NIR hyper-
spectral imaging are both viable methods for in-line measurements of
EPA + DHA concentrations in intact salmon fillets. This study indicated
that Raman might be more robust towards matrix effects, which likely
means a reduced need for calibration maintenance in comparison to
NIR. For Raman, the loin scans exhibited too low SNR and resulted in
poor performances. Therefore a robotic solution for Raman measure-
ments in the industry might be needed in order to target high fat areas on
the fillet during signal accumulation. In addition, there were indications
that reducing the exposure time below 2s might be challenging with
respect to spectrum quality. This suggested that at this point in time,
Raman might be best suited for fast at-line measurements in applications
where robustness is important. NIR hyperspectral imaging is currently
best suited for industrial employment, but must likely be followed up
more closely with calibration maintenance.
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Appendix A. Correlations and variation in reference measurements
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Appendix B. Additional spectral data
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Fig. B.8. Pre-processed Raman test set data (a) and NIR test set data (b).
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Fig. B.9. Raman measurements of calibration set samples, with introduced offset for clarity.
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Appendix C. Modelling additional fatty acid parameters
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Fig. C.10. Cross validated performances on calibration set for the most important fatty acids parameters, comparing the Raman belly line scans of untrimmed fillet at
2s exposure with the NIR measurements on whole untrimmed fillets. These measurement methods were considered the best case results with respect to %EPA +

DHA estimation.
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Fig. C.11. Test set performances for estimation of the most important fatty acids parameters, comparing the Raman belly line scans of untrimmed fillet at 2s
exposure with the NIR measurements on whole untrimmed fillets. These measurement methods were considered the best case results with respect to %EPA +
DHA estimation.
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In-line Raman Spectroscopy for Characterization of an Industrial Poultry Raw Material
Stream
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Abstract

In this work, we evaluated the feasibility of Raman spectroscopy as an in-line raw material characterization tool for industrial
process control of the hydrolysis of poultry rest raw material. We established calibrations (N=59) for fat, protein, ash (proxy
for bone) and hydroxyproline (proxy for collagen) in ground poultry rest raw material . Calibrations were established in the
laboratory using poultry samples with high compositional variation. Samples were measured using a wide area illumination Raman
probe at varying working distance (6 cm, 9 cm, 12 cm) and probe tilt angle (0°, 30°) to mimic expected in-line variations in
the measurement situation. These moderate variations did not significantly affect performance for any analytes. The obtained
calibrations were tested in-line with continuous measurements of the ground poultry by-product stream at a commercial hydrolysis
facility over the course of two days. Measurements were acquired under demanding conditions, e.g. large variations in working
distance. Reasonable estimates of compositional trends were obtained. Validation samples (N=19) were also reasonably well
predicted, with RMSEP,,, = [0.14, 1.37,2.36, 1.51]% for hydroxyproline, protein, fat and ash, respectively. However, there were
indications that further calibration development and robustification of pre-processing would be advantageous, particularly with
respect to hydroxyproline and protein models. It is the authors’ impression that with such efforts, potentially in combination with
development of practical measurement setup, the use of Raman spectroscopy as a process control tool for the hydrolysis of poultry
rest raw materials is within reach.

Keywords: Raman spectroscopy, Wide Area Illumination (WAI), In-line measurements, Food characterization, Heterogeneous
raw materials, Process analytical technology (PAT)
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2000 MSC: 0000, 1111

1. Introduction of e.g. water, meat, skin, tendons and bone from chicken
and turkey. This variation is a challenge when specific and
stable product quality is important. It has been found that
poultry raw material variation impacts quality parameters such
as peptide size distribution and amino acid composition. [1]
Furthermore, the product quality is a function of raw material
quality in combination with different process parameters. For
instance, collageneous proteins are harder to solubilize than
muscle proteins and might require different process settings.
[2] Therefore, Wubshet et al. [3] reported a proof-of-concept
feed-forward setup, where end-product characteristics (protein
yield and average molecular weight) were predicted based on
spectroscopic measurements of the raw material in combina-
tion with hydrolysis time. They obtained R? = 0.88 for protein
yield and R? = 0.56 for average molecular weight. These
findings illustrate that characterization of the input material has
potential to be used in process control for optimization of yield
and product quality.

In recent years, the poultry processing industry have adopted
enzymatic protein hydrolysis (EPH) as a strategy to recover
constituents from by-products (e.g. carcasses and mechan-
ical deboning residues). In this process, proteins from the
by-products are digested and solubilized by proteases. After
hydrolysis, the enzyme is inactivated at near-boiling temper-
atures and the slurry goes into a separator, from which three
fractions are recovered; a peptide water phase (i.e. protein hy-
drolysate), an oil phase and a low value collagen-and-mineral
rich solid residue.

Today, recovered constituents from EPH usually end up
as lower value feed ingredients (used for e.g. pet food), and
for such processes maximising the protein yield is of major
importance. In recent years, however, the focus has been shift-
ing towards protein ingredients for higher-paying markets like
human consumption. This puts increasing emphasis on protein

quality (e.g. producing protein hydrolysates with specific Near-Infrared spectroscopy (NIRS) is a well-established

functional or nutritional properties), and not only on protein
recovery. The raw materials entering the hydrolysis process
are typically very heterogeneous, consisting of different mixes
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technique for in-line compositional analysis of foods. The
technique is particularly suited for estimation of the gross
components in foods, such as fat, water and protein. However,
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NIRS has clear limitations when it comes to detailed composi-
tional analysis, meaning that targeting detailed chemistry like
protein composition can be challenging.[4] Moreover, NIRS
models can seldom be transferred directly from laboratory
calibration to industry without recalibration or calibration
transfer methods. Physical differences between laboratory
and industry samples and sampling situation usually lead to
large biases.[5, 6] This makes the calibration development and
practical application labour intensive. Raman spectroscopy, on
the other hand, is a technique that might ease some of these
challenges. Raman spectroscopy is a promising spectroscopic
technique for in-line food analysis, with the advantage that both
gross components, including fat,[7] proteins[7] and bone[8, 9],
can be targeted at the same time as more detailed information
on protein composition, e.g. the concentration of collagen.[4]
In general, recent work have indicated that Raman might be
more robust with respect to tackling sample variation than
NIRS,[10, 11] due to more unique and non-overlapping analyte
fingerprints. This raises the hypothesis that Raman might
require less calibration maintenance and could potentially
tackle more direct calibration transfer.

A main limitation for in-line compositional analysis with
Raman spectroscopy for a heterogeneous raw material stream,
is the small sampling volume obtained with the laser. By
using Wide Area Illumination (WAI) probes, the laser spot is
widened (3-6 mm diameter) compared to traditional Raman
probes, which is an advantage when aiming to cover the
surface of more heterogeneous materials. As reviewed by Shin
and Chung,[12] the WAI probes can improve the accuracy of
Raman spectroscopic analysis for a variety of heterogeneous
samples (e.g. in the pharmaceutical, polymer and agricul-
tural domains) due to their effective enhancement in sample
representation (surface area and depth) and reproducibility in
the spectral collection. Using such a probe, Lintvedt et al.[9]
scanned heterogeneous and homogenized poultry samples and
found that the estimation of ash from the two sample versions
gave similar performance. This showed that employment of
WAI Raman probes are promising with respect to robust mea-
surements of heterogeneous streams of poultry by-products.
For in-line measurements, variations in working distance is
expected in addition to heterogeneity. Other studies[13, 14]
have shown that the WAI Raman probes are good alternatives to
traditional Raman probes when moderate variations in working
distance are expected. This is because the WAI Raman probes
do not employ strongly focused lasers. Although studies have
indicated that moderate variations in working distance impact
spectrum intensity less for WAI probes, the critical variation in
working distance will most likely depend on the pre-processing
of spectra, material properties and the analyte of interest. This
motivates a study on how variation in working distance affects
the estimation of fat, protein, bone and collagen in ground
poultry rest raw material.

The main aim of the present study was to use in-line Ra-
man spectroscopy for characterisation of an industrial poultry
raw material stream. In the work, calibrations based on Raman

measurements of fat, protein, ash (proxy for bone) and hydrox-
yproline (HYP, proxy for collagen) in ground poultry rest raw
material were established. All samples were measured using a
WAI Raman probe at varying working distance (6 cm, 9 cm,
12 cm) and probe tilt angles (0°, 30°) to mimic expected in-
line variations. All calibrations were based on sample designs
with high chemical variation measured in a laboratory environ-
ment. Subsequently, the obtained calibrations were tested for
continuous monitoring of a ground poultry by-product stream
at a commercial hydrolysis facility over the course of two days.
To the best of our knowledge, this is the first time a WAI Ra-
man probe has been tested in-line under relevant measurement
conditions in the food industry.

2. Material and methods

2.1. Sample materials

Calibrations (N=59) were made based on 49 designed sam-
ples and 10 samples acquired directly from the input stream of
a commercial hydrolysis process (Bioco, Herland, Norway).
For the process samples, the mix ratio of two separate input
streams for turkey and chicken were varied in the range of 100%
chicken - 25 % chicken. The designed calibration samples were
based on a variety of raw materials acquired from the associ-
ated poultry processing plant (Nortura, Herland, Norway). The
samples were made by mixing the following ground base mate-
rials,

A: Mechanical deboning residues from chicken by-products
: Chicken by-products prior to mechanical deboning
: Turkey by-products prior to mechanical deboning

: Mechanically deboned chicken meat

: Chicken skin

B
C
D
E: Chicken fillet
F
G: Approximately 60% material D and 40 % tap water
H

: Tendons and skin

Mechanical deboning is a process where the remaining meat
on the carcasses after filleting is separated from the bones,
resulting in two fractions: The mechanically deboned meat,
containing mostly meat, and the mechanical deboning residues
containing more bone. The batches of chicken skin (F) and
tendon-skin-mix (H) were difficult to grind fresh and were
frozen before being ground. All other base materials were
taken from the process line and vacuum packed in smaller bags
to keep as fresh as possible throughout the 3 experiment days.
Each calibration sample was made by mixing six sub-samples
of the available base blends A-H in shares according to the
sample design (See section 2.2 and Tab.A.2). The samples
were made consecutively during the experiment and the base
blends were kept in a cold room (0 - 4 °C) throughout the
whole experiment. Measurements of the samples were done in



room temperature.

A validation set (N=19) was obtained based on samples ac-
quired from the commercial process during in-line measure-
ments at the hydrolysis facility. Six of the samples were made
by adding other materials, which could be relevant for long-
term variation, manually to the grinder. These materials were
acquired from the poultry production line at Nortura, and cor-
responded with material groups C, B, F mixed with the in-line
stream and finally C mixed with in-line stream. The sampling
was done with help of a half-cylinder tool, which allowed mea-
surements to be done on the material simultaneously with the
sampling. This resulted in a large sampling volume, from which
the illuminated surface layer was collected (ca 300-500g). The
samples were immediately vacuum packed and frozen. Later,
the samples were half thawed and homogenized to be measured
again under controlled conditions in the laboratory.

2.2. Calibration sample design

The target analytes fat, protein, HYP and ash content may
typically covary in this kind of material. To reduce these cor-
relations and to elucidate how independently we could model
the different analytes, we carefully designed the sample set.
Prior knowledge of the approximate composition of each base
materials (A-H) were found from previous analyses on simi-
lar samples or in the literature and used to estimate expected
sample composition of all possible mixes of the eight base ma-
terials. From the candidate samples, 49 samples were selected
using the Kennard-Stone algorithm to obtain samples with large
variation and low covariance between the analytes. Water was
added in material G to introduce samples with lower concen-
trations of both fat and protein, in order to break covariances
between these two analytes in the sample set. The final sample
design is provided in Tab.A.2.

2.3. Measurements and data analysis

2.3.1. Raman measurements for calibration set

A MargqMetrix All-in-One (AIO) Raman system covering a
Raman shift range of 100-3250 cm~' was employed for all
Raman measurements. The system was equipped with a 785
nm laser operating at 450 mW power and the sampling op-
tic was a wide area illumination (D = 3mm) Proximal Ball-
Probe HV stand-off Raman probe (MargMetrix Inc., Seattle,
WA, USA). Calibration samples were measured in the labora-
tory. Samples were placed in a rectangular aluminum sample
holder (20cm X 15cm X 2cm). The surface of each sample were
scanned with the Raman probe, accumulating a signal with a 6s
X 5 exposure time, as illustrated in Fig.1. To mimic variations
in the measurement situation that can be expected to occur in a
real raw material stream, we measured all samples at a working
distance of 6, 9 and 12 cm. For the optimum working distance
of 9 cm, we also acquired measurements with a 30 °tilt of the
Raman probe (Fig.1). Three replicate measurements were ac-
quired for each measurement setup.

30°

WD =9cm

N
N

Figure 1: Laboratory measurement setup for calibration samples, illustrating
the usual backscattering setup for which we acquired measurements at varying
working distances (WD) (a) and the probe tilt setup measured at a 9 cm working
distance (b).

2.3.2. Raman measurements for validation set

Continuous in-line measurements for testing of the labora-
tory calibrations were done at the poultry hydrolysis facility
over 2 days. The Raman probe was placed at the outlet of a
grinder, i.e at the input stream to the hydrolysis process. Fig.2
shows the hydrolysis process as well as the Raman measure-
ment location. The probe was placed at a working distance of
approximately 8 cm when the output stream was at maximum.
However, the working distance varied in correspondence with
the output volume, alternating from maximum stream and
optimal working distance to no stream at all. This certainly
affected the quality of the collected spectra, and a method for
filtering out low quality spectra was needed.

Different exposure times from those used during calibration
was employed in-line. This was due to the alternating grinding
which provided a maximum output volume only for a limited
time. The exposure time for each spectrum was set to 6s x 2 on
the first day. It was adjusted to 5s x 3 on the second day to avoid
saturation of the detector due to higher fluorescence levels from
the material. A dark measurement was acquired approximately
every 30 minutes. The software Aspen Process Pulse (Aspen
Technology Inc., Bedford, MA, USA) was used for real-time
analysis of the analytes. Later, the acquired samples were mea-
sured again under controlled conditions in the laboratory em-
ploying a working distance of 9 cm and an exposure time of 4s
x 10, with the same scanning strategy as illustrated in Fig.la.
The further decrease in exposure time compared to previous
measurements was needed due to increased fluorescence asso-
ciated with sample degradation.

2.3.3. Reference measurements

Samples taken directly from the input stream to the hydrol-
ysis were quite coarse and were therefore homogenized before
reference analyses. The samples were first frozen at -20 °C
and homogenized in half frozen state (10000 RPM for 6s x
4 times). Reference analyses were carried out at an external
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Figure 2: Schematic illustration of the hydrolysis process, with the Raman measurement location indicated. Adapted from Wubshet et al.[3]

laboratory (ALS Laboratory Group, Oslo, Norway). Determi-
nation of ash concentration (% of wet weight) were carried
out by gravimetric analysis (BS 4401 Partl 1998 Commision
Regulation (EC) 152/2009 MU 6.5%). Fat concentrations (per-
cent of wet weight) were determined by pulsed NMR analy-
sis (MU 6.5%). HYP concentrations (% of wet weight) were
determined by oxidizing HYP using chloramine T and subse-
quently producing chromophores by the product’s reaction with
4-dimethylaminobenzaldehyde (based on BS 4401-11:1995).
The chromophores were measured spectrophotometrically and
finally compared with standard HYP solutions. Protein con-
centrations (% of wet weight) were estimated from the nitrogen
content using a conversion factor of 6.25. Nitrogen was deter-
mined by complete combustion of the sample in the presence of
oxygen.

2.3.4. Pre-processing of spectral data

The Raman shift range 520-1800 cm™' was used in the
data analyses. Cosmic ray spikes were removed by a sim-
ple spike detection algorithm based on derivatives. Subse-
quently Savitsky-Golay (SG) smoothing (polynomial order 2
and window size 9) [15] was applied, and a baseline correction
was done by the Asymmetric Least Squares (ALS) algorithm
[16, 17]. The baseline correction employed a smoothing pa-
rameter of 4 and an asymmetric weighting parameter (of the
residuals) of 0.01. Finally, each spectrum was normalized by
the intensity of the sapphire peak at 750 cm™!, mainly with the
aim to correct for intensity variations due to varying working
distances or potential laser fluctuations. The sapphire signal
originates from the sapphire in the probe optics.

2.3.5. Data modeling

Partial least squares regression (PLSR)[18, 19] was used for
model development. For the calibration set, separate models
were made for the different combinations of working distance
and probe tilt. The separate models were compared with a com-
bined data set which included all measurement variations. To
establish whether the estimation errors acquired were signifi-
cantly different, cross validation (CV) together with a three-way

analysis of variance (ANOVA) of the squared residuals (unbal-
anced design) was employed, as adapted from Indahl and Nees.
[20] The factors included were the sample number, the calibra-
tion model and the measurement setup. In the CV, one sample
(including replicate measurements) was held out in the same
CV segment to avoid overfitting. A simple criterion using a 4%
punish factor, as described by Westad and Martens, [21] was
used to determine the number of components for the calibration
models. For the in-line testing, the calibrations based on all
working distances and probe tilts were used. Due to light pollu-
tion from an LCD screen at the measurement location, some re-
gions in the in-line spectra had to be removed from the calibra-
tion, including 628-648, 832-852, 862-880, 994-1010, 1769-
1788 cm™!. For the calibration, we report performance through
the coefficient of determination (R?) and the root mean squared
error (RMSE). For the in-line and laboratory validation, we also
report these metrics when corrected for slope and bias errors, to
emphasize what performance could be achieved if the cause of
these errors is identified and corrected for.

2.3.6. Filtering of low quality in-line spectra

To remove in-line spectra acquired when there were little to
no output stream at the grinder and spectra that were close to de-
tector saturation, spectra with low signal-to-noise (SNR) were
filtered out. For calculating the SNR, the spectra were first pre-
processed as described in section 2.3.4. Then, the SNR of each
spectrum was calculated as the ratio between the average spec-
trum intensity and the standard deviation of the estimated noise,
according to Eq.1.

_ mean(l)
SNR = ) @

where [ is the spectrum intensity and 7, is the estimated noise
intensity. Noise was estimated by subtracting a smoothed ver-
sion of the spectrum from the original spectrum. For smoothing
we used SG with polynomial order 2 and window size 9. This
is similar to Guo et al.[22] and same as in previous work.[9]
Spectra with SNR lower than 23 were discarded. This thresh-
old was chosen so that all validation sample spectra could be



categorized of sufficient quality, since large working distances
were not expected during sampling.

3. Results and discussion

3.1. Sample variation

An overview of sample variations and analyte correlations in
the calibration and validation set can be found in the appendix
(Fig. A.8). The calibration samples had large variations in
chemistry: 1) HYP: 0.1-1.3 %, 2) Water: 51-76 %, 3) Protein:
10-22 %, 4) Fat: 2-37 % and 5) Ash: 0.5-6.2%. Several of
the design samples could be considered extreme with respect
to expected in-line variations. For instance, several samples
contained mainly skin (very high fat) while others consisted
mainly of the tendons-skin mix or chicken fillets only. Al-
though an aim was to include large variations in composition
while keeping the covariance between the different analytes at
a minimum, some analytes still had considerable correlations.
Fat and protein concentrations had the highest correlation (r =
-0.73), followed by HYP and ash (r = 0.42). The tendon-skin
samples were important to break correlations between ash
and HYP (the correlation increased to r = 0.75 when they
were not included). The extreme skin and fillet samples were
the main reason why the correlation between fat and protein
was still considerable. When removing the most high-fat
and high-protein samples (yra >25% and Ypotein > 18%)
correlation could be reduced to r = -0.33. However, this led to
an increased correlation between protein and ash (r = 0.48). As
a high degree of heterogeneity of material should be expected
in-line over time and be accounted for, we chose to not remove
any extreme samples from the main analyses in this work.
However, it is important to note that this did indeed impact the
calibration set correlations and could impact model robustness.

With respect to the validation samples acquired in-line, a rea-
sonable variation in most analytes were obtained (Fig.A.8), par-
tially thanks to the manual addition of extra material. Interest-
ingly, the variation in HYP concentration covered a different
range compared to the calibration set, i.e lacking the low con-
centrations. The variation in ash concentration was moderate
(3-6 %), with the exception of one sample at approx 13%.

3.2. Spectral features

Fig.3 shows spectra from each of the 8 base materials used
in the calibration sample design. There were clear differences
in the spectral fingerprints. Material E (chicken fillets) mainly
exhibit spectral features associated with protein, while material
F (skin) mainly shows spectral features associated with lipids.
Material A has high bone (ash) content and material H has high
collagen (HYP) content. Important Raman active groups asso-
ciated with lipids include the out-of-phase aliphatic C-C stretch
(1064 cm™"), the liquid aliphatic C-C stretch in gauche (1080
cm™!), the methylene twisting deformation (1301 cm™"), the
methylene scissor deformation (1440 cm™), the in-plane cis
olefinic hydrogen bend (1267 cm™') and the cis olefinic stretch

(1657 cm™). [23, 24] As Fig.3 suggests, several bands asso-
ciated with protein overlap with lipid related bands, for ex-
ample the C-H deformation (1450 cm™'), the Amide I (1657
cm™!) and the Amide III (1250, 1270 cm™").[25] Other notable
bands associated with proteins originate from phenylalanine
(1002cm™"), tryptophan (958, 1342, 1555 cm™"), tyrosine (641,
829, 856 cm™'), peptide C-N bonds (1125 cm™"), peptide back-
bone N - C, — C (936 cm™") and disulfide bonds (532 cm™'
).[25] With respect to bone content, the main Raman band of
interest was found at 960 cm™', which is associated with phos-
phate. The importance of this band originates from the high
correlation between ash and calcium, since calcium is a major
bone mineral and exists mainly as a phosphate salt.[8] The band
at 750 cm™! originates from sapphire in the Raman optics.

3.3. Calibration

3.3.1. Regression models

Fig.4 shows the regression results and the regression co-
efficients obtained for the different analytes. Here, spectra
from all working distances and probe tilts were included in a
single calibration for each analyte. Overall, the performance
was high for all analytes (RéV > 0.8). The ash model was
dominated by the 960 cm™! phosphate band, but included a
weaker negative weighting of the 1657 band, associated with
fat. This corresponded to the moderate negative correlation
between fat and ash seen in the calibration set. Similar re-
gression coefficients have been obtained in previously pub-
lished work. [8] The fat model had a low degree of complex-
ity (LV=3) and exhibited expected features, consisting mainly
of positive weighting of bands associated with lipids (1080,
1306, 1437, 1655 cm™") and negative weighting of bands as-
sociated with protein (e.g. 940, 1129 cm™') . The model
was dominated by bands related with saturated fat, as seen
by the strong weighting of saturated modes (1080, 1306, 1437
cm™!) and weaker weighting of unsaturated modes (1267, 1655
cm™!). This was reasonable since a majority of the fat in these
samples is saturated. The protein model was more complex
(LV=7), but the model corresponded well with expectations.
The main positively weighted bands are associated with the
disulfide bonds (528 cm™), tyrosine (823,854 cm™!), the pep-
tide backbone N — C, — C (936 cm™"), tryptophan (958, 1340,
1555 cm™!), phenylalanine (1002 cm™!), the peptide C-N bonds
(1127 cm™"), and C-H deformation (1454,1466 cm™"). [25] The
main negatively weighted regions were associated with lipids
(1266, 1302, 1442, 1659 cm™!) and this indirect modelling was
most likely a consequence of the considerable negative correla-
tion between fat and protein in the calibration set. The corre-
lation between HYP and protein was low, and the HYP model
was clearly different from the total protein model, emphasiz-
ing the uniqueness of the HYP spectral fingerprint from other
proteins. The main differences from the protein model were
the relatively stronger weighting of the Amide I component at
1678 cm™'), the weaker weighting of the C-N band at 1129
cm™! and tryptophan (indole ring) at 1555 cm™' and the rela-
tively stronger weight of the peptide backbone component at
919 cm™! (N = C, — C). These observations are in accordance
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Figure 3: Baseline corrected and normalized (SNV) spectra from the 8 different poultry base materials used in the designed calibration samples, elucidating the
difference in their spectral signatures. Important peaks and shoulders are indicated (dashed lines). The apparently large variation in the sapphire peak at 750 cm™"
is mainly an effect of the normalization procedure applied here for illustration purposes.

with characteristics for collagens. [25] A relatively stronger
weight of the amide ITT band (1245 cm™") compared to the pro-
tein model was also found. Another interesting observation was
that while protein models weighted the tyrosine doublet (827,
856 cm™!) positively, the HYP models weighted the 827 cm™!
band negatively and the 856 cm™! band positively, indicating
the importance of the ratio between exposed and buried tyro-
sine. Overall, the obtained regression coefficients corresponded
well with previous work on similar material.[4]

3.3.2. Implication of moderate variations in measurement situ-
ation

Cross validated regression models based on Raman mea-
surements employing different working distances and probe
tilts, are shown in Tab.1. The performance based on the model
with all measurement setups merged was not significantly
(@ = 10%) different from the performance of models based on
separate measurement setups, for any analytes. This demon-
strated that the WAI Raman probe tackled moderate variations
in working distance and probe tilt well. However, while the fat
models had a stable number of components suggested across
all measurement setups, the other analytes had more variations.
This could indicate that the fat model was less influenced by
variation in measurement situation than HYP, protein and ash
models. Moreover, fat is the analyte largely dominating the
overall Raman signals in the spectra (due to a combined Raman
scattering efficiency and concentration effect). This could also
therefore explain the effects seen in the table. Interestingly, the
set including all variations in measurement setups consistently
suggested the highest number of components. This could either
indicate an increased complexity to compensate for effects of
varying working distance or simply that employing this many
components might be overfitting.

Our hypothesis was that normalization by the sapphire peak
should correct for intensity differences as a function of working
distance. Indeed, the SNR and average normalized spectrum in-

tensity was little affected by the moderate variations in working
distance, with SNR between 45-48 and average intensity be-
tween 0.30 - 0.31. The effect was moderate even when omitting
the normalization, which showed that the WAI probe tackled
the variations in working distance well. Hence, the mentioned
hypothesis was not properly tested during these lab calibrations.
However, when this normalization was omitted, a strong nega-
tive regression coeflicient for the sapphire peak was produced
for all analytes (except HYP). Although this only moderately
impacted the performances, it greatly altered the regression co-
efficients. Although the negative weighting was stronger for the
set combining measurements of different working distances, it
was still present in varying degrees also for the other sets where
working distances were constant. This showed that there might
be other factors influencing the sapphire peak as well, and that
further elucidation of this normalization strategy is of interest.

3.4. In-line validation

3.4.1. Model adjustments

As discussed in section 3.3.1, the regression coefficients
acquired for the cross-validated calibrations represented
models which corresponded well with literature. However, for
the validation samples, employing models of the suggested
complexity did not provide optimal results. The number of
latent variables employed in the PLSR were instead decided
based on a criteria that slope should be close to 1 and that
the RMSEP corrected for slope-and-bias errors should be as
low as possible. Fig.C.11 shows the regression coefficients
that were employed, both for the in-line measurements and
the control laboratory measurements. For the fat models, the
number of components was unchanged in both cases, again
emphasizing the stability and robustness of these models. For
ash, a moderate decrease from 5 to 4 components was observed
in both cases , indicating slight overfitting in the calibration set.
The number of LVs were more critically adjusted for HYP and
protein models. The number of LVs in the protein model was
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Table 1: Cross validated PLSR performance for fat, protein, ash and HYP estimation, using the calibration samples and varying measurement setups.

Measurement setup ‘ Performance
WD*  Tiltangle | HYP \ Protein \ Fat \ Ash
| RMSEcy R%, LV® | RMSEcy R%, LV | RMSEcy R%, LV | RMSEcy R%, LV
6 cm 0° 012 078 5 085 089 4 129 097 3 050 091 2
9 cm 0° 0.11 081 7 088 089 4 130 09 3 048 092 5
9cm 30° 010 083 6 079 091 6 134 09 3 048 092 5
12cm 0° 0.11 080 5 0.71 093 7 139 09 3 050 091 4
all all 010 083 7 0.81 091 7 139 096 3 047 092 5

4 working distance
b humber of latent variables employed in the PLS model.

decreased from 7 to 2-and-3, respectively. The main effect of
this was stronger indirect modelling on bands associated with
other analytes, i.e fat and ash. For the in-line HYP model, the
number of LVs were reduced from 7 to 3 and overall became
more similar to the protein models. This was not the case for
the HYP model based on controlled laboratory measurements,
which only had a moderate decrease from 7 to 6 LVs.

Several factors might have contributed to the model changes
that were observed between the calibration and validation set
as well as the discrepancies between the in-line and laboratory
models. Overfitting of the calibration set might be one fac-
tor, but another important factor was the light pollution from
the LCD screen during in-line measurements. The signals con-
sisted of narrow peaks which varied in intensity and resulted
in mismatches in the dark subtraction, and the corresponding
regions needed to be discarded. This had little effect on the fat
and ash models, as the regions did not correspond to any impor-
tant bands associated with these analytes. The protein and HYP
models were more affected, as the discarded regions were asso-
ciated with e.g. phenylalanine (994-1010 cm™), tyrosine (832-
852, 862-880 cm™! ) and tryptophan (862-880 cm™' cm™"). The
choice of number of LVs for the controlled laboratory measure-
ments could potentially also be affected by the homogenization
of the samples.

3.4.2. Filtering out low quality spectra

Fig. 5a shows the in-line spectra that were filtered out by the
SNR thresholding routine. The low quality spectra included
many low intensity spectra corresponding to large working
distances or no material stream at the grinder. A few high
intensity spectra were also filtered out, due to strong fluores-
cence that lead to a large shot noise component combined
with near-saturation effects. The in-line variations in working
distances were much larger (ca 4-30 cm) than accounted for
in the calibration (6-12 cm). There was still a large range of
intensities among the accepted spectra (Fig. 5a,b). This could
potentially be explained by chemistry alone, but could also
potentially be related to working distance intensity fluctuations
not accounted for by the sapphire normalisation.

The filtering routine was based on a simple thresholding of
the spectrum SNR. In the calibration set, the SNR and average

spectrum intensity was little affected by the moderate variations
in working distance. Since the variations were much larger dur-
ing in-line measurements, the SNR did vary with the alternating
working distance (Fig. B.9). However, the SNR could also be
influenced by other phenomena that changes either the average
Raman signal intensity (e.g. chemistry) or the noise level (e.g.
shot noise from fluorescence). For example, a high fat sam-
ple measured at a large working distance could yield similar
SNR as a low fat sample measured at shorter working distance.
Therefore, this method might not be the best choice if one wants
to specifically diagnose and filter out spectra with large work-
ing distances. Overall, further elucidation of specific spectral
diagnosis and sapphire normalization dependence on working
distance is of high interest.

3.4.3. Predictions

After filtering out low SNR spectra, predictions of all
analytes were performed, and considerable variations around
the average trend line were still present in predictions
(Fig.C.10). These variations are most likely real and first of
all a consequence of heterogeneity of the material stream.
Identifying the main trends in material composition is the
most interesting with respect to process control, as one set
of hydrolysis settings would be applied to a large volume
of material. The hydrolysis of the material typically runs
for 45 minutes, and potential process adjustments based on
material composition should be made within this time frame.
In that regard the variations in predictions over a smaller
time interval (e.g. 5 min) might not be critical for process
control. By employing a 15 min moving average, temporal
variations in the predicted material composition was evident
(Fig. 6). By comparing the qualitative trends, expected patterns
were observed. For instance higher fat concentrations were
often accompanied by lower concentrations in other analytes.
Around time index 800-850 (day 2), a sudden change in
predicted protein, fat and ash concentration was observed,
which corresponded with the extra materials that were added
manually. The correlations between the predicted analyte
trends corresponded well with the measured values for valida-
tion samples in case of fat-protein (ryy = —0.56, rpreq = —0.56),
protein-hyp (rval = 0.4, rpreq = 0.34) and ash-fat
(ryar = —0.33, rpreq = —0.17). As expected due to the
larger adjustments in the HYP and protein models, dis-
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Figure 5: All raw spectra acquired in-line at the hydrolysis plant, showing low
quality spectra which were filtered out and the spectra with sufficient quality
used for predictions (a) and the pre-processed version of the accepted spectra
compared to calibration spectra (b).

cussed in section 3.4.1, the HYP and protein correlations
with other analytes were higher, i.e between fat-HYP
(tyal = —0.04, rpreq = 0.56), ash-HYP (ryy = 0.5,1peq = 0.61)
and protein-ash (ryy = 0.31,1peq = 0.8) Although HYP and
protein models exhibited a larger degree of indirect modelling
on fat and bone than wanted, the overall prediction trends
indicated that we were able to measure chemistry in spite of
the challenging measurement conditions.

3.4.4. Performance for validation samples

Fig. 7 shows the predicted versus measured values of the
validation samples measured in-line and later in the laboratory.
Overall, there was a certain degree of bias and slope errors
for most analytes, but they were not extreme, and the results
are very promising. Assuming these systematic errors can be
resolved, the corrected prediction errors (RMSEP,,,) were still
overall larger than for the cross-validated calibration set. One
source of error for the in-line measurement was the sampling.
Since the collected samples were large and the illumination
area small, the spectra-to-reference correspondence was likely
poorer compared to the control laboratory measurements. This
was probably part of the reason why the corrected prediction
errors were generally smaller for the controlled laboratory
measurements. Moreover, this likely explains why the one
sample with high ash concentration was considerably better
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Figure 6: Predicted trends over the two measurement days for HYP, protein,
fat and ash (a-d) and the mean standardized predictions of these compounds for
better comparison of qualitative trends (e). The trends are calculated as a 15
min moving average.

predicted from the laboratory measurement (Fig.7), as this
sample was collected under demanding sampling conditions.

Although the corrected prediction errors were smaller for
the laboratory measurements, there were similar bias and slope
errors as for the in-line measurements, indicating weaknesses
in the calibration models. This was, as discussed, particularly
expected for protein and HYP models. For instance, the same
two samples were underestimated with respect to protein
concentration (Fig.7) in both cases. In particular the protein
predictions were affected by variations in fat concentrations, as
was evident from the increased correlation between predicted
protein and fat concentrations (Tiyjine = —0.76) compared to the
true values (r = —0.56). This revealed robustness issues, i.e
dependence on conserved correlations with fat, which was not
clear from the predictions over the full time span discussed
in section 3.4.3. The HYP performance mainly had bias
and slope issues, while the RMSEP,,,, was similar to those
obtained in the calibration set. The former errors could be
related to the lack of samples with moderate-to-high HYP
concentrations in the calibration set. Other factors that could
contribute to the prediction errors could be variations between
calibration and validation samples, e.g. pressure applied during
grinding, homogenization, freezing and thawing. Overall,
further calibration development is advantageous, particularly
with respect to robustification of HYP and protein models.

Another source of error for in-line measurements could be
the challenging measurement conditions. For example the re-
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duced exposure time led to reduced SNR (ca.30) compared
to the calibration and laboratory validation spectra (ca.50).
This might be another reason why the corrected prediction er-
rors were higher for the in-line measurements. Secondly, the
large variations in working distance could possibly contribute
with errors, depending on the robustness of the pre-processing.
It was assumed that the sapphire normalization could han-
dle the variations present in exposure times and working dis-
tances, which could not be completely confirmed. After pre-
processing, the intensities were lower for the in-line spectra
compared to the calibration spectra (Fig. 5b) Although this
could be expected due to the more extreme samples in the cal-
ibration set, the full extent of the intensity differences might
not be justified by the differences in chemistry (i.e. 2% - 37%
fat in calibration compared to 12%-31% fat for validation sam-
ples). This could be indicative of a pre-processing issue or an
issue with calibration transfer from laboratory (room temp) to
hydrolysis facility (6-8 °C). Notably, the temperatures at the
hydrolysis facility were lower than the listed operating temper-
ature (15-33 °C) for the instrument. In the future, it is of inter-
est to look into robustification of the pre-processing as well as
exploring if more custom pre-processing for different analytes
could be advantageous.

4. Future potential

We have demonstrated that WAI Raman spectroscopy has
potential as a tool for characterization of very heterogeneous
streams of raw material, in an in-line industrial environment.
Although this was demonstrated through measurements of a
poultry rest raw material stream in this study, this indicates that
there are many other prospective applications in the food indus-
try. Today, in-line sensor systems in the food industry mainly
employ NIRS. Such systems have the advantage that they are
cheaper, have relatively simple assembly in the process-line,
are insensitive to ambient light and have much better sample
coverage. In contrast, Raman spectroscopy based systems will
require more careful development of practical measurement
setup. For instance one might need shielding from ambient
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light. However, WAI Raman opens up for more sophisticated
sensor systems which could target more detailed chemistry and
quality parameters. Due to the more unique Raman fingerprints
compared to NIRS, Raman might also be more robust with re-
spect to variations in absorption and scattering properties within
a sample or between samples and have a lower degree of depen-
dence on conserved correlations with other compounds. This
potentially means that Raman based models can be more easily
maintained in the industry. Overall, WAI Raman spectroscopy
may be a good alternative to NIRS for industrial food qual-
ity monitoring, particularly in applications where more detailed
chemical analysis is needed.

5. Conclusion

In this work, the cross validated calibration set showed that
moderate variations in working distance (6-12 cm) or probe tilt
(0, 30°) did not significantly affect the performance of fat, pro-
tein, ash and hydroxyproline estimation for poultry rest raw
material. The in-line test of the acquired models represented
demanding measurement conditions, including light pollution,
large variations in working distance and variations in exposure
time. Even so, reasonable variations in average trends of raw
material composition were predicted. It is the authors’” impres-
sion that with further efforts in calibration development, poten-
tially in combination with development of practical measure-
ment setup, the use of Raman spectroscopy as a process control
tool in the hydrolysis of poultry rest raw materials is within
reach.
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Table A.2: The sample design for the calibration set, made from raw material A-H. One sample part was defined as 1 dl of the respective material.
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Sample number
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Figure A.8: Variation in analytes and their correlation in the calibration set compared to in-line validation set.
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