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ABSTRACT

In this thesis, we used three types of survival-analysis models to model the overall
survival time for patients suffering from rectal cancer and head and neck cancer.
These models were Cox proportional hazards, Aalen’s additive fitter and acceler-
ated failure time models. The goal was to compare the performance in terms of
the measured concordance index and Brier scores.
The performance metrics were estimated using a repeated stratified k-folds cross-
validation scheme. With four splits and 25 repeats, we achieved 100 estimates of
the performance for each model. This was done for both data sets.

The Cox proportional hazards model achieved the highest concordance index
measured on both data sets.
When we visualised the measured Brier scores over the time period of 12 to 60
months in order to interpret the models’ overall performance for the five first years.
All models showed a rising trend in the measured Brier score. This indicates less
accurate predictions over time. The models had similar Brier scores, with the
exception of Aalen’s additive fitter. This model had a slightly poorer result when
time increased.
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SAMMENDRAG

I denne oppgaven brukte vi tre typer overlevelsesanalysemodeller for å modellere
overlevelsestiden til pasienter som lider av endetarmskreft og pasienter som lider
av hode- og halskreft.
Disse modellene var Cox-regresjon, Aalens additive regresjonsmodell og akselererte
levetidsmodeller. Målet med denne oppgaven var å sammenligne den målte ytelsen
til disse modellene ved hjelp av å bruke concordance index og Brier score som
ytelsesberegninger.

Vi estimerte disse ved å bruke en metode som heter "repeated stratified k-folds"
for å kryssvalidere de målte resultatene. Vi delte datasettene opp i fire og gjentok
dette 25 ganger, for å oppnå totalt 100 "folds". Dette gav oss muligheten til å
kalkulere ytelsesberegningene 100 ganger per modell. Vi benyttet denne løsningen
på begge datasettene.

Cox-regresjon oppnådde høyest concordance index på begge datasettene.
For å forstå modellenes nøyaktighet de første fem årene visualiserte vi Brier scoren
over tidsperioden tolv til 60 måneder. Alle modellene viste en trend. Dette indik-
erte at modellene blir mindre nøyaktige over tid. De fleste modellene hadde svært
liknende resultater målt med Brier score, men Aalens additive regresjonsmodell
hadde noe svakere resultater.
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CHAPTER

ONE

INTRODUCTION

1.1 Background and Motivation

According to the Cancer Registry of Norway, 4 out of 10 Norwegians are going to
develop a form of cancer by the time they reach the age of 80 years old [1].

Oncology is a branch of medicine that aims to study and treat cancers and
tumours. Within this field, events of interest can be death, recurrence of tumours
or any other disease-related event.

Other master students have previously considered these data sets for binary
classification problems in terms of overall survival and disease-free survival as
binary categories. They were interested in predicting whether the patients ex-
perienced an event of interest. In this thesis, we are interested in using survival
analysis methods for modelling the time until the event of interest occurs.
Compared to other regression methods, survival analysis can use information from
the observations that do not experience the event during the time of follow-up.
We say that these observations are censored because we do not have the complete
information. Three common reasons for censored data to occur are due to the end
of the trial or patients either withdrawing before the end or being lost to follow-
up [2]. With survival analysis, we can estimate survival functions and hazard
functions and even make predictions about the estimated time until the event of
interest. Some methods for survival analysis can also assess the effect of predictor
variables [3].
In this thesis we are interested in comparing different methods for survival analysis
on two data sets: A rectal cancer data set, and a head and neck cancer data set.
Performance metrics and visual tools are utilised to compare the performance
between the different models.

1.2 Project Description and Research Questions

This thesis takes into consideration some traditional methods for survival analysis
methods and applies them to two data sets. These are OxyTarget, a rectal cancer
data set, and HNC, a head and neck cancer data set.
We are interested in using Aalen’s additive hazards (AAF), Cox proportional
hazards (CPH) and accelerated failure (AFT) models to model the overall survival
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2 CHAPTER 1. INTRODUCTION

time (OS). The concordance index and Brier score are used in order to measure
their performance.
To acquire the performance metrics from each model, we utilise a repeated strat-
ified k-fold cross-validation scheme.
In this thesis the following research questions are considered:

1. Which of the three survival models CPH, AAF and AFT achieves the highest
performance measured using the concordance index?

2. How do the three survival models CPH, AAF and AFT perform in the time
period of twelve to 60 months measured using the Brier score?

1.3 Related Work
As mentioned above, other master students have considered the binary classifica-
tion problem on the OxyTarget and HNC data sets. Among these are Engesæth
and Fjellvang.
Engesæth applied the feature selection method RENT [4] [5] on the OxyTarget
data set in their master thesis [6]. Fjellvang applied radiomics and RENT on the
HNC data set in their master thesis [7].
Madadizadeh et al. analysed survival for patients suffering from colorectal cancer
(CRC) and compared CPH with additive hazards models, including AAF [8].
Orbe et al. compared AFT models with CPH on breast and gastric cancer [9].
These papers showed that both AFT and AAF can be an alternative to CPH when
the proportional hazards assumption fails.



CHAPTER

TWO

THEORY

2.1 Oncology

Oncology is a branch of medicine which specialises in the diagnosis and treatment
of cancer and tumours [10]. In this section, a brief introduction to rectal cancer
and head and neck cancer is given.

2.1.1 Rectal Cancer

Cancer that forms in the rectum is called rectal cancer [10]. The rectum is located
in the pelvic and connects the colon to the anus. We can divide it into the proximal
rectum (upper) and the distal (lower) rectum.
In the time period 2017 to 2021, the rectal cancer survival rate was 71.9% and
73.5% for Norwegian men and women respectively. The median age at diagnosis
was 70 years old for patients suffering from cancers in the rectum and rectosigmoid
areas [1].

2.1.1.1 Diagnosis and Staging

When suspicion about rectal cancer is raised, a colonoscopy or a medical imaging
study is required [11]. Magnetic resonance imaging (MRI), endorectal ultrasound
and computed tomography (CT) scans are some tools for digital rectal examination
that can be used for diagnosing and staging rectal cancer [12].

The tumour node metastasis (TNM) staging system was developed by the
American Joint Committee on Cancer (AJCC) and the Union for International
Cancer Control (UICC). This system for cancer staging assumes that the tumour
cells spread from the primary site to either the adjacent organs or via blood vessels
or lymphatic vessels. Variations of the TNM staging have also been proposed for
each tumour site. In this brief introduction, we do not go into more detail. Based
on the classifications in the categories T, N and M, the overall cancer stage can
be determined. This also depends based on the cancer type and site. In general,
stages I-II are categorised by no metastasis, while stage III involves metastatic
lymph nodes. Stage IV involves distant metastasis. [13] [11].

3



4 CHAPTER 2. THEORY

2.1.1.2 Treatment

The primary goal for the treatment of rectal cancer is the oncological cure and
overall survival (OS). Other priorities are sparing the anal sphincters with the
functioning digestive system, and sparing of genitourinary and reproductive organs
[12].

Several factors play in when determining the treatment for rectal cancer.
Amongst these are staging and distance to the colon. Cancers close to the colon
are often treated with surgical resection followed by adjuvant treatment. More
distal cancers are often treated with RT before surgery. This also depends on
staging [12].

2.1.2 Head and Neck Cancer

HNC is a group of cancers that occurs in the head and neck region. This includes
the nasal cavity, sinuses, lips, mouth, salivary glands, throat and larynx (voice
box) [10].

2.1.2.1 Diagnosis and Staging

When diagnosing a patient who is potentially suffering from HNC, the first steps
are examining the patient’s history, physical examination and radiologic imaging.
Taking large biopsies can result in anatomical distortions and false positive test
results, and it is therefore preferably used after completion of the initial steps [14].

For HNC, the staging process varies between different sites. In this thesis, we
do not go into detail on each location. The patients with smaller tumours without
prominent lymph involvement are classified as stages I-II. Stages III-IV involves
locally advanced cancer tumours that are invading surrounding tissue or a higher
amount of lymph nodes. Patients with evidence of distant metastases are classified
as IV [14].

2.1.2.2 Treatment

Treatment of HNC depends on cancer staging, site and surgical accessibility. The
treatment can encompass surgery, RT and medical oncology and can involve a
multispeciality team for evaluation [14]. In this brief description, we do not go
into further detail.

2.2 Survival Analysis

In survival analysis, we are interested in modelling the time until an event occurs.
This can be any event of interest, for instance, the time of tumour recurrence or
death.
We refer to the duration from some initial event, for instance, treatment or diag-
nosis, until the event occurred as the survival time.
In general terms we refer to this event as a failure. Survival analysis is a collection
of statistical procedures and methods that considers this survival time as the
variable of interest [2].
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The use of life tables, a statistical tool for modelling survival probabilities, can
be traced back as early as 1662 when it was used by the merchant John Graunt
in the book "Natural and Political Observations upon the Bills of Mortality" [15].
In the 19th century, mortality tables acted as a tool for actuaries in their work
for estimating the price for life annuities [16]. The mortality tables estimate the
probability of death for a person at a certain age given that they had survived
until reaching their current age [17].
The Kaplan-Meier estimator was introduced in the mid-20th century as a method
for estimating the survival curves for a population that includes censored data
points [18]. The proportional hazard model was introduced in 1972 by D. R.
Cox[19]. These tools are still frequently used in survival analysis.

2.2.1 Censored Data

Survival analysis takes censored data into consideration. When we do not know
the exact time of the failure, we have a censored observation. Figure 2.2.1 shows
5 observations in a hypothetical clinical study. We observe these observations for
a time period, but only observations B and D experience the event of interest.
These observations are not censored.
Observations A, C and E are right-censored because we do not know the time of
experiencing the event. What we do know is that A survived from the time of
inclusion until being lost to follow-up, C until dropping out and E until the final
follow-up.

Figure 2.2.1: Demonstration of censored data. Inspired by [20].

If the event occurs between two registered time-points, the observation is interval-
censored because we only know that the true survival time is in between the two
check-ups [2].
When we only know that the true survival time is less than the registered time, it
is left censored [2].
Censored data is also referred to as incomplete because it is missing information.
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2.2.2 Truncated Data

In reality, there is a subset of subjects that fails before the study even starts. This
is called left truncation, and it is a real problem because it artificially skews the
survival distribution [3]. For instance, if we are testing a treatment for a new
disease with a high mortality rate, some of the observations may have succumbed
before enrollment.

2.2.3 Hazard and Survival

The survival function can be described as the probability that the true survival
time T is higher than some specified time t. This is described in equation 2.1 [2].

S(t) = P (T > t) (2.1)

The hazard is the current risk of event/failure at the time point t. It is denoted as
h(t) and described in equation 2.2 [2]. The hazard function is frequently denoted
as λ(t).

h(t) = lim
∆t→0

P (t ≤ T < t+∆t | T ≥ t)

∆t
(2.2)

Figure 2.2.2 shows how the survival function, hazard function and cumulative
hazard function, H(t), are related to each other and the probability distribution
functions (PDF), and the cumulative density function (CDF) [2] [21]. In survival
analysis, we say that f(t) is the probability of death at time t, and F (t) is the
probability of having experienced the event by time t.

Figure 2.2.2: Relationships between S(t), h(t), H(t), f(t) and F (t). Inspired by
[21].
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2.2.4 Kaplan Meier - The Product Limit Estimator

At the beginning of this chapter, we mentioned the importance of the Kaplan
Meier estimator. In this thesis, it is referred to as KM.
In the real world, the true survival distribution is rarely known. The KM estimator
is a non-parametric estimator of the survival function S(t) [3].

In equation 2.3, the KM estimator it is described as the product of 1 minus
the fraction of failures, di and subjects at risk, ni for all time points i until t [3].

ŜKM(t) =
∏
i:ti≤t

(1− di
ni

) (2.3)

The KM estimated survival function is undefined for values of t higher than the
highest follow-up time duration, even if we have surviving observations at that
time [3]. From equation 2.3, ni is 0 when there are no remaining subjects at risk
due to censoring and no more follow-up.

It is often useful to visualise the KM-estimated survival curves. It can give a
general impression of a population’s estimated survival time, and if we separate by
a categorical variable, we can also visualise the difference in survival time between
multiple groups. An example of this is provided in figure 2.2.3. The figure shows
the KM estimated survival functions for the OxyTarget data set. The left axis
shows estimates separated by the binary feature "Suspected metastatic lesions at
diagnosis". The right axis shows the estimated groups separated by age at the
median of 65.0. From visual inspection, it appears to be a significant difference in
the estimated survival curves to the left and little to no difference to the right.
The more observations included in the KM estimated survival function, the smoother
it will be. This is because it includes more data points. As the number of observa-
tions increases, it will also approach the population’s theoretical survival function
[2].
With fewer observations, the KM estimated curves will be more grainy. For each
time step, the KM estimated survival probability is updated by multiplying the
previous with 1− the proportion of remaining observations experiencing the event.
Because of this, when there are a low amount of observations left, just a couple of
events will make a great difference in the estimated survival probability between
the time steps .

2.2.5 The Logrank Test

In 1966, Mantel proposed a chi-square procedure for comparing life tables in their
entirety [22]. A similar procedure was performed by D. R. Cox on a different
problem with multiple events in 1959 [23]. In 1972, Cox presented the logrank
test. It is also frequently referred to as the Mantel-Cox test [19].
The hypothesis tested by the logrank test is:

h0 : no significant difference in hazard distributions

h1 : significant difference in hazard distributions

The logrank test is useful for giving a statistical comparison between two or more
groups in terms of their hazard distributions.
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Figure 2.2.3: Example of KM estimated survival curves with 95% confidence
intervals for groups in the OxyTarget data set.

Table 2.2.1 shows the logrank test statistics and p-values for the survival popu-
lations shown in figure 2.2.3. The logrank test rejected the h0 when comparing
male and female patients because there is some significant difference in the hazard
distributions.

The logrank test failed to reject the h0 for the groups separated by the median
age.

2.3 Cox Proportional Hazards

The Cox Proportional Hazards was introduced by D. R. Cox in the paper "Re-
gression Models and Life-Tables" in 1972 [19]. In this thesis, this model is referred
to as CPH. It is considered to be one of the most used models within survival
analysis [3].

When comparing CPH to a fully parametric model, it can be just as efficient.
When the assumptions for the parametric model are not true, CPH will likely be
more efficient than the parametric model [3].
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Table 2.2.1: Logrank for groups separated by the binary category suspected
metastatic lesions at diagnosis and by median age at inclusion.

2.3.1 Definition

CPH is a semi-parametric model. This means that the model does not make any
assumptions on the specific distribution of the response variable, but it makes an
assumption about the effect the covariates have on the hazard function [3].
Equation 2.4 shows how the CPH is stated in terms of the hazard function [3].
The baseline hazard, h0, "varies" with time, and the relative hazard is represented
by eXβ, which is constant and multiplied by the baseline hazard. With this for-
mulation, the linear combination of the predictors is denoted Xβ. The hazard is
the product of the baseline hazard and the relative hazard [3].

h(t | X) = h0(t)e
Xβ (2.4)

The hazard ratio between two groups is the fraction of the relative hazards for each
group. In the subsection 2.3.2 we describe the proportional hazard assumption,
which considers the fact that the relative hazard has the same proportion between
groups for all values of t.

2.3.2 The Proportional Hazard Assumption

If the hazard ratio is the same for all values of t, one can say that it is proportional
[24].
Some researchers are questioning the need for checking the proportional hazard
assumption, but in general it is considered to be good conduct to include it [24].
We can check for the proportional hazards assumption by visual inspection of
the Schoenfeld residuals, or conducting a statistical test based on the correlation
between these residuals and time [3]. The Schoenfeld residuals are calculated per
feature, and one residual is achieved per observation. If these residuals are related
to time, it is an indication that the proportional hazards assumption does not hold
for this feature. We get the following hypothesis test [2]:

h0 : No correlation between Schoenfeld residuals and ranked failure time

h1 : Correlation between Schoenfeld residuals and ranked failure time

If the h0 is rejected, the conclusion is that the proportional hazards assumption
is violated [2].

2.3.3 Limitations

When the criteria for the proportional hazard assumptions fail to be fulfilled, and
features other than treatment indicator is included, the model can yield incorrect
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standard deviation for the estimations. Bootstrapping methods can allow for valid
confidence intervals to be created in this scenario [24]. We can also stratify the
categorical columns that do not follow the proportional hazard assumption [3].

2.3.4 Coefficient Estimation

In order to estimate β we first let t1 < ... < tk be the order of unique survival
times. For now, assume no ties in observed survival times. We denote Ri as the
set of individuals at risk at timepoint ti. The observations in Ri are denoted with
j. Observation j is at risk at time ti if Yi ≥ ti, where Yi is the survival time or
time until censoring for observation j. If there is a failure at time point ti, the
conditional probability for observation i being the one experiencing the failure,
given at risk is:[3]:

P (i fails at time ti | Ri and 1 failure at ti) =
P (i fails at time ti | Ri)

P (1 failure at t1 | R1)
(2.5)

The probability that i fails at time point ti given Ri is the hazard for that time
point for that observation. This is described in equation 2.4. The probability for
a failure at time ti, is then the sum of all the hazards in the risk set Ri. Because
the baseline hazard at time ti is a constant, we can remove it from both sides of
the fraction [3].

h0(t)e
Xβ

Σj∈Ri
h0(t)eXβ

=
eXβ

Σj∈Ri
eXβ

=
eXβ

ΣYj≥tie
Xβ

(2.6)

The baseline hazard is now out of the picture. The equation 2.7 shows the partial
likelihood for β, and equation 2.8 shows the log partial likelihood. In order to
obtain the estimates of β, these partial likelihoods are treated as normal likelihoods
[3].

L(β) =
∏

Yiuncensored

eXiβ

ΣYj≥Yi
eXβ

(2.7)

log(L(β)) =
∑

Yiuncensored

(Xiβ − log(
∑
Yj≥Yi

eXjβ)) (2.8)

The lifelines python library [21] use Breslow’s approximation [25], described in
equation 2.9, for computational approximation of the log-likelihood, and handles
ties with Efron’s approximation [26], described in equation 2.10 [3].

log(L(β)) =
k∑

i=1

{
Siβ − log

[∑
Yj≥ti

eXjβ
]}

(2.9)

For Effron’s approximation, we let Si be Σj∈Di
Xj, and Di be the set of indices j

at risk at ti and di is the failures at ti.

log(L(β)) =
k∑

i=1

{
Siβ − log

∑
Yj≥ti

eXjβ − j − 1

di

∑
l∈Di

eXlβ

}
(2.10)
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2.3.5 Interpretation

The Wald Z-score for a coefficient is found by dividing the coefficient itself by
its standard error. The p-value is the probability that p >| Z | [2]. A coefficient
with a high p-value suggests that the feature does not discriminate towards the
response variable [2].
The likelihood ratio (LR) is found by multiplying the Log likelihood by −2.
When looking for confounders, one can compare the likelihood ratios by subtract-
ing the LR from the model trained on the reduced subset by the LR from the LR
of the model trained on the full data set. With the h0 of no interaction effect,
we can use the fact that this statistic has a χ2 distribution with the number of
features being assessed as the degrees of freedom. With this distribution, we can
conclude whether the features assessed are in fact confounders or not [2].

2.4 Aalen’s Additive Fitter
Aalen’s Additive Fitter was introduced by Odd O. Aalen in 1989 in the paper "A
Linear Regression Model for the Analysis of Life Times" [27]. It is, as the title of
the article suggests, a linear model for survival analysis. This model is referred to
as AAF in this thesis. In comparison to the Cox PH model, AAF does not rely
on the assumption of proportional hazards. However, it is more limited in the
amount of features it can consider [28].

2.4.1 Definition

Equation 2.11 describes the AAF hazard function. The coefficients b1 to bn each
represent the weight for the covariates, and b0 is the bias / intercept value. The
resulting hazard is the dot product between the b vector and 1, x1, ..., xn.

h(t | x) = b0(t) + b1(t)x1 + ...+ bn(t)xn (2.11)

AAF was presented by Aalen as a non-parametric model, even though one could
argue that its linearity could represent an assumption about the distribution [27].
The time-varying nature of the coefficients makes AAF an interesting tool for
interpreting the temporal changes in the correlation between the covariates and
the target values. In comparison with CPH, which assumes that the effect over
time is multiplicative, AAF can yield interesting information about the changes
over time. Figure 2.4.1 shows an example of how the AAF models regression
coefficients can vary over time. In this plot, we can see the regression coefficients
for two features, and the intercept. From this plot, one can see that the feature
"Suspected metastatic lesions at diagnosis" have a significant effect on the response
variable, which is overall survival.

2.4.2 Coefficient Estimation

Let r be the number of features, n be the number of observations, Rt be the risk
set at time t like in section 2.3.4.
We define Y (t) as a n × (r + 1) matrix. In this matrix, row i is a vector of the
value 1 followed by the covariates for observation i: Zi(t) = (1, Zi

1(t), ..., Z
i
r(t))

′.
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Figure 2.4.1: Example of AAF time-varying coefficients.

However, if observation i is not in Ri, i. e is no longer at risk, the vector for the
observation consists only of zeros [27].
With this matrix, we can now consider the matrix formulation of the hazard func-
tion: h(t) = Y (t)β(t). The matrix denoted as β matrix describes the regression
coefficients at time point t. We are now interested in estimating the cumulative
regression function described in equation 2.12 [27].

βj(t) =

∫ t

0

bj(s)ds (2.12)

In order estimate 2.12, we let T1 < T2 < ... be the survival durations in ascending
order, and Ik be a vector of zeros for all values except for the subject experiencing
the event at time Tk, which has a value of 1. We also define X(t) as the generalized
inverse of Y (t): X(t) = [Y (t)′Y (t)]−1Y (t)′.
Then we can estimate β:

β̂(t) =
∑
Tk≤t

X(Tk)Ik (2.13)

The β estimation is well defined when Y (t) is of full rank and Y (t)′Y (t) is invert-
ible. Because of this, we can only estimate the coefficients when Y is non-singular.
Aalen suggests that a solution for the estimation B̂(t) can be found using prior
knowledge about the regression coefficients or by using least squares approximation
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[27].

2.5 Accelerated Failure Time Models
In this thesis, we consider two accelerated failure time (AFT) models. One based
on the Weibull distribution, and one based on the log-normal distribution. We
refer to these models as WAFT and LNAFT in this thesis.

These accelerated failure time models assume the distribution of the survival
times and is therefore considered to be parametric models [2].
It is worth mentioning that there have also been proposed AFT models which are
not based on an assumption about the underlying distribution of survival times
[29].
The covariates for AFT models have a direct effect on the estimated survival
times. In comparison, the covariate effect for proportional hazards models is on
the hazard [2].

2.5.1 Definition

We define the accelerated failure time model in equation 2.14, where ψ denotes
the underlying survival distribution function, and σ is the scale parameter [3].

St|X = ψ(
log(t)−Xβ

σ
) (2.14)

In equation 2.15 we have defined the AFT model in terms of the log of T (the
survival time). In this formulation, ϵ is a random variable from the distribution ψ
[3].

log(T ) = Xβ + σϵ (2.15)

2.5.2 Model Estimation

We can use maximum likelihood estimation to find the model parameters for the
AFT models. For the observed survival times t1, ..., tn, we define the maximum
likelihood estimation in equation 2.16[30].

L(β, σ) =
n∏

i=1

(fi(ti))
δi(Si(ti)

1−δi (2.16)

Where:
fi(ti) = fϵi(zi)

Si(ti) = Sϵi(zi)

zi(ti) =
log(t)− µ− β1x1 − ...− βrxr

σ
And δi is 1 if observation i has experienced the event of interest, and 0 if the
observation is censored. fϵi is the density function of the assumed distribution
and Sϵi is the survival function for the assumed distribution.
Using the Newton-Raphson procedure, we can then find the unknown parameters
µ, σ and β [30].
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2.5.3 The Accelerated Failure Time Assumption

In section 2.3.2, it was described how the Cox Proportional Hazard assumes that
the features have a multiplicative effect in terms of the hazard. On the other hand,
the AFT underlying assumption is that the features have a multiplicative effect
in terms of survival [2].

Sgroup2
(t) = Sgroup1

(γt), for t ≥ 0 (2.17)

Tgroup2
= γTgroup1

(2.18)

A common example of the AFT assumption is to compare the survival times
between dogs and humans. Consider equation 2.17, the groups can represent
humans in group 2 and dogs in group 1, with the acceleration factor γ describing
that humans live γ times longer [2]. Equation 2.18 demonstrates this in terms of
random variable T for survival time.

2.5.4 Weibull Accelerated Failure Time

Weibull is the most common distribution to base a parametric survival model on. If
T follows the Weibull distribution, then the log of T follows the extreme minimum
value distribution [2]. Equation 2.19 describes the survival function for WAFT [3].
This survival function can be derived from the CPH models survival function, and
it is therefore also the case that if the proportional hazards assumption holds, the
accelerated failure time assumption also holds. The opposite is also true [3] [2].

S(t | x, y) = exp
[
−exp

( log(t)−Xβ

σ

)]
(2.19)

fϵi(zi) = − 1

σ
exp[zi − exp(zi)] (2.20)

For the WAFT model, we can graphically inspect whether the AFT assumption
holds by plotting log[−logŜ(t)]. If the resulting line is linear, the AFT assumption
holds [31][2].

2.5.5 Log-Normal Accelerated Failure Time

The LNAFT model assumes that the log of T follows a normal distribution [2].
We define the survival function in equation 2.21 [3].

S(t | x) = 1− Φ(
log(t)−Xβ

σ
) (2.21)

We define the density function [30]:

fϵ(zi) =
1

2π
e−

1
2
z2i (2.22)

For the LNAFT we can check if the AFT assumption holds by plotting Φ−1[1 −
Ŝ(t)]. If the resulting line is linear, the AFT assumption holds [31].
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2.6 Evaluation of Models

2.6.1 Assessing Appropriateness of Parametric Distributions

In this thesis, we use two methods for determining the appropriateness of an
assumption about the underlying distribution of survival times.
These two methods are the Akaike information criteria (AIC) [32] and quantile-
quantile (Q-Q) [33] plots.
The AIC is −2log likelihood+2k, where k is the degrees of freedom. It is an esti-
mate of the relative amount of information lost by the model. A lower estimated
loss of information will give a lower AIC score. A lower AIC can indicate a higher
quality model [34].
In a Q-Q plot, the quantiles of one data set is plotted against the quantiles for
another. The lifelines library has an implementation of the Q-Q plots which also
considers censored observations [21].

2.6.2 Cross Validation

Figure 2.6.1: K-folds cross validation model reproduced as presented by Rashcka
[35].

When creating prediction models it is important to estimate the models’ perfor-
mance on unseen data. Testing the model on unseen data allows us to see whether
the model is able to generalize or not. In situations with smaller amounts of data,
it can be difficult to achieve a traditional train test split and still have enough
data to both train models and get sufficient test data size.
K-fold cross-validation can help in this scenario by allowing for multiple test
and train splits from the same data set. The data set is separated into k-folds
as shown in figure 2.6.1, and in an iterative process, one by one the folds are
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held out as a test data set. This will give multiple results and can give a better
understanding of the performance of unseen data. Another popular use case for
this method is hyper-parameter tuning and model selection [35].

The algorithms separating the data into folds can stratify by one of the cat-
egorical features or leave the distributions random [36]. If the response variable
is sparse, it can be useful to stratify. This will make sure that we have the same
occurrence rate for the category in each fold.

Repeated K-Folds is a method where the K-fold process is repeated n-times
[36]. We then get k splits times n repeats folds. Table 2.6.1 shows an example
with 2 splits and 2 folds, for a total of 4 folds. Because k is 2, we simply split the
data set in half, and train on one half then test on the other. In the next fold, the
training and test samples are swapped. In fold 3, we do a new split and swap it
again for fold 4.

Table 2.6.1: Example of a repeated k folds split with n = 2 and k = 2.

2.6.3 Harrell’s Concordance Index

Harrell’s Concordance Index was introduced as a method for evaluating informa-
tion provided from medical tests in 1982 [37]. In this thesis, we refer to this metric
as the C-index. It is considered to be one of the most used methods for evaluating
both traditional survival models as well as modern machine learning models [38].

2.6.3.1 Definitions

The C-index is in general calculated by dividing the number of concordant pairs
of observations by the total amount of comparable pairs [38].
A pair of observations is comparable if we are able to determine which of them
failed first [39].
This can be determined in two cases [37]:

1. Both observations have experienced the failure

2. One failure and the other observation surpass the survival time of the failed
one.

This means that pairs of two surviving observations can not be compared, as well
as pairs where the shortest survival time is censored.
Equation 2.23 shows how the C-index is calculated as a fraction between the
concordant and the comparable pairs [38].
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CH =
Σi ̸=jI(T̃i < T̃j) · I(ηi > ηj) ·∆i

Σi,jI(T̃i < T̃j) ·∆i

(2.23)

Where:

I(T̃i < T̃j) =

{
1, if T̃i < T̃j

0, otherwise

I(ηi > ηj) =

{
1, if ηi > ηj

0, otherwise

∆i =

{
0, the pair is comparable
1, otherwise

In equation 2.23, i and j are the indices which refers to the pairs of observations.
T̃i and T̃j are the observed survival times, ηi and ηj are the predicted survival
times. ∆i allows the equation to discard inadmissible observations.

The numerator of the fraction is equal to the number of comparable pairs
where the correct order is predicted. The denominator of the fraction is equal to
the total number of admissible pairs.

Equation 2.24 shows an alternative calculation as demonstrated in the docu-
mentation for the Lifelines library [21]. This equation also takes into consideration
ties, and gives them a weight coefficient of 0.5. The formulation is also simplified.

CH =
Comparable and correct pairs + 0.5 · Comparable and tied pairs

Comparable pairs
(2.24)

2.6.3.2 Interpretation

When interpreting the C-index, 1 is the highest achievable score, and it is achieved
when both parts of the equations are equal. This is the case when all the com-
parable pairs are estimated in the correct order. If all predictions are completely
random, the probability for each pair to be correct is 50%. When half of the
comparable pairs are wrongly estimated, and the other half is correct, the C-index
would be 0.5. This score is therefore considered to be random guessing, and a low
C-Index [2].

When interpreting the intermediate values of the C-index (0.5 < C-index < 1),
there are no answers to whether any of the values are a good or bad representation
on the models real-world performance. The conclusion one can draw from the C-
index is the amount of concordant pairs relative to the amount of total comparable
pairs [39].

The C-index is equivalent to the area under the receiver operator curve [40].

2.6.3.3 Limitations

The C-index can depend on the censoring distribution. If there is a high percentage
of censored observations, the C-index tend to have a positive bias. There are mul-
tiple alternative approximations to the C-index that takes this into consideration,
including Uno’s C-index [40].
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If comparing the results of the predictions to a specific survival duration, the
C-index does not consider the prediction of survival time for a fixed time. It rather
focuses on the order of the predictions. The C-index is not an appropriate metric
for this problem [40].

2.6.4 Uno’s Concordance Index

In section 2.6.3.3 we mentioned that the C-index can be biased if there is a high
amount of censored observations, and that Uno’s C-index can be an alternative
with less bias.

This modification of the C-index takes into consideration the distribution of
censored data points in both the training- and test data sets because it is based
on the inverse probability of censoring weights.
Equation 2.6.4 shows how the Uno’s C-index is estimated, where Ĝ(T̃i) is the KM
estimator with censoring as the event of interest, and τ is the truncation time. The
truncation time should be chosen so that the probability of being censored after
t should be none 0. Uno states that the support for the distribution of censored
data usually is shorter than the one of the survival time and that this can lead to
an unstable estimation of the tail part of the survival function [40].

ĈU =

∑n
i=1

∑n
i=1∆i{Ĝ(T̃i)}−2I(T̃j < T̃i, T̃i < τ)I(ηi > ηj)∑n
i=1

∑n
i=1∆i{Ĝ(T̃i)}−2I(T̃i < T̃j, T̃i < τ)

(2.25)

2.6.5 Brier Score

The concept behind the Brier score was introduced by the American statistician
and meteorologist Glenn W. Brier [41]. In survival analysis and medical statistics,
the Brier score is used as an overall performance measure [42].

2.6.5.1 Definition

In contrast to the C-index, the Brier score is a time-dependent performance mea-
sure. This means that we can use the Brier score to measure the overall perfor-
mance of a model at a specific point in time.
The Brier score is the mean squared distance between the predicted survival prob-
ability and observed survival status [43].
Equation 2.26 shows how the Brier score is calculated. Ĝ(t) is a KM estimation of
the censoring distribution, π̂(t | xi) is the estimated survival probability at time t
given the covariates xi, yi is the time until failure or censoring. δi is 1 if the time
until the event is lower than the hypothetical time under observation, otherwise
0.
We have three categories for the observations:

1. yi ≤ t and δi = 1

2. yi > t independent of δi
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3. yi ≤ t and δi = 0

The category decides the error calculation and weighting for the observation. The
weighting compensates for the information lost due to censoring.
I(yi ≤ t ∧ δi = 1) is 1 if the observation belongs to category 1, otherwise 0. An
observation belongs to category 1 if the survival time yi is less than or equal to
t, and the time until the event is lower than the hypothetical censoring time. For
this category, the event status is 0. We calculate the squared error 0− π̂(xi)

2 and
scale by multiplying with 1/Ĝ(yi) to find the contribution to the Brier score.
I(yi > t) is 1 if the observation is in category 2, otherwise 0. Observations in
category 2 have experienced the event, and we calculate the contribution: 0−π̂(xi)

2

and scale by multiplying with 1/Ĝ(t).
Category 3 gets a weight of 0 and does not contribute to the Brier score. This
category consists of observations with unknown event status. The Brier score
calculation is shown in equation 2.26 [43].

BS(t) =
1

n

n∑
i=1

I(yi ≤ t∧ δi = 1)
(0− π̂(t | xi))

2

Ĝ(yi)
+ I(yi > t)

(1− π̂(t | xi))
2

Ĝ(t)
(2.26)

2.6.5.2 Interpretation

When interpreting the measured Brier score, 0 is a perfect score. An uninformative
model would achieve a Brier score of 0.25. The Brier score can be interpreted as
the mean squared error between the predictions and the observed event status
adjusted for the probability of censoring [43].

2.6.5.3 Integrated Brier Score

In this thesis, we refer to the integrated Brier score as IBS. The IBS is the integral
of the Brier score between two points in time. This can for instance be t = 1
and t = 5 years. This allows for a numeric performance metric for evaluating the
overall performance of the predictions over a time period. As with the Brier score,
0 is a also perfect IBS score, while the worst case depends on the distributions of
censoring.
IBS is described in euqation 2.27, where we have the weighing function: w(t) =
t/tstop.

IBS =

∫ tstop

tstart

BS(t)dw(t) (2.27)

2.7 Data Pre-Processing

In order to be able to conduct data science experiments on a data set, it might be
necessary to do some pre-processing of the data. There are many reasons for this,
it can improve the results, improve the reliability and robustness of the models and
the results, and it can make the models even work at all. This section will describe
the theory behind the data pre-processing methodology used in this thesis.
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2.7.1 Encoding Variables

Many data science libraries are requiring integer-encoded class labels. It is also
considered good practice, even if the libraries used can handle other data types
[35]. This subsection describes some methods for encoding these categories.

When encoding a categorical variable, it is important to consider whether the
variable is ordinal or nominal. When the order of the categories matters, it is
considered an ordinal feature. If the order does not matter, it is a nominal feature
[35].

For ordinal encoding, one needs to consider the order of the categories and
create a feature mapping such that the non-numerical input values get the correct
assigned value [35].

For nominal features, a solution can be one-hot encoding. With this solu-
tion, each category in the original feature gets turned into a new binary feature
[35]. For instance, if the feature in question is "weather", and the categories are
"sunny, "cloudy" and "snowing", there would be one feature for "weather_sunny",
"weather_cloudy" and "weather_snowing". If all values are one of the three cat-
egories, if it is not "sunny" or "cloudy", it must be "snowing".

When separating these three categories, two of the features can give all the
necessary information: if not "sunny" or "cloudy", it has to be "snowing".

Sometimes, there is no value registered. Section 2.7.2.2, it is described how
one can create a new feature column for this information as well.

One can also combine multiple categories that are similar, or even encode
intervals of continuous variables into categories.

2.7.2 Handling missing values

Most computational tools are not able to interpret missing data, and this can lead
to less reliable results. In some cases, the missing values can also result in the
tools not even working at all. Removal of missing rows and columns can be one
solution. Another solution is to use imputation to estimate a likely value [35].

2.7.2.1 Types of Missing Data

Rubin introduced a framework that considers the mechanism which causes the
information to be missing [44]. If there is some reason for the data to be missing,
which is related to the analysis and not described by the other variables, it is
considered to be missing not at random (MNAR).
If the probability for the data to be missing is related to the other variables, it is
considered to be missing at random (MAR).
When the probability of the data to be random is completely random, it is classified
as missing completely at random (MCAR) [45].

The mechanisms behind the reason for the missing data can include some
information about the data which appears to be missing [45].

2.7.2.2 Removing Missing Data

When removing missing data from the data set, it is important to note that there
can be some side effects. If too much information is removed, it can reduce the
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models’ performance [35]. When removing data, it can be useful to set a threshold
for the allowed amount of missing data points per row and column.

2.7.2.3 Interpolating Missing Data

As mentioned in section 2.7.2.2, removal of data can lead to some disadvantages.
There are several ways of estimating what the missing value could be. Some of
the more "simple" methods are mean, and most frequent imputation [35].

There are also other methods for interpolating missing values, such as machine
learning methods, which can consider the context from the other columns for the
row containing the missing values. The K-nearest neighbours imputation method
is one of these methods. It is an unsupervised clustering algorithm that assigns
the value in the likes of the "K" nearest neighbours [46].

2.7.3 Outlier Detection

In statistical analysis one is interested in having as much information as possible.
However, some observations can bring information which is so extreme that it can
negatively affect the overall performance and robustness.

2.7.3.1 Z-score outliers

One method for finding outliers is by looking at the Z score for each single data
input. The Z-score is calculated by subtracting the mean and dividing by the
standard deviation of the population, as described in equation 2.28. This is calcu-
lated for each feature. The value of the Z-score indicates the amount of standard
deviations from the population average.

z(x) =
x(i) − µx

σx
(2.28)

2.7.3.2 Local Outlier Factor

Another method for discovering outliers is by using the local outlier factor, or
LOF [47], method. This will allow for assigning to which degree an observation is
an outlier. An example is presented in figure 2.7.1. In this example, we can see
the data points, and the red rings around indicate the scaled local outlier factor
score. We can see that the remote observations have rings with a larger radius
around them.

2.7.4 Data Scaling

2.7.4.1 Min Max Scaling

Normalization, or min-max scaling, is one of the two popular approaches for bring-
ing features to the same scale. Normalization is frequently referred to as bringing
the values to as scaling all values to between 0 and 1. To normalize the value for
x, one can subtract by the minimum value and divide by the difference between
the highest and lowest values, as described in equation 2.29. This process is a
special case of min-max scaling [35].
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Figure 2.7.1: Example of LOF-based outlier detection with two features from
the OxyTarget data set.

x(i)norm =
x(i) − xmin

xmax − xmin

(2.29)

2.7.4.2 Standard Scaling

When standardizing the feature columns are centered with the mean at 0 and the
standard deviation at 1. When performing min-max scaling, we are transforming
the values into their corresponding z-score. This is done in the same way as when
calculating the z-score outliers in equation 2.28 [35].

2.7.5 Power Transformation

Box and Cox introduced the Box-Cox power transformation in 1964 [48]. The Box-
Cox transformation is given in equation 2.30. λ is known as the power parameter
and is found using maximum likelihood and goodness of fit tests.

xBox-Cox(λ) =

{
(xλ − 1)/λ, if (λ ̸= 0)

log(x), otherwise
(2.30)

Yeo and Johnson introduced the Yeo-Johnson power transformation as an exten-
sion to the Box-Cox power transformation. This method is capable of considering
negative input values as well. The Yeo-Johnson transformation is given in equation
2.31 [49].
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xYeo-Johnson(λ) =


(x+1)λ−1

λ
, if (λ ̸= 0, x ≥ 0)

log(x+ 1), if (λ = 0, x ≥ 0)
−((−x+1)2−λ−1)

2−λ
, if (λ ̸= 2, x < 0)

−log(−x+ 1), if (λ = 2, x < 0)

(2.31)
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METHODS

3.1 General Workflow

In this thesis, we modelled the overall survival time (OS) for the OxyTarget and
HNC data sets using Aalen’s additive fitter (AAF), Cox proportional hazards and
accelerated failure time models. The goal was to compare the performance of these
models, measured using the concordance index and Brier score.

Figure 3.1.1 shows the experimental setup we used to achieve this.
We started by introducing the data sets, and then conducting pre-processing and
data exploration. After these two modules were completed, the data was prepared
for modelling.
The experimental setup does not allow us to inspect each model individually. This
is because we used a cross-validation solution with 100 folds. This solution gave
100 of each model per data set. The intention of this experimental setup was to
evaluate the measured performance. Because of the high amount of features, we
included a penalty term in each model.

We did some inspection to see if we were able to fulfil the proportional hazards
assumptions on a model trained on the entire data set. We also checked if the
assumption of the underlying parametric distributions was reasonable or not.
After this assessment, we applied the cross-validation method to calculate perfor-
mance metrics on the models for each fold.
The final output was the results from the cross-validation.

3.2 Data Sets

In this thesis, we applied survival analysis methods to a rectal cancer and a head
and neck cancer data set. These data sets are described in this section.

3.2.1 Rectal Cancer Data

In this thesis, we utilised a data set from the "Functional MRI of Hypoxia-
mediated Rectal Cancer Aggressiveness" study. It is also referred to as Oxy-
Target, and it can be identified by the clinical trial number NCT01816607. This
is an observational cohort study with the primary objective measure: identify the
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Figure 3.1.1: This figure shows the experimental setup for this thesis.

"presence of metastatic disease 5 years after rectal cancer treatment", with a time
frame of 5 years. The study included 192 patients, where 7 of the patients with-
drew their consent. There are 185 patients left in this data set for us to study,
before the removal of outliers.

3.2.1.1 Inclusion Criteria

The following are the inclusion criteria for the OxyTarget trial [50]:
The patients had to be:

• Willing and able to consent.

• At least 18 years old.

• Scheduled for radical surgery. Either surgery or alone, or with preoperative
CRT.

And also have:

• A confirmed rectal cancer diagnosis.

• No prior treatment for rectal cancer.

• At least 60 ml/minute creatinine clearance.

• Signed written informed consent.

The consent protocol was approved by the Regional Ethics Committee. It is worth
mentioning that not all observations went through their surgery.
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3.2.1.2 Exclusion Criteria

Patients with the following attributes were excluded from the trial [50]:

• Unable to receive MRI due to contradictions to the contrast agent or the
MRI itself.

• Wanted to withdraw their consent, for any reason.

3.2.1.3 Response Variables

In this thesis, we are interested in modelling OS for the OxyTarget data set.
When considering the OS duration, we measure the time from random assignment
to either death or censoring. This includes the death of any source, whether
relevant to the study or not [51]. For the OxyTarget data set, we define the
response variable OS as the time from inclusion until the time of death for patients
experiencing the event, and until the last time point in time registered alive for
censored observations.
We define the OS-event response variable as a binary category, 1 for death and 0
when censored.
In this data set, 4 patients died from causes other than rectal cancer. These
patients are not excluded from our study, because OS considers any source of
death as the OS event.
Some of the features contain information about the patients that can have been
acquired after the inclusion time. This is because some of the data was gathered
at the time of surgery. This can introduce some bias, and it is important that we
consider it when interpreting the results.

3.2.2 Head and Neck Cancer Data

This data set contains both clinical features and features extracted from PET
images. The data set consists of 197 HNC patients. These patients were referred
to curative CRT at Oslo University Hospital in the time period 2007 to 2013 [52]
[53].

3.2.2.1 Inclusion Criteria

The following are the inclusion criteria for the trial, described by Moan et. al.
[52]:
The patients had received curative radiotherapy or radio-chemotherapy for squa-
mous cell carcinoma of the oral cavity, larynx, oropharynx or hypopharynx. The
patients also needed to have available plans for RT based on FDG PET/CT.

3.2.2.2 Exclusion Criteria

The patients with the following attributes were excluded, as described by Moan
et. al [52]:

1. Suffering from nasopharyngeal cancer.

2. Scheduled post-operative RT without residual tumour.
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3. Known distant metastases prior to treatment.

Patients without contrast-enhanced planning CT were also excluded [53].

3.2.2.3 Response Variables

For Head and Neck cancer, the overall survival was measured from the first day
of radiotherapy until the occurrence of OS-event or censoring [52]. OS-event is
a binary response variable, where the value of 1 indicates that the observation
experienced death and 0 for censored observations.

3.3 Data Pre-Processing
Figure 3.3.1 shows the general structure for the data pre-processing in this thesis.
This is module A in the experimental setup 3.1.1. The input for this module is
the raw/unprocessed data sets. We processed the data sets separately, but with
similar approaches where applicable.
The output for this module is the pre-processed data sets.

Figure 3.3.1: The figure shows the data pre-processing workflow. This is module
A in the general workflow 3.1.1

3.3.1 Data Cleaning

In this section, we discuss the data cleaning process. This process can be divided
into three main activities: removing data, formatting columns and handling
missing values. Some would also argue that the process of removing outliers
would be a part of the data cleaning, but for this thesis, this is listed under the
data exploration section.

3.3.1.1 Remove Data

The first thing we did after loading the data set was to remove the patients who
had withdrawn their consent.
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We separated response variables from the data sets. Any other columns that
could indicate the results were then also removed. Columns with uninterpretable
values, such as dates and string comments, were also removed from the data set.

We also removed some columns with redundant information and the columns
which had more than 25% of the data points missing.

3.3.1.2 Format Columns

Some of the columns in the data set had some single values that were difficult to
interpret. These values were encoded to be the right data type.

We inspected the distribution of categories across all categorical features. Cat-
egories that occurred only a couple of times were grouped up into a new category
"other". This is because a category with few occurrences might not bring enough
information to be worth the complexity. It can also confuse the models, especially
if the category is so sparse that it does not occur once in the training split. We also
considered the missing values in this distribution, and some of the missing values
were encoded to a separate binary feature. Other missing values were handled as
described in section 3.3.1.3.

Ordinal categories, where the order does matter, were merged into one.
Typically, this meant that a group with high values got assigned the value of 1,
and the group with low values 0. An inspection of the distribution for all the
categories was done, including missing values. For some features with missing
values, we encoded them into a separate binary feature.

For nominal categories, categories where the order does not matter, we one-
hot encoded the features into either single binary columns or multiple.

3.3.1.3 Handling missing values

As discussed in section 3.3.1.2, there was done an inspection of the distributions
of the categories, including the missing values. Some of the missing values were
interpreted as information and were categorized as a feature on their own. This
included "type_of_surgery" in the OxyTarget data set and "hpv_related" and
"..." in Head and Neck. Most of the missing values in the "type_of_surgery"
column were the patients who had no surgery. For these patients, we created a new
feature called "no_surgery". The missing values in the columns "hpv_related"
and "..." in the head and neck data set was also related. These missing values
were the ones where the HPV status was unknown. For these values, we created
one combined column named HPV status unknown. In the Head and Neck data
set, these were the only values missing.

The numerical features were imputed using the KNN imputer. The number of
neighbours parameter was set to 5, and the weights parameter was set to ’uniform’.

For categorical features, we used the most frequent method before encoding the
categories to binary. This was done because it is not practical to use K-nearest
imputation to find categories. The KNN imputation algorithm considers the k
nearest neighbours and estimates the missing value to be the mean of them, with
the weighting as a user-changeable parameter.
This would mean that a value for a binary category could be any number between
0 and 1. This is easy to fix, just change everything over 0.5 to 1 and 0 otherwise.
But when considering multiple categories in a column, it would assign the mean of
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the k nearest neighbours. If we had encoded them numerically, let’s say categories
0, 1, 2 and 3, the mean of these values would not make any sense.
A solution to this would be to reduce down to one neighbour, because then the
mean would make sense, as the same as the closest neighbour. The downside to
this approach is that we only get to compare with one neighbour.
Another solution would be to encode the category to multiple binary categories
first, and then after imputing the missing values go over each multi-category set
of columns to change them in such a manner that there are no observations that
are assigned to multiple categories from the same original feature.
This proved to be too cumbersome and difficult to interpret, so we justified with
the worse option as we mentioned above: most frequent.

3.3.2 Outlier Detection

In this thesis, we explored multiple methods for discovering outliers, using the
theory described in section 2.7.3.

3.3.2.1 OxyTarget

With the extreme value methods, IQR and Z-score, there was a very high amount
of observations flagged as outliers. In this thesis, we were interested in keeping as
much data as possible without damaging the model’s robustness and performance.
Because of this, we explored methods such as "Density-based spatial clustering of
applications with noise", or DBSCAN for short [54], LOF [47] and isolation forest
[55].
These methods can consider multiple dimensions, instead of just looking at one
feature at a time.
The results from the DBSCAN analysis were not suitable for our use case. In
order to find a "suitable" amount of outliers with this method, we had to change
the parameters to such a degree that the method was no longer sensible to use.
Isolation forest, also flagged an unsustainably high amount of outliers.
With the local outlier factor we were able to find 10 outliers, which is 5.4% of the
observations. For this to be achieved we used the parameters "n_neighbors = 20"
and "contamination = 0.05". The default parameters in sci-kit learn [36] are
"n_neighbors = 20" and "contamination = 0.1" for reference.

For this data set, we found that the features extracted from a blood sample
test at the time of inclusion were the source of many of the continuous variables.
Amongst these features were also several potential outliers that frequently got
flagged by the Z-score and IQR methods. A subset without these features had far
fewer outliers in terms of these methods, but with the LOF method, the subset
had the same amount of outliers as the full data set. Although, there was a slight
difference in the outliers selected.

3.3.2.2 HNC

With the HNC data set, we did not have the same problem with outliers using
the Z-score and IQR methods. Therefore, we decided to use the outliers extracted
from these methods.
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We assume the reason for this is that the HNC data set consists of far fewer
continuous variables compared to the OxyTarget data set.

We decided to remove the outliers based on the Z-score method after separating
the data set by sex. This way allowed female and male observations to have
different distributions.
In this thesis we also trained our models on the data sets consisting of only PET
features and only clinical features. As mentioned in section REF this is in order to
understand the importance of the different subsets, and is only used as additional
information in this thesis. The methods for detecting outliers for these subsets
are the same as with the full data set, except that the PET-only subset is not
separated by sex first. This is because that information is not available in that
particular subset without extracting information from the clinical subset.

3.4 Exploratory Data Analysis

In this section, the methods for exploring the data sets are described in detail.
Figure 3.4.1 shows the workflow for the exploratory data analysis. This section
represents module B in the experimental setup 3.1.1.
In this module we considered the pre-processed data. The data was explored in
order to determine feature correlations, before conducting a method for reducing
the feature space.
We also performed a univariate analysis. The results from this analysis are pre-
sented in the results and discussion chapter 4.

Figure 3.4.1: This figure describes module B in the experimental setup 3.1.1

3.4.1 Feature Correlations

To get an overview of the correlation between the predictor variables, we con-
structed correlation matrices and visualised them using heatmaps.
The heatmap for Oxytarget is shown in figure 3.4.2. It shows that there are some
features with high correlation. Some examples of this are weight and BMI, and the
features that both measure the distance between the tumour and anus, either with
MR or rigid rectoscopy. For both these cases, some of the underlying information
is described by both features.



32 CHAPTER 3. METHODS

Figure 3.4.3 shows that the PET-features in the HNC data set are highly corre-
lated.

Figure 3.4.2: A heatmap of the correlation matrix for the OxyTarget data set.
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Figure 3.4.3: A heatmap of the correlation matrix for the HNC data set.
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3.4.2 Dimensionality Reduction

In section 3.4.1 we described that the OxyTarget data set had features with high
correlation. A result of this was that we decided to conduct some dimensionality
reduction. The goal of this is to reduce the amount of correlation in the feature
set and to reduce the number of features.
This problem was not as present when analysing the HNC data set. This data
set also had a lower amount of features, and a higher amount of observations in
comparison.
We decided to only reduce the dimensionality of the OxyTarget data set.

3.4.2.1 Cluster Analysis

The selected method for performing feature selection is by using clustering analy-
sis. The goal of the clustering analysis is to select meaningful features that describe
data with a lower amount of "overlapping" information. An unsupervised clus-
tering analysis will allow us to group features together in clusters. We can then
select one feature from each cluster.
We performed agglomerative hierarchical clustering analysis. This method starts
with one cluster per feature and groups the two closest clusters into one. This is
repeated until all features are in one cluster. We use Ward linkage to determine the
distance between each cluster. This process is utilised on a distance matrix based
on the Spearman rank-order correlations. Figure 3.4.4 shows the dendrogram from
the hierarchical clustering analysis. We selected the threshold distance 0.9 in order
to reduce the number of features to 17. We found this threshold by looking at the
clusters in the dendrogram. With 17 features, we would have approximately the
same amount of features in both data sets. We chose such a "high" amount of
features in order to increase the probability of including important features. The
features are shown in table univariate results table 4.1.1.
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Figure 3.4.4: Dendrogram of the hierarchical clusters based on the ward linkage
of the Spearman correlation rank.
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3.5 Univariate Analysis

In the univariate analysis, we took a look at the discriminative effect of each
feature in terms of the overall survival response variable. We binary encoded
the continuous features by separating at the median. We then used the logrank
statistical test in order to compare the hazard distributions between the groups
separated by each feature.
We also trained a univariate CPH model for each of these features. We used
a repeated stratified k-fold method with 4 splits and 25 repeats to validate the
results. Harrell’s C-index was calculated on the test split for each fold.
We did not use the information learnt by this analysis to make decisions in the
modelling process. Because of the experimental setup, we had to be careful and
not use information about the unseen test split to train the models. For the
OxyTarget data set, we conducted this test on the selected features from the
clustering analysis. For the HNC data set, we applied this test to all the predictor
variables.

3.6 Model Appropriateness

Figure 3.6.1: This figure represents module C in the experimental setup 3.1.1

This section describes module C in the experimental setup 3.1.1. In the theory
chapter, we described multiple popular models for survival analysis and some of
the assumptions they make. This section describes how we attempt to comply
with the proportional hazard assumption. We also attempt to assess whether the
chosen models might be a good choice for the task at hand or not.
A weakness in the experimental setup is that we are not able to assess the appro-
priateness of the models for each fold in the cross-validation. The idea behind this
assessment is to verify which of the models is suitable for the problem at hand,
not each individual model. In the future, it would be interesting to apply another
experimental setup which would allow for this.
For all models and data sets in this thesis we assume non-informative and random
censoring.
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3.6.1 Proportional Hazards Assumption

As described in section 2.3.2, when the model fails to fulfil the proportional hazards
assumptions its coefficients can be less reliable.
The lifelines python library [21] has a built-in method for testing this assumption,
with a similar implementation as the function "cox.zph()" from the survival R-
library [56]. The tests are calculated by correlating the scaled Schoenfeld residuals
and a transformation of time, with the default setting being based on the Kaplan-
Meier estimator. The lifelines implementation allows us to detect all features that
fail to reject the statistical test given the selected statistical significance level.

h0 = Proportional hazard ratio over time

h1 = Not proportional hazard ratio over time

We used the statistical significance level of α = 0.05 and conducted a graphical
inspection of the scaled Schoenfeld residuals when the h0 is rejected.
This procedure was performed on both data sets. We used all observations (except
for outliers), the full feature subset for HNC, and the feature subset selected by
the unsupervised clustering algorithm for OxyTarget.
In this thesis we compare the models’ performance using cross-validation. We are
not able to perform this procedure for each fold. With this test, we therefore only
assess whether this assumption is somewhat reasonable to make.

3.6.2 Assumption of Underlying Distribution

In this thesis, we are interested in comparing AFT models with the semi-parametric
model CPH and the non-parametric model AAF.
We wanted to check whether the assumption about the underlying distribution was
justified. In order to do this, we compared the AIC score. We also constructed
Q-Q plots with the fitted model quantiles plotted against the empirical quantiles.
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3.7 Model Evaluation

This section describes the methodology for evaluating the models. The models we
are interested in comparing are: Cox proportional hazards model, Aalen’d addi-
tive fitter (AAF), Weibull accelerated failure time model (WAFT) and lognormal
accelerated failure time model (LNAFT).

The response variable we are modelling is overall survival (OS). We start by
describing the performance metrics and how we calculate them. The next step is
to transform and scale the features. Finally, we describe the method for cross-
validation.
These steps are shown in figure 3.7.1, which represents module D in the experi-
mental setup 3.1.1.

Figure 3.7.1: This figure represents module D in the experimental setup 3.1.1

3.7.1 Calculation of Performance-Metrics

3.7.1.1 Concordance index

We calculate Harrell’s concordance index, for both training and test predictions.
This was to get an idea of the degree of over-fitting in the model. A model with
a high training score and low test score indicates an overfit.
The Uno’s concordance index was only calculated on the test data. This metric
takes into account the distribution of censored data for both test and train splits.
Therefore, we did not find it appropriate to use it on the train split.

3.7.1.2 Brier Score

We calculate the Brier score for the time points between 1 and 5 years. This is 12
to 60 months in the time scale of our data sets. This is because we are interested
in evaluating the overall performance of the first 5 years. For CPH and the AFT
models, we calculated the Brier score for each month in this period.
The lifelines implementation of the AAF has not implemented a method for calcu-
lating survival curves at specific time stamps. For this model, we only calculated
the Brier score at the points in time at which the AAF model did calculate the
survival probability.
For CPH and the AFT models we also calculated IBS for the specified time period.
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3.7.2 Power Transformation and Scaling

We power transform the continuous variables and scale them so that they have
a mean of 0 and a standard deviation of 1. This is done using the Yeo-Johnson
method [49].

3.7.3 Cross Validation

As described in section 2.6.2, a cross-validation method can give a more robust
estimate of the models’ performance. Because of the small sample sizes of the
data sets used in this thesis, we use this method to get a better estimate of the
model’s performance.

The method used for cross-validation in this thesis is repeated stratified k
folds with 4 folds repeated 25 times. This gives a total of 100 folds.
The data is stratified by the survival status in order to give a sufficient amount of
censored and uncensored observations on both sides of each split.

In this thesis, cross-validation splits are created and stored for each data set in a
separate document. This is done so that all models will train on the same samples.
We do our best to keep information about the response variables from leaking
between the folds. This makes sure that the information learned from one training
split is not used to predict the results for the same data that the information has
been learned from. For unsupervised feature selection methods, this does not
necessarily apply, because the information about the response variables remains
unseen during this process. However, one could argue that the covariates in the
test data set are affecting the features selected.
Before fitting the models, we also apply transformations as described in section
3.7.2. Because of the high amount of features in relation to the number of obser-
vations, we added an L2 (ridge) penalty of 0.1 to each model.

For each fold in the cross-validation, we calculated the performance metrics as
described in section 3.7.1.
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3.8 Tools and Software
In this thesis, we used multiple software packages.
For creating and evaluating survival models in Python, we used the Lifelines library
[21]. We also used sci-kit-survival [20] for some evaluation metrics. Some methods
from Pysurvival [57] were also used.

For pre-processing and cross-validation, sci-kit-learn [36] was integral. Pandas
[58] were used for data handling.
The python survival libraries, and also some R packages (R survival [56] and mlr3
[59]) provided useful manuals and instructions.
For general data exploration and manipulation, we used sci-kit-learn [36] and
hoggorm [60].
The full list of Python libraries used in this thesis can be found in the GitHub
repository A.
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RESULTS AND DISCUSSION

4.1 OxyTarget

4.1.1 Univariate Analysis

Table 4.1.1 shows the results of the univariate data analysis of the OxyTarget data
set.
The feature with the highest measured concordance index is "Suspected metastatic
lesions at diagnosis". Metastasis occurs when the tumour is spreading. This
feature achieved an average concordance score of 0.71, with a standard deviation
of 0.05. This result tells us that this feature alone is quite descriptive in terms
of overall survival. "No. Of positive lymph nodes > 4" also received a high
concordance score.
The logrank test failed to reject the h0 for 5 of the features in this data set.
The features used in this analysis are the ones selected from the clustering algo-
rithm.
The column "Group distributions" shows how many observations there are in each
group. "Events per group" show how many OS events occurred for each group.

41
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Table 4.1.1: Univariate analysis of OxyTarget, with logrank test and univariate
CPH.
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4.1.2 Model Appropriateness

4.1.2.1 Proportional Hazards Assumption

The test for proportional hazards did not reject the h0 for any of the features in
the OxyTarget data set.

4.1.2.2 Parametric Distribution Assumption

Table 4.1.2: AIC - scores for OxyTarget distributions.

Figure 4.1.1: Q-Q plots comparing parametric distributions for OxyTarget sur-
vival distribution.

From figure 4.1.1 it is difficult to tell which distribution is the best fit. The
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lognormal and log-logistic models both perform very similarly. To determine the
best-suited distribution, we decided to look at the AIC scores.

Table 4.1.2 shows that the lognormal has a slightly lower score which indicates
that this is the best-suited distribution to describe the overall survival time in the
OxyTarget data set.
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4.1.3 Performance Metrics

Table 4.1.3 shows the results for the OxyTarget data set. The results presented
are Harrell’s C-index, Uno’s C-index and integrated Brier score (IBS). All metrics
were calculated on the test split, and Harrell’s C-index was calculated on the
training split as well. The IBS was calculated based on the predictions for each
month in the time period of 12 to 60 months.
Aalen’s additive fitter (AAF) was not able to predict survival probabilities for the
desired time points. Therefore, the IBS score was not calculated for this model.
It is important to note that the LNAFT model was selected after comparing the
distributions of the survival times and that the results for this model are to be
interpreted as validation scores.

4.1.3.1 C - Index

Cox proportional hazards performed the best in terms of measured concordance
index. This is true for all three measurements.
The log-normal AFT model (LNAFT) and the Weibull AFT model (WAFT) per-
formed very similarly. The LNAFT had a higher training score, which suggests
that this model had a higher degree of overfit than the WAFT model.
The AAF model performed better than the AFT models on the test data, but
worse on the training data. This could be an indication that the AAF model was
less overfit than the other models. This also includes CPH which had a difference
of 0.07 between the test and train scores.
All models achieved lower scores when the censoring distribution was adjusted for,
estimated with Uno’s concordance.
These findings suggests that CPH had the highest number of concordant predic-
tions.

4.1.3.2 Integrated Brier Score

An IBS score of 0.25 represents an uninformative model.
CPH, WAFT and LNAFT achieved very similar IBS, well below the worst-case
performance threshold. This indicates that the models have a similarly good fit.

Table 4.1.3: Performance metrics from the OxyTarget data set.
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4.1.4 Brier Scores Over Time

Figure 4.1.2 shows the Brier scores. They were calculated for each month in
the time period of 12 to 60 months. AAF was not able to predict the survival
probabilities for this interval. For this model, we presented the measured Brier
scores for the time points the model was able to estimate the survival probability.

The models achieved similar results in terms of the measured Brier score.
The AAF model has fewer data points. It is therefore more difficult to interpret
the performance. However, the data points available suggest that this model
performed slightly worse than the others.
The rising trend in the Brier score suggests that the predictions get less accurate
when time increases.
All models had results below the 0.25 threshold for the time interval of measure-
ment. This suggests that the models are informative for this time period.

Figure 4.1.2: The figure shows the calculated Brier score with a 95% confidence
interval.
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4.2 Head and Neck

4.2.1 Univariate Analysis

The results from the univariate analysis are shown in table 4.2.1. Using the logrank
test, we were able to reject the h0 for 11 of the 16 features. This means that there
is a significant difference in the hazard distributions between the groups separated
by 11 of these features. This told us that there are several features with potential
in terms of modelling the overall survival time.
The results from the univariate CPH model support this finding.
The column "Group distributions" shows how many observations there are in each
group. "Events per group" shows how many OS events occurred for each group.

Table 4.2.1: Univariate analysis of Head and Neck, with logrank test and uni-
variate CPH.
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4.2.2 Model Appropriateness

4.2.2.1 Proportional Hazards Assumption

The test for proportional hazards rejected the h0 for "hpv_related". Figure 4.2.1
shows the Schoenfeld residuals for this feature. By analysing these residuals, we
saw that there is some trend. As described in section 2.3.2, these residuals should
not be correlated with time.
Because of this finding, we considered a CPH model stratified by this feature,
as well as a model that completely ignores this feature. We compared these two
models together with the ’regular’ CPH without any intervention. Note that
because we used information which will lie within the test splits, we considered
the results from these two models as validation results rather than test results.
We keep in mind that stratifying the CPH model is not appropriate for small data
sets [61].

Figure 4.2.1: Schoenfeld Residuals for the feature "hpv_related" in the HNC
data set.

4.2.2.2 Parametric Distribution Assumption

Table 4.2.2: AIC scores for HNC distributions.



CHAPTER 4. RESULTS AND DISCUSSION 49

Figure 4.2.2: Q-Q plots comparing parametric distributions for HNC survival
distribution.

Figure 4.2.2 shows that the lognormal distribution is the most suitable choice
for parametric models for the HNC data set because it aligns slightly more with
the 45-degree line.

Table 4.2.2 shows that there is only a slight difference between the suitability
of the underlying distributions. Out of these scores, the lognormal is the lowest
by a small margin.
Because of these findings, the lognormal distribution is considered to best describe
the underlying distribution of overall survival for the HNC data set.
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4.2.3 Performance Metrics

Table 4.2.3 shows the calculated performance metrics for the HNC data set. CPH*
is the Cox proportional hazards model stratified by the feature ’hpv_related’.
CPH** is a Cox proportional hazards model with this feature completely removed.
It is important to note that we used information from the entire data set when
determining this. These scores should therefore be considered as validation scores.
The same is true for the lognormal AFT model, which was selected after analysing
the parametric distribution of the survival times. Results for Harrell’s C-index are
calculated on both training and test data sets, while Uno’s C-index and IBS are
calculated on the predictions for the test data only. We do not present the IBS
score for the AAF model, because this model was not able to predict the survival
probabilities for all months in the interval 12 to 60 months.

4.2.3.1 C - index

CPH achieved the highest measured Harrell’s C - index. This is true for both the
training and test data. This model also had the highest measured Uno’s C-index.
CPH** had slightly lower scores than this model. CPH* had even lower than
both of these two models. WAFT and LNAFT had lower recorded C-index by all
measures compared to CPH. AAF achieved the lowest performance measured by
the C-scores.
All models had a significant difference between their measured train and test
scores, in terms of Harrell’s C - index. This suggests that the models might be
over-fitting. All models achieved a lower score measured with Uno’s C - index
compared to Harrell’s C-index.
These findings suggests that CPH had the highest number of concordant predic-
tions.

4.2.3.2 IBS

An uninformative model will have an IBS of 0.25. This is almost the case for the
CPH* model. The other models performed significantly better, with CPH and
LNAFT having a similarly well-performing scores. CPH** and WAFT performed
slightly worse. An interesting finding is that the CPH* model achieved to predict

Table 4.2.3: Performance metrics from HNC data set.
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4.2.4 Brier Scores Over Time

An informative model will have a Brier score of 0.25. This is demonstrated by the
dotted line in figure 4.2.3.

All the models had a Brier score starting at approximately 0.10 at 12 months
and with a rising trend. This tells us that the predictions get less accurate over
time.
CPH* had the steepest trend out of all the models. This model measured consid-
erably worse than the other models. Stratification is not recommended on very
small data sets, because it reduces the available training data for each stratum.
This can be the reason behind the poor performance. This is interesting because
this model achieved relatively well in terms of the C-index score. This suggests
that the model’s predicted survival probabilities can be poor even though the
model is able to discriminate against different risk groups.
As described in the theory chapter, the AAF model is not able to predict the
survival probability for all values of t. We can see that the model has fewer
data points when t increases. This model performed slightly worse than the best-
performing models.
CPH, CPH*, WAFT and LNAFT performed very similarly. These results indicate
that these models are informative in terms of the overall survival response variable.
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Figure 4.2.3: The figure shows the calculated Brier score with a 95% confidence
interval.



CHAPTER 4. RESULTS AND DISCUSSION 53

4.3 Sources of Error

4.3.1 Data Registration

Different techniques for data registration were used by different doctors. For
instance, some data points were unclear whether it was 0 or not registered because
of the different registration styles. These data points could include 0, - or simply
be left empty.
Other examples of this could be comment-based data entries, where different doc-
tors had different styles of commenting, leaving the resulting data to be difficult
to interpret at scale.
For the OxyTarget data set, some of the information was registered after the
inclusion date. This can introduce bias and lead to unrealistic estimates of the
model performance.

The overall survival was measured from the time of treatment for the HNC
data set, and from the time of inclusion for the OxyTarget data set.
For the HNC data set, this allows us to model the overall survival time after the
start of treatment.
For the OxyTarget data set, this means that we are modelling the survival time
from a random point in time, usually a short time after diagnosis. This allows us to
model the survival time given the current state described by the covariates. When
information is added after the initial registration, some bias and randomness (due
to different amounts of time between inclusion and treatment) are introduced.

4.3.2 Satisfying Model Assumptions

As mentioned in section 3.6, the chosen experimental setup does not allow for
assessing the assumptions for each individual model. This is because we had a
total of 100 folds. A source of error is therefore the potential violations of these
assumptions that are left un-noticed and un-assessed.
In section 2.3.2 we mentioned that some researchers argue whether or not it is
necessary to check for the proportional hazard assumption.

4.4 Discussion of Choices

In this section, we describe some of the choices that were made during this thesis,
and we discuss some of the reasoning behind these decisions.

4.4.1 Accelerated Failure Time Models

An exponential model would assume a constant hazard. This was not an assump-
tion we were willing to make.
A Weibull model assumes that the hazard changes proportionally with time. We
chose the Weibull-based AFT model because it is reasonable to assume that the
risk of death is going to increase over time. It is also the most commonly used
AFT-based model [2]. Because of these two reasons, we decided to use the Weibull
model in this thesis.
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We decided to use Q-Q plots and analyse AIC - scores to assess to which degree
each distribution fit our response. This would allow us to determine whether the
assumption was reasonable or not. We decided to include the best-suited model
as well. Because we used information about the response distribution to decide on
this model, we have to take this into consideration when interpreting the results.
The results for this model are therefore interpreted as validation results, rather
than test results.

4.4.2 Method for Evaluation

In this thesis, we worked with some traditional statistical methods and compared
them using a data science approach. We worked with very small data sets, which
limited the possibilities in terms of the evaluation of the models. Because this
thesis’s main goal is to measure performance metrics for the different survival
models, we had to make some choices in order to find a suitable method for doing
so.

We found that many of the available articles focused on the assessment of
the feature importance, rather than the model performance. The nature of our
experimental setup did not allow us to remove potential confounders, and it made
it difficult to inspect each individual model’s coefficients. If we were to remove the
redundant features, the models would have been exposed to the test data during
the training.

4.4.2.1 Cross Validation

In this thesis, we used a cross-validation scheme in order to be able to get a better
comparison between these models.
The repeated stratified k-folds method was selected to be able to separate the data
into training and test sets with sufficient sizes and also a fairly similar distribution
of censored data. This allowed us to be able to extract the aggregate results across
all the splits and get some more reliable insights into the performance metrics.

In this thesis, we also considered using other schemes for model evaluation. If
the sample size was larger, we would consider separating the data into a train-test
split. This scheme would have allowed us for a detailed inspection of the "final"
models. A cross-validation scheme could then also allow for hyperparameter tuning
and feature selection.

4.4.3 Data Preparation

One of the areas in this thesis where we had to make the most difficult decisions was
when preparing the data. There are several things to consider when building a data
set for estimation, and it is important to simultaneously both remove redundant
and "harmful" information while keeping as much information as possible.

4.4.3.1 Feature Encoding

When encoding the features in the OxyTarget data set we had to make multiple
decisions. There were multiple categorical features with more than two categories.
Some of the categories had few observations, and some even had no registered OS
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events. The most sparse categories were therefore encoded into "others" categories.
The HNC data set was already encoded into a suitable format for analysis.
We also had to consider the continuous variables. Some might argue that it can be
beneficial to bin some of the continuous variables. Due to the lack of background
knowledge, we were not able to distinguish reasonable thresholds and features for
this solution. We also had to consider the fact that due to a relatively low amount
of observations, it was difficult to get sufficient observations in each bin while also
avoiding complete separation in terms of the response variables. A solution could
be to separate by percentiles, or by the median. For this thesis, we decided not to
do this. Instead, we power transformed and standard scaled the data so that the
continuous variables were to be normally distributed with mean 0 and standard
deviation 1.

4.4.3.2 Removal of Observations

We considered several methods for the detection of outliers. This is because it was
difficult to perform outlier detection without removing too many observations. We
were willing to have some observations with potentially "damaging" data points
because of this, even though the data sets could be more vulnerable to over-fitting.
Therefore we looked at multiple methods and compared the outliers found by all
methods. Then we selected a method with a reasonable amount of features that
still somewhat cohered with the other methods.

In addition to removing outliers, we had some observations that died from
other causes. Due to the definition of overall survival, we decided to keep these
observations within the data set.

4.4.3.3 Removal of Features

In this thesis, we did not use any supervised methods for the removal of features.
This means that we did not use any methods that consider the response variables.
Although it was tempting to hand-select the features which received the highest
measured Harrell’s C-index in the univariate analysis, we did not do so. This would
lead to information bleeding between the validation folds, and we lose the entire
purpose of the experimental setup. An exception to this was the choice of including
the LNAFT model, which was based on the best-suited parametric distribution.
Another exception to this is the models CPH* and CPH**. These models were
included in order to analyse whether this would improve the performance.
We considered the removal of redundant features, but with the small sample sizes,
we decided to use an experimental setup which did not allow for this.

4.4.3.4 Selection of Transformations

For the OxyTarget data set, we had to consider feature correlation. Some of the
survival models were highly sensitive to this, and would not converge before we
reduced the feature space sufficiently.
There are multiple methods for reducing the collinearity of a data set, and we
decided to try two unsupervised alternatives. These were principal component
analysis and hierarchical clustering.
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The principal components extracted from the principal component analysis did
not give a sufficient amount of explained variance. Therefore we decided to use
clustering analysis.
We chose hierarchical clustering based on the Spearman rank correlation. This
method allowed for the creation of a dendrogram. Using this dendrogram we found
a distance that gave a reasonable amount of features. The first feature in each
cluster was selected.
Another master student used RENT, repeated elastic net technique [4] [5] in their
thesis on the OxyTarget data set [6]. They considered the binary classification
problem for OS and PFS and used medical imaging on the cohort of 81 patients.
There is some difference between the features selected by the RENT method and
the method used in this thesis. This tells us that some important information
might be left out of our analysis.

4.5 Future work
In the future, it would be interesting to use hyper-parameter tuning to find the
optimal amount of penalty for each model. An experimental setup which separates
the data into train, validation and test splits would be of utmost interest in this
scenario. This could allow us to further inspect the results and validity of the final
model used on the test set. This hypothetical test setup would prove to be very
interesting, and we could even use supervised methods for reducing the feature
space. However, this experimental setup might need to be attempted on a data
set with a larger sample size.



CHAPTER

FIVE

CONCLUSIONS

In this thesis, we used survival analysis methods to model the overall survival time
for patients suffering from rectal and head and neck cancer. Three types of models
were considered: Cox proportional hazards, Aalen’s additive fitter and accelerated
failure time models.
The goal of this thesis was to compare these models using the performance metrics
concordance index and Brier score. The Brier score was calculated for each month
from 12 to 60 months in order to understand the models’ overall performance in
the first 5 years. We also calculated the integrated Brier score for this period.
For Aalen’s additive fitter, we could not calculate the Brier score for the desired
points in time. For this model, we calculated the Brier score for the time points
available and left out the integrated Brier score.
The performance metrics were estimated using a repeated stratified k-folds cross-
validation scheme. We used four splits and 25 repeats for a total of 100 folds. This
gave us 100 estimates for the performance of each model per data set.

Cox proportional hazards had the highest achieved performance measured us-
ing Harrell’s concordance index and Uno’s concordance index. This is true for
both the rectal cancer data set and the head and neck cancer data set.
The models achieved similar Brier scores on the rectal cancer data set. Aalen’s
additive fitter performed slightly worse than the other models in terms of this
performance metric. All models had a rising trend in the Brier scores, which
indicates less accurate predictions when the time increases.

In the future, it would be interesting to use hyperparameter tuning to find the
best model parameters. It would also be of interest to apply these methods in
combination with supervised feature selection.
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APPENDIX

A

A - GITHUB REPOSITORY

The code utilised during the course of this thesis is located in the following GitHub
library:

Github repository link

• https://github.com/mikkorekstad/M30-DV
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https://github.com/mikkorekstad/M30-DV
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