
 

 

Master’s Thesis 2023   30 ECTS  

Faculty of Science and Technology 

 

 

Preprocessing of Industrial Time 

Series for Soft Sensor Development 

Astrid Hæve Sedal  

Data Science 





Preface

This thesis is my final work after five years at the Norwegian University of Life Sciences at Ås,
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Abstract

With increasing population growth, the demand for food and proteins rises. The need for pro-
tein from poultry is projected to increase by 17.8% by 2030, and poultry production in Norway
has never been higher. Nortura at Hæland/Norway processes chicken and is left with a signifi-
cant amount of rest raw materials after production. To deal with waste management, Bioco, a
bio-refining company located next to Nortura, has utilized the rest raw materials from Nortura.
Through enzymatic hydrolysis, Bioco can transform the rest raw materials into high-quality
end products while reducing waste and contributing to sustainable food production. However,
the process line is prone to variation as the composition of the rest raw materials varies greatly.
The sensors along the process line have gathered a vast amount of complex time series data
that must be preprocessed to develop soft sensors.

This thesis presents multiple preprocessing steps, focusing on data filtering, feature engineering,
and time series smoothing. Data filtering removed irrelevant spectra and process data, while
feature engineering aimed to reduce the dimensions of the near-infrared data and created new
features to enhance model performance. Smoothing eliminated noise in the time series data and
revealed underlying patterns. Four smoothing methods were performed with a great range of
window sizes. The methods were mean, median, linearly, and exponentially weighted smooth-
ing. Finally, the preprocessed data were utilized as input data in two soft sensors, also termed
machine learning models, to compare the impact of preprocessing on the soft sensors.

The application of mean and median smoothing methods resulted in smoothed time series,
which had varying impacts on the performance of the machine learning models. While mean
smoothing did not surpass the baseline model at lower window sizes, it demonstrated better
results with larger window sizes. On the other hand, median smoothing led to more reli-
able predictions that performed well overall. In comparison, the linearly weighted mean gen-
erated the smoothest time series among the four methods and produced the most accurate
predictions for larger window sizes. Exponential smoothing, however, yielded similar time se-
ries across different window sizes and did not significantly smooth the time series and may
be related to the decay parameter used. Regarding the performance of the machine learn-
ing models, XGBRegressor predicted noisier time series than the RandomForestRegressor.

There are multiple remaining challenges regarding the preprocessing methods. The near-infrared
data should be preprocessed in the spectral domain to correct multiplicative scattering effects,
and different train/test splits should be performed, including cross-validation. Adding a smaller
lagged feature of the target data to reveal temporal relationships is also recommended.

Due to the varied rest raw materials at Bioco, the process line sensors generate complex time
series data with noise. Data filtering, feature engineering, and smoothing improved data quality.
The results from the soft sensors highlighted the importance of choosing the right smoothing
method and window size as a preprocessing step. Median smoothing with larger window sizes
resulted in the most robust predictions.
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Chapter 1
Introduction

The production of poultry in Norway has never been higher and has increased 173% from 42 206
tons in 2001 to 115 494 tons in 2021 [1]. Rest raw materials from the chicken industry answer to
around 25-30 000 tons yearly [2]. According to Norilia, the rest raw materials within the meat
and egg industry account for 35% of the biomass [3] whereas Nofima put forward that as much as
51% of the chicken is categorized as the rest raw materials [4]. This gives rise to making the in-
dustry more sustainable regarding using available resources and fully utilizing the whole animal.

According to the Food and Agriculture Organization of the United Nations (FAO), population
growth is expected to result in an increase in protein demand, and protein from poultry is
projected to increase by 17.8% within 2030. Poultry is a more attractive protein source in low-
income and high-income countries due to lower prices than other types of meat. Besides, poultry
is seen as a healthier option regarding the high protein/low-fat ratio it holds [5]. Furthermore,
in a high-income country such as Norway, consumers have a higher standard regarding food
presentation, and subsequently, food that does not meet these standards is discarded [6]. Addi-
tionally, products made from the rest raw materials will meet higher demands for protein and
hold several health advances such as reduced inflammation and cholesterol levels, thus making
it more attractive for a broader range of people [7].
Not only is the use of rest raw materials beneficial when meeting higher protein demands, but it
also covers specific sustainable development goals put forward by the United Nations. Sustain-
able development goal 12 is about ensuring sustainable consumption and production patterns,
as humans today have significantly higher consumption than what is considered sustainable.
Target 12.3 and 12.5 both aim toward the production line; thus, the utilization of the rest raw
materials from the chicken industry is of great interest. The sustainability goals are formulated
as follows [8].

SDG 12.3 By 2030, halve per capita global food waste at the retail and consumer
levels and reduce food losses along production and supply chains, including post-
harvest losses.

SDG 12.5 By 2030, substantially reduce waste generation through prevention, re-
duction, recycling, and reuse.

Bioco, a biorefining company in Hærland/Norway, uses the rest raw materials from chicken and
turkey and turns them into high-quality protein products using a continuous hydrolysis process.
The process uses hydrolysis enzyme to break down the rest raw materials into high-value prod-
ucts for both human consumption and pet food. In cooperation with Nofima at Ås/Norway,
Bioco aims at new product innovation through process control and smart sensors. The work
started in a project called SmartBio [9] and continues in SFI Digifoods. As a result, large
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amounts of sensor data are being collected to gain insight into the process.

The rise of new and available technology in the later years has led to the term Industry 4.0.
The goal of Industry 4.0 is to enhance efficiency by utilizing technology such as smart sensors.
Smart sensors generate loads of data that can be used to improve product quality and efficiency
and further make digital objects, namely digital twins. By collecting and modeling this kind of
data, one can develop artificial intelligence that supports decision-making, regulates the process
line, or predicts maintenance before the breakdown occurs. However, to use the data generated,
the data must be preprocessed and analyzed.

Data preprocessing is a vital step in data analysis, where the goal is to acquire an in-depth
understanding of the data. The task at hand may be considerable, and it is said that data
preprocessing answers for 80% of the data science projects [10]. Furthermore, the preprocessing
of time series may differ from other types of data as the sequential order of the data holds relevant
itself. Thus the preprocessing must be handled carefully to retain that kind of information.
Through different preprocessing techniques, the aim is to reveal underlying patterns and gain
valuable insight into the time series.

1.1 Motivation

There is great potential in collecting and analyzing data from the process line to understand
the process variations and monitor the process. By optimizing the use of the rest raw materials,
the quality of the end products may be more consistent. Small adjustments and improvements
in the processes can significantly increase profit for Bioco. However, the gathered data are not
of desired quality as they are prone to considerable variance and deviation. This is due to the
variance in the rest raw materials throughout the process and sensor variance. Sensor data
are vulnerable to noise and outliers and often need preprocessing for the benefits of machine
learning modeling. The data must undergo time-consuming preprocessing steps to derive insight
from this data.

1.2 Objectives

This thesis investigates different sensor data collected over a period of eight weeks with the
object of analyzing well-known preprocessing methods of time series and the effects they have
on machine learning models.
The objectives can be summarized as the following research questions.

• What kind of preprocessing steps are needed for industrial time series?

• How do different smoothing methods and window sizes affect the predictions of the pres-
sures in the hydrolysis pipe?
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Chapter 2
Theory

2.1 Rest raw materials

Rest raw material, also referred to as by-products or co-products, can be defined as materials
left after the slaughtering, such as bones, skin, and carcasses [11]. Co-products can be used for
human consumption, whereas by-products are not and are further heavily regulated. Moreover,
the rest raw materials can be divided into three categories based on the risk to the public health
or the health of animals. The categories range from one to three, where one is the highest risk
and three is the lowest risk. The categories are listed as follows.

1. The rest raw materials are at high risk for diseases and thus only intended for disposal
and neither human nor animal consumption.

2. The rest raw materials have a high risk for contamination and are not intended for animal
consumption but can be used for bio-gas or land-filling.

3. The rest raw materials are of low risk and can be processed into another end product for
human or animal consumption.

The rest raw materials used at Bioco are in category three, implying that the by-products are
regulated for human consumption. To retrieve the high-quality protein products from the rest
raw materials, a method named enzymatic protein hydrolysis can be used to extract proteins
from poultry. Enzymatic hydrolysis breaks the protein molecules into smaller components
through a reaction with water and the use of enzymes. In contrast to chemical hydrolysis, using
enzymes is a milder and more controllable process in addition to preserving the nutritional
aspect too [12].

2.2 Near infrared spectroscopy

Sir William Herschel’s discovery of near-infrared light in 1800 was a fortuitous moment in the
history of science. Herschel attempted to identify which colors of visible light carried the most
heat and observed that the temperature increased as he moved from violet to red on the spec-
trum. However, he discovered that the highest temperature was not found in the red part of
the spectrum, but beyond it, in what we now refer to as the near-infrared region. This ground-
breaking discovery paved the way for numerous scientific applications of near-infrared light,
including remote sensing, astronomy, and medical imaging [13].

The near-infrared light range spans from 800 nm to 2500 nm in the electromagnetic spectrum.
Near-infrared spectroscopy involves illuminating a substance with near-infrared light and then
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capturing and analyzing the alterations in the emitted light. The majority of molecules in a
substance have vibrations with frequencies situated within the near-infrared area of the elec-
tromagnetic spectrum. These vibrations occur due to competing attractive and repulsive forces
between the positive atom core and negative electrons. When light with the same frequency
as these vibrations is shone through a substance, the light gets absorbed and the frequency of
the light decreases. This leads to distinctive infrared spectra with sharp peaks that can detect
chemical constituents such as proteins, fats, or water content [14].

There are mainly three different ways to light a sample, and they are chosen depending on the
compounds to be measured. The three different methods are diffuse reflection, transmission
mode, and transflection mode. Transmission mode is when the light is shone directly at the
sample where some wavelengths are absorbed whereas most of the wavelengths are transmitted
to the sensor. Transflection mode is similar to transmission mode but differs in that sense that
there is a mirror placed behind the sample where the shone light will reflect back through the
sample and onto the sensor. Further, reflection mode has the sensor placed above the sample
and the light emitted is reflected back onto the sensor above [15]. The three different modes
are illustrated in Figure 2.1.

Figure 2.1: Figure illustrating near-infrared measure techniques. There are mainly three differ-
ent methods to light a sample. Transmission, transflection, and reflection mode.

Furthermore, interactance measurement is a kind of image spectroscopy where the light is
transmitted into the sample, and the sensor does not measure the direct reflected light but
rather the light traversing the sample. Interactance imaging is shown to be suitable for non-
contact and high-speed online measurements of food [16].

2.3 Time series

Sequential data are a type of data where the order of the sequence matter. In contrast to other
types of data used in machine learning, sequential data are not independent and identically
distributed (I.I.D.), meaning the data are not statistically independent and not identically
distributed. Time series is a special type of sequential data where the axis along the data is
referred to as time [17]. A time series is a collection of values retained from measurements
over time, resulting in data in chronological and temporal order. The index of a time series is
symbolized in Equation 2.1

T = {tmin, tmin + 1, . . . , tmax−1, tmax} (2.1)

where t = 1 is the first observed value, and t = T is the last observed value. On the one hand,
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one often talks about a univariate time series which only depends on the past values of itself
and can be defined as Equation 2.2 [18]. Here, xt is a vector of values at

xt = (x1, . . . , xT ) for xt ∈ R (2.2)

On the other hand, a time series can be multivariate, meaning that the time series has several
parameters collected over time, measured with the same time steps. In Equation 2.3, multivari-
ate time series is defined.

xt = (x
(1)
t , . . . , x

(n)
t ) ∈ Rn (2.3)

Time series can be further decomposed into three components and described as sum (Equation
2.4) or product (Equation 2.5) of trend, seasonality and noise.

xt = Tt + St + Et (2.4)

xt = Tt ∗ St ∗ Et (2.5)

The trend component is a non-periodic parameter that indicates a systematic variation over
time. Seasonality, however, is a periodic parameter that implies a recurring behavior over time.
The last component, noise, is an error term depicting random noise in the data.
These components can further be used in exploratory analysis, detect anomalies, and handle
missing values in a data set [19]

2.3.1 Autocorrelation

Autocorrelation is often used to reveal underlying patterns in a time series by investigating
the time series with a lagged version of itself and the linear relationship between them. The
autocorrelation coefficient rk is defined in Equation 2.6 where T is the time series length. These
autocorrelation coefficients compose the autocorrelation function, also known as ACF.

rk =

∑T
t=k+1(xt − x)(xt−k − x)∑T

t=1(xt − x)2
(2.6)

If xt and xt−1 are correlated, then xt−1 and xt−2 are also correlated. Further, if xt and xt−2 are
also correlated, it might be because they both are connected to xt−1, instead of holding any new
information. This problem is what partial autocorrelation addresses. Partial autocorrelation
measures the linear relationship between xt and xt−k, but in contrast to autocorrelation, the
information retained by other times lags, 1, 2, . . . , k − 1, is removed.

From an autocorrelation plot, it is possible to detect both seasonality and trend. Seasonality
can be detected as there will be spikes at the seasonal lags. If there is a trend in the time
series, the autocorrelations will have higher values as the value of time points close in time
are also close in value. In Figure 2.2, there is a time series with a positive trend as well as
seasonality seen in Figure 2.2a. These components can also be seen in the autocorrelation plot
in Figure 2.2b, where autocorrelation coefficients are high in value, and there are spikes at lags
corresponding with the seasonality. In Figure 2.2c, the first partial autocorrelation is equal to
the first autocorrelation, and in this example data, the second partial autocorrelation shows a
high correlation. Further, the other lags are within the 95% confidence interval demonstrated
by a blue ribbon [20].
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(a) Time series with trend and
seasonality

(b) Corresponding autocorrela-
tion plot

(c) Corresponding partial auto-
correlation plot

Figure 2.2: Examples of autocorrelation and partial autocorrelation in times series.

The ACF and PACF plots can be guidelines when selecting appropriate forecasting models, such
as an autoregressive (AR) or moving average (MA) model. AR models use a linear combination
of past values to predict future values, whereas MA models use a linear combination of past
error terms to forecast new values. The mathematics behind these models will not be covered
in this thesis. However, the concept of using ACF and PACF plots for model selection will be
explained as the plots provide information about the correlation between values.
If the ACF plot is exponentially decaying and the PACF plot shows only one significant spike at
lag 1, the order of the AR model can be set to one, thus yielding AR(1). Generally, if the ACF
is exponentially decaying and PACF zero shows p significant spike after lag q, it yields AR(p)
model. Moreover, if the PACF plot is exponentially decaying and the ACF plot only shows one
significant spike at lag 1, an MA(1) model would be appropriate. Subsequently, if the ACF plot
shows zero significant lags after lag p and the PACF plot is exponentially decaying, the MA(q)
is an appropriate model [20].

2.3.2 Baseline method

Baseline methods are simple yet highly efficient methods used to forecast time series and are
used to benchmark more complex models such as machine learning models. The following
subsections will present four common baseline methods within time series forecasting.

Average method

A simple baseline method for forecasting is the average method. The average method is based
only on historical data and forecasts future values as the average of this historical data. The
average method is symbolized in Equation 2.7 where yT+h|T means that the forecast of yT+h is
based on the data (y1 + · · ·+ yT ). T is the time series length.

ŷT+h|T = y

=
(y1 + · · ·+ yT )

T

(2.7)

Näıve method

In contrast to the average method, the näıve method uses only one past value to forecast future
values. This method uses the last observed value, yT , and sets all the future values equal to
this value as seen in Equation 2.8.

ŷT+h|T = yT (2.8)
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Seasonal näıve method

The seasonal näıve method is relatively similar to the näıve method. The difference is that
the seasonal näıve method considers the seasonal pattern when estimating future values. The
method takes the last observed value from the last period to forecast future values. In Equation
2.9 the method is symbolized where p is the seasonal period and k = ⌊h−1

p ⌋.

ŷT+h|T = yT+h−p(k+1) (2.9)

Drift method

Similar to the näıve method, the drift method uses the last observed value. However, the drift
method also considers the trend by adding the average drift. Drift can be defined as the amount
of change over time [21]. The drift method is shown in Equation 2.10

ŷT+h|T = yT +
h

T − 1

T∑
t=2

(yt − yt−1)

= yT + h

(
yT − y1
T − 1

) (2.10)

2.4 Preprocessing of time series

Data analysis aims to find knowledge in data and to use this knowledge in decision-making
or problem-solving processes. Data may arise from several sources, and with the increase in
technology, the volume of available data also arises. However, one major challenge when working
with real-world data is that the data are often imperfect, containing various sources of errors,
noise, and missing values [22]. Preparing the data is undoubtedly the most time-consuming
part of working with data [23].
Data preprocessing can be defined as the action taken before the actual data analysis, which
aims to enhance the data quality. A. Famili et al. present in [22] three main reasons for data
preprocessing.

• Data preprocessing may solve problems that prevent further analysis.

• Data preprocessing may gain an understanding of the data that enhances the upcoming
analysis.

• Data preprocessing may yield a more meaningful knowledge of the given data.

2.4.1 Outlier detection

Regarding time series, there are several definitions of the term outliers. Generally, an outlier
can be said to be an observation that differs from the rest as it is generated by another mech-
anism. Furthermore, two types of terms are often used to describe these kinds of abnormal
observations. Outliers and anomalies. The former is frequently used to describe extreme values
that differ from the expected values and can be said to be unwanted data. In contrast, the
latter aims more towards events of interest and often several data points.

Outliers can be sorted into three categories such as point outliers, collective outliers, and con-
textual outliers [24]. Point outliers are specific points in the timeline that deviate from local
neighbor points or in a global context. Figure 2.3a shows how a point outlier can be an extreme
value compared to the other values. Collective outliers can also be local or global point outliers

Page 7 of 59



but differ from single point outliers because they are sequential points that deviate from the
remaining data points, as seen in Figure 2.3b. Contextual outliers may be more challenging to
discover as the data points may range within the global values. However, when compared to the
local neighbors or, in other words, when considering the context, the values are outliers. This
can be seen in Figure 2.3c. Additionally, a whole time series may be an outlier in multivariate
time series as the time series differ from the behavior of the other time series. The blue time
series in Figure 2.3d follow a different pattern than the other time series and is, therefore, an
outlier in itself [24].

(a) Point outlier (b) Collective outlier

(c) Contextual outlier (d) Time series outlier

Figure 2.3: Illustrations of different types of outliers.

Z-score

A basic outlier detection is the statistical Z-score. The Z-score of a data point is the number of
standard deviations it falls below or above the mean of the data set [25].

Z =
xt − µ

σ
(2.11)

where xt is the data point at time t, µ is the mean of the data set and σ is standard deviation
of the data set. Z = 0 means that the data point is equivalent to the mean, µ. Furthermore,
a data point is said to be an outlier if the Z-score is greater than the given threshold τ . This
threshold is often set to τ = 3, and an outlier can then be defined as the following:

Z > τ (2.12)

As the Z-score detects outliers globally, the Z-score will not capture contextual outliers such as
in Figure 2.3c. Even collective outliers, as in Figure 2.3b, may be challenging to detect as these
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outliers influence the mean. Furthermore, if the time series has a trend, meaning a slope, the
range of values makes Z-score insufficient to detect outliers. An example of this can be seen in
Figure 2.4.

Figure 2.4: Illustration of how outliers in time series may be difficult to address. When the
time series has a trend, the Z-score will not be able to detect point outliers as they are within
the 3σ bounds.

2.4.2 Smoothing

Rolling mean

Rolling mean, also called moving average, is a simple smoothing technique that reduces noise
in a time series and reveals underlying trends and patterns. The term ”rolling” in the context
of time series refers to how the mean is calculated as it is computed by sequentially ”rolling”
a window over the data, with the window size remaining constant and moving forward by a
fixed number of observations at each step. As the window moves over the time series, the value
xt is replaced with the average of itself and a certain number of local neighbors given by the
window size. The concept is based on the assumption that observations close in time are also
likely to be close in value. By averaging the observation nearby in time, it is possible to obtain
a reasonable estimate of the underlying trend [26].
The estimation can be written as in Equation 2.13.

T̂t =
1

k

l∑
j=−l

xt+j

=
xt−l + xt−l+1 + · · ·+ xt + · · ·+ xt+l−1 + xt+l

2l + 1

(2.13)

Here, l = k−1
2 and k is the window size. When this kind of smoothing expects an odd number as

input, making it centered. A greater k makes the time series smoother as it includes more terms
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in Equation 2.13. Subsequently, time points at the beginning and the end will be excluded equal
to size l, meaning that this approach is not suitable to analyze or forecast recent time points
[26]. The exclusion of time points may also result in loss of information.

Rolling median

The rolling median technique shares many similarities with the rolling mean approach, with the
primary difference being that it calculates the median value over a specified window, as opposed
to the arithmetic mean. Rolling median is a more robust method as it reduces the impact of
outliers and other extreme values.
Rolling median can be denoted Equation 2.14.

T̂t = Median(xt−l, . . . , xt+l) for t ∈ {l + 1, . . . , tmax − l} (2.14)

Weighted rolling mean

The weighted rolling mean is a more advanced method compared to the simple rolling average
as it introduces weights meaning that some observations carry greater weights than others when
calculating the arithmetic mean. Weighted rolling mean yields a much smoother time series as
the weights slowly increase and decrease [18].
Weighted rolling mean can be written as Equation 2.15.

T̂t =
l∑

j=−l

ajxt+j (2.15)

where l = k−1
2 and the weights are stored in aj .

An important notation is that the weights are symmetric, that is, aj = a−j , and that they sum

to one such as
∑l

j=−l aj = 1.
The weights used in exponentially weighted smoothing can be calculated as defined in Equation
2.16.

a(k) = exp−|k−l|/τ (2.16)

Here, τ is the decay parameter. A smaller τ represents greater weight to values close in time.
Equal to exponentially weighted smoothing, linearly weighted smoothing also applies greater
weight to more recent data points in a time series. The difference is how the weights are linearly
decaying instead of exponentially decaying, and the linear weights are symbolized in Equation
2.17.

a(k) =
2× l

k + 1
(2.17)

2.5 Machine Learning

2.5.1 Background

Artificial intelligence is about making machines think and act like humans to enable problem-
solving. The idea of making a machine think like a human has excited for hundreds of years,
and already in 1950, Alan Turning proposed the question ”Can machines think?” [27]. Since
then, the technology has thrived enormously with a wide range of applications. Machine learn-
ing is a subfield of artificial intelligence and aims to discover knowledge from structured and
unstructured data using self-learning algorithms. In the late 90s, machine learning became
hugely popular, with the focus shifting from classical programming, where rules were applied
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to retrieve answers, to giving a machine learning system the answer and training it to learn the
rules.
Further, machine learning can be divided into three subsections. Supervised learning, unsuper-
vised learning and reinforcement learning.

Supervised learning

Supervised learning is a method that aims to learn from labeled data and further enable pre-
dictions on new, unseen data. The term ”supervised” indicates how the training data is accom-
panied by their corresponding output signals or labels. A model is trained to find an accurate
representation of the relationship between the input value and the following output value. A
simplified overview of supervised learning can be seen in Figure 2.5. Regression and classification
are subcategories within supervised learning.

Figure 2.5: A figure showing how supervised machine learning is based on input and output
values, and then new, unseen data is used to predict future values.

Unsupervised learning

Unsupervised learning is a powerful technique that can be used to analyze data where the
output value is not known in advance. Unlike supervised learning, unsupervised learning does
not rely on labeled data. Instead, it deals with unlabeled data of unknown structure [23]. In
such scenarios, the primary goal is to uncover the underlying patterns or clusters within the data
without human intervention. Clustering is a subcategory of unsupervised learning; its object is
to discover the relationship between input values and group them according to similarities. On
the other hand, unsupervised learning can also be used to reduce the curse of dimensionality by
reducing the number of features. Together, these methods offer powerful tools for uncovering
patterns and relationships within complex data sets without the need for explicit labels or prior
knowledge [17].

Reinforcement learning

Reinforcement learning is similar to supervised learning but differs because the algorithms do
not use sample data. Reinforcement machine learning aims to train an agent to make decisions
through interactions with an environment. During the learning process, the agent receives
feedback through rewards or punishments based on its decisions. As a result of this exploratory
trial and error approach, the agent learns actions that maximize the reward feedback [17].
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2.5.2 Underfitting and overfitting

An important step in preprocessing data is to split the raw data into a training set and a test
set. The purpose of this is to train and optimize the machine learning model on the training
data and further for it to generalize well to new data using the test data [17].
Suppose the machine learning model is training on the training set for too long. In that case,
the model might be able to learn all the details in the data, subsequently unable to predict
unseen data as the learning is not generalized. The model can be evaluated during the training
using a validation set to prevent this. The validation set will then indicate how well the training
data is generalized. When the model is done training, the model performance can be evaluated
using the test set [17].

If a machine learning model is optimized on the training data and the generalization is ignored,
the machine learning model may suffer from overfitting seen in Figure 2.6b. Here, the machine
learning model has learned all the details in the training data and is not generalized to perform
well on the test data. In contrast to overfitting, underfitting results from when the machine
learning model has not learned enough to predict unseen data. Figure 2.6a shows an example
of underfitted data. Figure 2.6c shows an example of well-fitted data.

(a) Underfitting (b) Overfitting (c) Well fitting

Figure 2.6: Figures illustrate underfitting, overfitting, and well-fitting models.

Classic validation

Two common techniques are often used to evaluate the model to avoid overfitting and generaliz-
ing the machine learning model. Holdout cross-validation and k-fold cross-validation. Holdout
cross-validation splits the raw data into a training set and a test set and furthers the training
set into a training set and a validation set. The validation set is then used for model selection
after hyperparameter tuning. The concept of hyperparameter tuning is to find the best set of
parameters in a machine learning model and can be done through grid-search, where a set of
parameters is tested. The model with the best performance on the validation set is chosen.
Then the model performance is evaluated on the test set. The procedure is seen in Figure 2.7.
This technique is sensitive to imbalanced data and how the data splits [28].
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Figure 2.7: Illustration of holdout cross-validation. The rounded arrow illustrates the tuning
of parameters where the validation set is used to select best model, the predictive model. The
test set is held outside until the final evaluation.

K-fold cross-validation is a more robust technique that uses a similar approach as the holdout
method, but the method is repeated k times. The training set is randomly split into k number
of folds where k − 1 folds are used as the training set and the last set as a validation set.
This is done k times. By evaluating the model performance using k-fold cross-validation, the
problems with imbalanced data and data splitting are addressed and are therefore said to be
a more reliable technique [28]. Figure 2.8 illustrates a 4-fold cross-validation and shows how
the training data is divided into folds and repeated four times. An estimate of the performance
metric is computed as the mean of the estimations from the iterations. Given the 4-fold cross-
validation, the estimation would be E = 1

4

∑4
i=1Ei.

Figure 2.8: Illustration of a 4-fold cross-validation. The green boxes represent the test folds,
whereas the gray boxes are the training folds. Illustration inspired by [17].
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Time series cross-validation

Cross-validation in time series differs from the cross-validation methods presented above. Not
only do the classical methods assume the data to be independent and identically distributed,
but the random splitting would result in wrongful autocorrelation between training and test
sets [28]. Time series data can use a variant of the k-fold cross-validation where the difference
is that given the k fold as the training set, the test set must be k + 1 fold. In other words,
the training set must contain observations prior to the test set in order to obtain the temporal
order. After the first fold, each k-fold is added to the first fold and is demonstrated in Figure
2.9. Like the classic k-fold, time series k-fold estimates the average performance estimation.

Figure 2.9: Illustration of cross-validation of time series. Since the temporal order must be
considered, cross-validation of time series data must be performed on future data. Illustration
inspired by [17].

2.5.3 Regression

Regression analysis is a subfield of supervised learning where the goal is to predict target
variables on a continuous scale rather than classifying targets. Regression models aim to find a
relationship between variables to predict the target. In the simplest form, a univariate regression
model can be defined as in Equation 2.18 where y is the target variable, x is the explanatory
variable, and w0 and w1 are the intercept and regression coefficient of the explanatory variable
[17].

y = w0 + w1x (2.18)

When having multiple explanatory variables, Equation 2.18 can be extended to Equation 2.19,
which defines multiple linear regression.

y = w0x0 + w1x1 + ...+ wmxm =

m∑
i=0

wixi = wTx (2.19)

The regression models above are linear, but what if the data is non-linear? If the data is
non-linear, then decision trees are much more fitted than linear regression.

2.5.4 Decision trees

A popular supervised learning algorithm is decision trees where the goal is to use simple decision
rules reasoned from the features to predict the value of a target [29]. The decision tree algorithm
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is non-parametric, implying that the number of parameters is not fixed but grows with the size
of the training data. Additionally, the algorithm does not need an assumption about the
distribution of the data [17].

Figure 2.10: Illustration of how decision trees work. The model breaks down data by asking a
series of questions.

Figure 2.10 is a simplified example of how the decision tree algorithm works based on asking a
series of questions about what activity to do in a day. This is how the algorithm also works with
real numbers. The model splits the data based on the feature that has the largest information
gain (IG) defined in Equation 2.20 and briefly, it is the difference between the impurity I of
the parent node Dp and the sum of the impurities of the child nodes I(Dj). f is the feature to
perform the split.

IG(Dp, f) = I(Dp)−
m∑
j=1

Nj

Np
I(Dj) (2.20)

An impurity measure for continuous variables is to use the MSE as seen in Equation 2.21.
Here, Nt is the number of training examples at node t, and Dt is the training subset at node
t. Further, y(i) is the true target value, and ŷt is the predicted target value. ŷt is calculated as
the sample mean at node t as in Equation 2.22.

I(t) = MSE(t) =
1

Nt

∑
t∈Dt

(y(i) − ŷ2t ) (2.21)

ŷt =
1

Nt

∑
i∈Dt

y(I) (2.22)

Further, this splitting of data is an iterative process that continues until each node is pure,
indicating that each node belongs to the same class. To avoid overfitting, one can prune the
tree by defining a maximal depth of the decision tree resulting in the tree not being too complex.
Decision trees are said to be a greedy algorithm as it does not use global optimizers but rather
local ones.

2.5.5 Random forest regression

Random forest is a decision tree-based algorithm that is an ensemble of decision trees. In
other words, the random forest algorithm uses several decision trees in order to gain a better
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generalization performance than each decision tree alone would do [17]. The random forest
algorithm is less prone to outliers and only needs one parameter, the number of trees.
Figure 2.11 illustrates the concept of random forest. After multiple decision trees have predicted
values, the final prediction is obtained by either taking the average of the predicted values or
major voting, meaning the most frequented value.

Figure 2.11: Illustration of how random forest model works. The model uses an ensemble of
decision trees and aggregates the predictions based on major voting or averaging.

2.5.6 Extreme Gradient Boosting regression

Extreme Gradient boosting, also known as XGBoost, is an ensemble method widely used in
machine learning.
XGBoost uses boosting, which is the concept of an algorithm that uses a random subset from
the training data to minimize bias and variance. Drawing a random subset is done without
replacement to train a weak learner. A weak learner performs barely better than random
guessing. The purpose of using weak learners is to subsequently learn from the errors to improve
the performance of an ensemble. The error is the difference between the predicted value and
the true value. The next step is to draw a new random subset without replacement but also
add the error from the previous weak learner and then train a second weak learner. Then
the algorithm finds a subset where the two preceding weak learners disagree and train a third
weak learner. Finally, the algorithm combines the three weak learns by major voting [17]. The
core idea of gradient boosting is to minimize the errors of the previous weak learner through
a gradient-based optimization of the loss function. The loss function indicates how well the
model performs by calculating the difference between predicted and actual values. To reduce
overfitting, the XGBoost uses a regularisation term. The purpose of a regularisation term is to
penalize too complex models, thus preventing overfitting.
The combination of gradient boosting and regularization makes the XGBoost model capable of
fast and accurate prediction of large data sets.
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2.5.7 Principal Component Analysis

As a result of the ever-increasing amount of data, the ability to compress data has become a
critical aspect of the machine learning field. The sheer volume of data generated daily makes
it necessary to have efficient storage and analysis mechanisms in place. Data compression is
a technique that enables us to reduce the size of data files, making them easier to store and
process.

The Principal Component Analysis (PCA) is an unsupervised machine learning method that
primarily aims to reduce dimensionality while storing most relevant information in the data.
PCA aims to find the main direction of variance in data where X = PY. Given a p × N
matrix X of p variables and N samples, PCA aims to find the orthogonal p × p matrix that
determines a change of variable and variables y1, ..., yp that are uncorrelated and arranged in
order of decreasing variance [30]. 

x1
x2
...
xp

 =
[
u1u2 . . .up

]

y1
y2
...
yp

 (2.23)

In Equation 2.23, the components of PCA are symbolized where X are decomposed into weight
coefficients P, also called loadings, and the columns of Y represent the scores of each ob-
servation along the principal components. Scores can be used to explore relationships between
observations and reveal patterns or groups in the data. Loadings, however, explore relationships
between features and can be used to investigate the influence of each feature on the principal
components [31].

Singular Value Decomposition (SVD) is a method for performing PCA and is symbolized in
2.24 where UΣ equals to scores and V T equals to loadings.

X = UΣV T (2.24)

Briefly, PCA can be explained as follow. Firstly the covariance matrix Σ is computed and shown
as 3× 3 matrix in Equation 2.25.

Σ =

σ2
1 σ12 σ13

σ21 σ2
2 σ23

σ31 σ32 σ2
3

 (2.25)

The covariance between two features is calculated as symbolized in Equation 2.26.

σjk =
1

n

n∑
i=1

(x
(i)
j − µj)(x

(i)
k − µk) (2.26)

Moreover, the covariance matrix is decomposed into eigenvectors and eigenvalues and further
ranked by the highest corresponding eigenvectors.

2.5.8 Metrics

Pearson’s r

When exploring the data, looking into the relationship between variables and how they are cor-
related is essential. This can be done with the Pearson product-moment correlation coefficient,
also known as Pearson’s r, defined in Equation 2.27. The correlation coefficient r measures the
linear dependence between the variables pairwise and are stored in a square correlation matrix.
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r =

∑n
i=1[(x

(i) − µx)(y
(i) − µy)]√∑n

i=1(x
(i) − µx)2

√∑n
i=1(y

(i) − µy)2
=

σxy
σxσy

(2.27)

Equation 2.27 show how Pearson’s correlation coefficient is calculated between to features x
and y. µ is the mean of the corresponding feature whereas σxy is covariance between x and y.
Further, σx and σy are the corresponding standard deviations of the features.
The correlation coefficient ranges from −1 to 1 where r = 1 indicates perfect positive correlation,
r = 0 means no correlation, whereas r = −1 results in a negative correlation.

Mean squared error

Mean squared error (MSE) is valuable when comparing several regression models. Equation
2.28 shows how the MSE is calculated by taking the average sum of the squared error (SSE).

MSE =
1

n

i=1∑
n

(y(i) − ŷ(i))2 (2.28)

Furthermore, MSE can be extended to root mean squared error (RMSE) seen in Equation 2.29.
RMSE measures, similar to MSE, the predicted errors and can be said to measure the variation
in the distribution [32]. Subsequently, the lower the RMSE value is, the better the model is.

RMSE =

√√√√ 1

n

i=1∑
n

(y(i) − ŷ(i))2 (2.29)

Coefficient of determination

The mean square error is prone to misinterpretation and depends on the data set and feature
scaling. Thus, the coefficient of determination (R2) may be a better choice [17]. R2 can be
considered a standardized MSE as it calculated the fraction of response variance in the machine
learning model and is derived in Equation 2.30. The total sum of squares (SST) calculates the
variance of the target V ar(y) while the sum of squared errors (SSE) calculates the sum of the
squared difference between the predicted value and target value.

R2 = 1− SSE

SST

=
1
n

∑n
i=1(y

(i) − ŷ(i))2

1
n

∑n
i=1(y

(i) − µy)2

= 1− MSE

V ar(y)

(2.30)

When evaluating training data, a R2 = 1 is desired as this indicates a MSE = 0 and that the
machine learning model fits perfectly to the data [17].

2.5.9 Soft sensors

Soft sensors are data-driven models that can predict challenging hard-to-measure features in a
process line based on easy-to-measure features. Here, the models are trained on historical data
collected from the process line. Further, soft sensors may be deployed and use the input data
stream to predict the upcoming process [33]. The predicted values may enhance process control
as the predicted values and actual values can be compared to detect deviations or undesired
patterns.
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Chapter 3
Materials

This chapter gives an insight into the process at Bioco and the data gathered at the process
line.

3.1 Bioco

Bioco is located next to Norturas slaughterhouse, and the rest raw material from Noturas pro-
duction is transferred directly to Bioco through pipes. From here, the rest raw materials are
ground into smaller pieces looking more like a farce, and mixed with water in a mixer. Here, the
secret of the process is introduced, the enzymes. The enzymes in this process split the protein
molecules into even smaller pieces. Further, the rest raw materials are transported through a
massive piping system resulting in high-quality products in the form of oils and protein/mineral
flour [34]. This piping system, in contrast to tanks, is unique at Bioco and gives them several
benefits but also some obstacles. Pipes are prone to clogging if the materials have high viscosity,
consequently leading to the pipes needing cleaning and hence flushed with water. This results in
stops in production. From this, the mass is transported in long pipes before further processing,
where the materials are made into the end product.

The process at Bioco is continuous rather than batch-wise process. This is an important aspect
of the process as it is more stable in terms of the quality of the end product and also easy to
change parameters such as temperatures. A simplified overview of the process can be seen in
Figure 3.1

Figure 3.1: Simplified overview of the process at Bioco. The red box illustrates the placement
of the near-infrared sensor, whereas the blue show the sensors of different flow rates. The yellow
box depicts the pressure sensor at the beginning of the hydrolysis pipe.
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3.2 Description of the data

The data from Bioco may reveal key information about the process and consequently the end
product. Therefore, the presentation of the data may be of limited information due to a non-
disclosure agreement.

The process data were collected during the autumn of 2022 using a SIMATIC WinCC Runtime
Advanced (Siemens, Munich, Germany). The data were then extracted from the database and
stored as CSV files.
The near-infrared data were collected using a Perten DA 7440 (PerkinElmer, Waltman, MA,
USA) near-infrared inline sensor. The sensor was utilized to measure the second overtone re-
gion (950-1600 nm) of the rest raw materials stream with a 5 nm resolution. The sensor was
positioned 25 cm from the rest raw materials stream, which was discharged from the grinder.
Furthermore, a spectrum was saved every 0.5 seconds to gain valuable insight.

For more accessible storage and analysis, the files were divided into representative weeks for
both the NIR data and the process data. Table 3.1 presents the file names and their shape. It
is worth noticing that the NIR data are missing from week 46.
The fat data are predicted from the near-infrared spectra and contain the fat content in each
sample.

Table 3.1: The table shows the data files, their content, the shape of the files, and the sampling
frequency in sample(s) per minute.

Name Content Shape (n x p) Sample frequency
(per minute)

BC22NirWeek44.csv NIR spectra from week 44 592 432 x 142 120

BC22NirWeek45.csv NIR spectra from week 45 646 105 x 142 120

BC22NirWeek47.csv NIR spectra from week 47 752 621 x 142 120

BC22NirWeek48.csv NIR spectra from week 48 665 286 x 142 120

BC22NirWeek49.csv NIR spectra from week 49 234 002 x 142 120

BC22NirWeek50.csv NIR spectra from week 50 688 573 x 142 120

BC22fatW44.csv Fat from NIR spectra from week 44 592 432 x 2 120

BC22fatW45.csv Fat from NIR spectra from week 45 646 105 x 2 120

BC22fatW47.csv Fat from NIR spectra from week 47 752 621 x 2 120

BC22fatW48.csv Fat from NIR spectra from week 48 665 286 x 2 120

BC22fatW49.csv Fat from NIR spectra from week 49 234 002 x 2 120

BC22fatWk50.csv Fat from NIR spectra from week 50 688 573 x 2 120

ProcessDataWeek44.csv Process data from week 44 8640 x 49 1

ProcessDataWeek45.csv Process data from week 45 8640 x 49 1

ProcessDataWeek46.csv Process data from week 46 8640 x 49 1

ProcessDataWeek47.csv Process data from week 47 8640 x 49 1

ProcessDataWeek48.csv Process data from week 48 8640 x 45 1

ProcessDataWeek49.csv Process data from week 49 8640 x 45 1

ProcessDataWeek50.csv Process data from week 50 8640 x 45 1
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The process data contained many features, and not all of them are of interest in this thesis.
Table 3.2 shows selected features in the process data and a simple explanation of the content.
The wavelengths of the near-infrared spectra are also included.

Table 3.2: Table showing the features in the raw data set with a short description of what they
are.

feature Content

Time Time stamps

F01 Flow rate rest raw materials

F02 Flow rate water

F03 Flow rate after rest raw materials and water are mixed in the
grinder

PT03 Pressure at the beginning of hydrolysis

Fat Fat content predicted from near-infrared data

950 - 1650 Wavelengths in the near-infrared data where each column rep-
resents a wavelength

3.3 Data exploration

A vital step when working with data is to investigate the raw data to get an overview and gain
valuable insight. In Figure 3.2, the histograms of the process features are plotted and show the
frequency of values. It is observable that all the plots show a sizeable amount of data points
at the lower range of the x-axes which also deviates from the rest of the histograms. This
indicates that there are some outliers that must be investigated. In addition, the means and
medians of each histogram reveal that there are values that heavily influence the mean towards
the lower range of the x-axis. The medians, however, are more centered around the highest
counted values. Likewise, Figure 3.2b and Figure 3.2c show values at the upper range of the
x-axes that should be explored further to decide whether they are unwanted or of interest. The
same tendency can be seen in Figure 3.2d of the pressure feature where there are some higher
values at the tail of the distribution. Feature F01 in Figure 3.2a, however, only seems affected
by the lower values.
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(a) Distribution of feature F01. (b) Distribution of feature F02.

(c) Distribution of feature F03. (d) Distribution of feature PT03.

Figure 3.2: Distribution of features from the process data. The distributions present multiple
values deviating and must be further explored.

When exploring the near-infrared data, it has been chosen one specific wavelength to further
consider. In Figure 3.3a, the distribution at wavelength 1215nm is plotted, and the histogram
exposes a large amount of data points deviating from the rest at the upper x-axis. Also here the
mean is influenced by these higher values and is shifted more towards the right. On the other
hand, the feature Fat in Figure 3.3b seems to have a symmetrical distribution as the mean and
median are approximately indistinguishable.
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(a) Distribution of wavelength at 1215nm in
week 44.

(b) Distribution of feature Fat, the predicted
fat from NIR spectra.

Figure 3.3: Distribution of features. The distribution of the wavelength indicates unwanted
data.

3.3.1 Autocorrelation

Autocorrelation is, as mentioned in Chapter 2, the correlation between a time series and a
lagged version of the time series itself. Both Figure 3.4 and Figure 3.5 present a deeper insight
into the process data from a time perspective. Given the data being of a relatively high time
resolution, the data have been downsampled to one sample every five minutes to make it easier
to visualize and interpret. The size of the downsampling rate was chosen based on comparison to
the original data set. Figure 3.4a presents the downsampled feature F01, which is the flow rates
of the rest raw materials, whereas Figure 3.5a presents the downsampled feature F02, which is
the flow rates of the water. The figures demonstrate the vast variance in the time series. In both
Figure 3.4b and 3.5b, the ACF plots indicate a high correlation between the time points close
in time. Furthermore, the partial autocorrelation plots in Figure 3.4c and 3.5c emphasize the
correlation of values close in time. Additionally, the PACF plots indicate significant correlations
within the first hour as there are spikes above the 95% confidence intervals.

(a) Time series of F01. (b) ACF plot of F01. (c) PACF plot of F01.

Figure 3.4: Autocorrelation and partial autocorrelation plots of the flow rate in feature F01.
The feature has been downsampled to one sample per 5 minutes.
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(a) Time series of feature F02. (b) ACF plot of F02. (c) PACF plot of F02.

Figure 3.5: Autocorrelation and partial autocorrelation plots of the flow rate in feature F02.
The feature has been downsampled to one sample per 5 minutes.

3.3.2 Bad spectra

The near-infrared data were collected in relatively high time resolution, resulting in the large
data size. For computational and resource efficiency, the next descriptions are based on data
collected in the first week, week 44. The exploratory analysis is quite similar for all the weeks;
therefore, the exploration explained is simplified by using only data from week 44. As mentioned,
it is important to look into simple statistics, and the histograms earlier indicated that there
are values from unwanted data. Hence, both the mean and the median of the wavelengths
have been plotted in Figure 3.6. In addition, a ribbon showing the 25% and 75% percentiles of
the wavelengths is added. By adding this ribbon, it is possible to visualize where most of the
data are and therefore gain an impression of unwanted data. This can be seen already when
investigating the mean of the data. Here, it is observable that the mean of earlier wavelengths is
in the upper region of the percentiles, implying that there are some spectra with higher values
in this region, thus influencing the mean. The median, which mathematically is more robust to
outliers, has a pattern more aligned with the center of the ribbon band, seen in Figure 3.6.

Figure 3.6: The figure presents the mean and median of the original near-infrared data from
week 44. The blue ribbon indicates the 25/75% percentiles. The mean seems to be heavily
influenced by higher values as the mean is aligned with the upper region of the ribbon.
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When exploring the wavelengths further, it is visible how some spectra differ from others. Figure
3.7a show how these spectra follow a different pattern of a more straight line. Thus it can be
said that the near-infrared sensor has sampled something other than the rest raw materials.
From domain knowledge, it is highly plausible that these spectra are steel.

(a) Spectra plotted. (b) Spectra versus Time.

Figure 3.7: The figures present the spectra in the spectral domain and time domain to illustrate
the appearance of bad spectra. Some spectra seem to follow a different pattern than the other
spectra

Furthermore, the fact that the data contain spectra of steel is underlined when plotting the
near-infrared data against the timeline as in Figure 3.7b. A seasonal pattern can be identified.
This is due to how the grinder discharges the rest raw materials in pulses. Thus it can be said
that the near-infrared data contain bad spectra, and unwanted data, that need to be handled.

3.3.3 Time range

When exploring time series data, it is important to notice the time steps. The time steps can
be regular or irregular. When time steps are regular, the distance between each point is equal,
in other words, equidistant. This is not the case for the data in this analysis. In Figure 3.8,
the y-axis is the timeline, and the x-axis is the different features in the process data. Here, the
data have been resampled to have one sample each minute. Thus Figure 3.8 reveals irregular
time steps by illustrating missing values at time points not included in the original data sets.
These missing time points can be identified as weekends.

Page 25 of 59



Figure 3.8: Figure illustrates regular time steps of the process data. The white area depicts
where there are missing values, and these areas can be identified as the weekends.
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Chapter 4
Method

In this chapter, the different methods are presented. The methods used in this thesis were not
developed through a straightforward process, but rather through an iterative one to explore
different techniques and gradually improve the methods.

Firstly, the methods of data filtering and feature engineering will be elaborated. Then smoothing
will be presented and finally the machine learning models.

4.1 Data Filtering and Feature Engineering

A time-consuming, but important preprocessing step, is the feature engineering part where the
task is to better prepare the data for modeling by extracting the most useful information in the
data. The process involves tasks like transformations, extraction, and selection. In this thesis,
the different data were in need of different feature engineering tasks due to the nature of the
data. The next sections will go into further depth on the methods used.

4.1.1 Near-infrared data

The near-infrared data was collected using an online sensor placed right after the rest raw
materials were ground into smaller pieces. From the data presented in Chapter 3, especially in
Figure 3.7a, one can see that the online sensor measured more than only the rest raw materials as
there are several spectra that deviated from the expected pattern. These spectra were removed
based on percentiles. Firstly, two wavelengths that measured the lower and upper range of
absorption values were chosen and a column was added to the data set which contained the
ratio between the values of these two wavelengths. These were wavelengths at 1215 nm and
1465 nm.

colratio =
col1215
col1465

(4.1)

Secondly, the 25% and 75% percentiles were calculated on the ratio column and bad spectra
were defined as spectra that were outside these percentiles. If the ratio was outside the per-
centiles, it was removed from the data set as it indicated that the pattern of the spectrum
deviated. The index of bad spectra was stored in order to correct the fat data. This approach
was chosen based on domain knowledge and how the pattern of the unwanted spectrum would
have a small ratio as the two wavelengths would have values that were not shifted as much as
the desired spectra.

Moreover, the fat data contained fat predicted on these bad spectra. To address this, the index
of the bad spectra was used to remove the corresponding fat data as the near-infrared data and
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fat data had the same index.

The near-infrared data were as mentioned in Chapter 3 of greater dimensions, making it more
complex to analyze. To address the curse of dimensionality, the near-infrared data were trans-
formed through Principal Component Analysis (PCA). This is a method for data compression
which is explained thoroughly in Chapter 2. In order to retain the same information obtained
by the principal components, the data were merged into one data set and further, the principal
components were projected onto the weekly data sets. This approach was chosen with regard
to the volume of the data and resource limitations. The principal components were calculated
using the machine learning package scikit-learn and PCA function where the only parameter
given was the number of principal components, n components = 5. This function uses Singular
Value Decomposition in order to decompress the data [35]. The scores of the five principal
components were stored in a DataFrame for further analysis.

In Figure 4.1, the workflow of near-infrared data is illustrated.

Figure 4.1: Figure that shows the workflow of the near-infrared data and fat data.

4.1.2 Process data

Data Extraction

From domain knowledge at Nofima and Bioco, several feature engineering tasks were needed for
the process data. Firstly, the extraction of useful data for further modeling where performed.
Here, the process data went from a relatively wide data set with 49 features to a less wide one
with only five of the original features, including the timestamps. The extracted features are
seen in Table 4.1.

Table 4.1: Table of the extracted feature relevant for further analysis.

Feature Content

Time Time stamps

F01 Flow rate rest raw materials

F02 Flow rate water

F03 Flow rate after rest raw materials and water are
mixed in the grinder

PT03 Pressure in the hydrolysis pipe
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Data Creation

The sensors are placed at different positions in the process thus an important task has been to
correct the timeline and lag features. This has been done in order to retrieve a more accurate
picture of the rest raw materials throughout the process and to better meet the somewhat same
rest raw materials at each sensor. As most of the features in Table 4.1 are placed at the begin-
ning of the process, these features were used as a reference, and features appearing later in the
process had to be lagged. Consequently, a function was made in order to lag these features. The
function required two inputs, which column to be lagged and by how many minutes. Further,
the selected column was shifted with the given value and the earlier points were filled with
zero as if the sensor had not yet measured the rest raw materials. From domain knowledge
about the process, the first pressure sensor in the hydrolysis pipe lagged for 30 minutes. In
other words, the data were shifted by 30 time points the time points were replaced with 0. The
intention behind filling the time points ahead of the lagged data relies on the idea that the rest
raw materials of interest had not yet reached the pressure sensor.

The concept of retrieving a more accurate picture of the rest raw materials throughout the
process resulted in one original feature being replaced by a new feature. Feature F03 measured
the rest raw materials after it had been mixed with water in a mixer tank. However, F03
would not reflect the correct rest raw materials due to the mixer. Consequently, a new feature,
SUM F01 F02 was created that aggregated the flow rate of water and the flow rate of the rest
raw materials, which is symbolized in Equation 4.2.

colSum = colF01 + colF02 (4.2)

Similarly, a new feature, F01 rel, depicting the relative flow rate of the rest raw materials of
the aggregated flow rate of water and the rest raw materials were created and are symbolized
in Equation 4.3. The rest raw materials are of greater interest for further analysis and it is
therefore gainful to create a feature with a relative flow of the rest raw materials.

colF01 rel =
colF01

colF01 + colF02
(4.3)

Finally, the principal components and fat from the near-infrared data were merged together
with the process data to create the final data set for further analysis. Figure 4.2 is a heat
map showing the correlations between features after feature engineering steps. Some very high
correlations are observable and presented as darker fields. High correlation implies redundant
information, and based on these correlations, features F01 and F02 were removed for further
analysis.
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Figure 4.2: Figure is illustrating the heat map of the correlation matrix of all features after
cleaning.

Data Filtering

The retrieved process data contained both data from when the process was running and other
aspects of the process, such as cleaning the pipes. The higher and lower values seen in the
histogram plots in Chapter 3 are likely to originate from the cleaning process. In other words,
the data set contained a considerable amount of irrelevant data thus data filtering was needed
as it was of no interest for further analysis.

Firstly, a method to remove irrelevant data was using a threshold value for a specific feature.
The team at Bioco informed that a given set of values for the water flow rate, F02, were flushing
of pipes and not from the actual process. Therefore two threshold values, y1 and y2, were used
to remove data gathered during the cleaning of pipes. In Figure 4.3, the time series of feature
F02 are plotted with both threshold lines.
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Figure 4.3: Illustration of the line plot of feature F02, the water flow rate, and threshold lines.

This removed the majority of unwanted process data, but there were still higher peaks and
lower drops from when the process was either starting or shutting down. Therefore, data were
removed by comparing values next to each other. If the difference between two consecutive
values was higher than a given threshold, the value was stored in a new column. Otherwise,
the value was set to zero in the new column. This gave rise to a new column of values that
indicated unwanted data. Lastly, values of the difference outside the 25/75% percentiles were
removed. This addressed the remaining data that were not from the process running.

However, the data still had left unwanted data in other features as seen in Figure 4.4 where
Figure 4.4a is the lagged version of the pressure sensor and Figure 4.4b displays the sum of
the flow rate of water and rest raw materials. Both figures depict multiple outliers that heavily
influenced the machine learning models and the metrics. Thus it was decided that these outliers
were of no interest and therefore removed using a simple Z-score to eliminate these spikes.
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(a) Feature PT03 lagged (b) Feature SUM F01 F02

Figure 4.4: The figures present outliers in created features.

Data Split

In machine learning splitting of data is important, and the train set is used for model building,
whereas the test set is used for model evaluation.

In Figure 4.5, the final data set is represented with one sample per minute to retain and
investigate a regular timeline. Here, it can be observed multiple missing values. The figure
identifies mainly two things. Firstly, there is no data in the third week, week 46, and the vast
majority of the sixth week, week 49, is without data. Secondly, the time steps are irregular
within the weeks as well.

Figure 4.5: Figure illustrates regular time steps, and white areas depict where there are missing
values.

The sensor data of interest to predict was the pressure data. In other words, PT03 lagged was
defined as the output variable (y) whereas the other features were defined as the input variable
(X).
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Further, the approach of splitting the time series data into a training set and test set differ from
the typical train/test split within the machine learning field. As the data sets were divided into
their representative weeks, it was reasonable to use the weeks as the base. Figure 4.6 represents
how the preprocessed data set was split. All weeks, except the last one, were defined as training
data. Subsequently, the last week was set to be test data. Not only was the information in
the sequence kept in contrast to random splitting, but the ratio of training and test data was
approximately 70 : 30 which is a desired ratio.

Figure 4.6: Illustration of how the preprocessed data set was split.

A more detailed representation of the time steps is seen in Figure 4.7 which is the X test
resampled to one sample per minute in order to detect where there are no data. From the
representation, it can be clearly observed that the time stamps are irregular, and there are
three greater gaps where the process has not been running during week 50.

Figure 4.7: Figure represents regular time steps of features in the test data. The white area
depicts where there are missing values.
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4.2 Smoothing

Moving from feature engineering, a more classical time series prepossessing method was per-
formed. Sensor data are prone to noise and the rest raw materials are also of great variance.
Smoothing is a well-known approach when dealing with noisy data and the aim was to reveal
underlying trends and patterns.

In light of smoothing being a preprocessing step before machine learning modeling, a pipeline
was developed to incorporate a smoothing function before model building. The smoothing func-
tion was within a transformer class that took two parameters as input, smoothing method, and
window size. The transformer applied the smoothing parameters to the input data.

Four types of smoothing methods were performed on the time series data, moving average, mov-
ing median, weighted moving average, and exponential smoothing. The methods used the built-in
rolling function of the pandas’ library and computed the mean or median in that specific rolling
window. The two latter methods were implemented through a parameter of the rolling function.

Different inputs of the window size were included to investigate the effect. Smoothing with
window size k = 1 implied no smoothing due to the fact that the rolling window smoothed
over only a single time point thus returning the original value. Following that, the window
size increased by two until reaching k = 31 which was set at the upper limit. k = 31 implies
smoothing over a time range at around 30 minutes, given the window is within a single time
segment. In view of domain knowledge, a greater window size would be irrelevant regarding the
process itself. In brief, each smoothing method was performed with 16 different window sizes,
ranging from k = 1 to k = 31.

As explained in Chapter 2, the smoothing methods exclude values at the beginning and the end
of the time series with a size equal to the smoothing window resulting in missing values of the
size equal to the window size. This was addressed by linear interpolating the first, or last, value
that was not NaN resulting in the shape of the time series being constant.

Figure 4.8 show how the weights are allocated at different window sizes k. Recall that sum of
the weights should sum to one as in

∑k
j=−k aj = 1.

(a) Linear smoothing (b) Exponential smoothing

Figure 4.8: Illustration of how the weights are decaying at different window sizes.
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4.3 Random Forest Regression

The smoothed data was modeled using the RandomForestRegressor from the scikit-learn li-
brary. There are numerous reasons for the choice of using RandomForestRegressor. Firstly, the
machine learning algorithm is non-parametric, meaning it does not make assumptions about the
underlying distribution. Therefore, the data did not need to be scaled beforehand. Secondly,
it is possible to extract feature importance from the algorithm. The importance of a feature
in RandomForestREgressor is estimated using Gini importance. In brief, Gini importance is
estimated using the Gini impurity, a criterion to minimize the error of predicted value, and is
further elaborated in Chapter 2. In other words, RandomForestRegression gives the ability to
investigate the importance of each feature used to learn from the data. The feature importance
was used to understand which features the model learned from and then to go back and further
investigate the most important ones. Lastly, the fact that the RandomForestRegressor is an
ensemble method makes it desired when handling time series with noise regarding overfitting
and can also handle non-linearity in the data.

The model was trained and tested on several combinations of features from the process data,
near-infrared data, and fat data. The final models used the preprocessed data set presented in
Table 4.2.

Table 4.2: Table showing the preprocessed variables used in modeling.

Feature Content

Time Time stamps

F01 rel Relative flow rate of rest raw materials

SUM F01 F02 Aggregated flow rate of water and rest raw materials

PT03 lagged Lagged version of the pressure

PC1 Principal component one

PC2 Principal component two

PC3 Principal component three

PC4 Principal component four

PC5 Principal component five

Fat Fat content predicted from near-infrared spectra

As the perspective of this thesis is toward preprocessing, no hyperparameter tuning was per-
formed on this model.
The models were evaluated using R2, and root mean squared error (RMSE).
Furthermore, a baseline model was developed to compare with. The model selected was the
average method presented in Chapter 2. This method takes the average of the historical data
and sets all future predictions equal to this average value.

4.4 XGBoost Regression

As a comparison to the RandomForestRegressor, the ensemble method XGBRegressor was
modeled. The theory behind XGBoost Regression can be found in Chapter 2, Section 2.5.6.
Equal to the RandomForestRegressor, the XGBoostRegressor also uses a collection of decision
trees in order to predict new values. Yet, the XGBoostRegressor differs in the sense that
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it is based on gradient boosting to improve the model. Furthermore, the benefits of using
XGBoostRegressor are very much similar to the ones presented about RandomForestRegressor.
Equal to the RandomForestRegressor, the default parameters were used, and no tuning of the
parameters where performed.

4.5 Software

All analyses were performed in Google Colab with Python, version 3.9.16.

Additionally, the artificial intelligence chatbot from OpenAI, chatGPT, was used to solve errors
in code quickly and generate example data due to its fast and specific response to defined
problems. It is vital to stress that such new and advanced technology outputs have been met
with critical reflections and healthy skepticism.
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Chapter 5
Results

Firstly, the data filtering and feature engineering results will be presented. Secondly, a selection
of the results of the four smoothing methods on the target data and the results of the machine
learning modeling are shown. Lastly, a comparison of the two machine learning models will be
put forward.

The nature of the time series in this thesis makes the result too complex to visualize in a global
view. Therefore, the result will mainly be presented in a detailed view.

5.1 Data Filtering and Feature Engineering

5.1.1 Near-infrared data

The near-infrared data were collected at a high sample rate and contained unwanted data as the
sensor had measured not only the rest raw materials but also other materials. As elaborated in
Chapter 4, the unwanted data were detected and removed based on percentiles. The data were
then downsampled to one sample per minute and subsequently compressed through Principal
Component Analysis. In Table 5.1, the different shapes are listed, and the filtering of bad
spectra narrowed the data set considerably. However, the downsampling of the data minimized
the data set a lot, thus making it less demanding in terms of resources to work with further.

Table 5.1: The table presents the sample sizes before and after filtering bad spectra in the
near-infrared data and the data downsampled to one sample per minute.

Data set Original shape Shape after filtering Shape after downsampling

Week 44 592 432 296 216 5 296

Week 45 646 105 323 053 5 230

Week 47 752 621 376 311 5 791

Week 48 665 286 332 642 5 260

Week 49 234 002 117 000 1 684

Week 50 688 573 344 287 5 540

Total 3 579 019 1 789 510 28 801
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In Figure 5.1a, the spectra are plotted after filtering unrelated spectra. Here, the spectra fol-
lowed the same expected pattern that depicted the physical properties of the rest raw materials.
Additionally, when the near-infrared data from a time perspective were investigated, it was ob-
served that the time series pattern had changed. The seasonal peaks were flattened due to the
filtering of unwanted spectra that did answer for those peaks. This can be seen in Figure 5.1b.

(a) Spectra after filtering (b) Absorption versus time.

Figure 5.1: Figures presenting the spectra after data filtering. The filtering of bad spectra
yielded cleaner spectra, and the peaks were reduced in the time domain.

The Principal Component Analysis was computed on the cleaned near-infrared data, and then
the principal components were projected onto the downsampled data. Figure 5.2 shows how
much of the explained cumulative variance was captured by the five first principal components.
It was observable that the first principal component answered for almost 100% of the explained
variance, subsequently leading to a substantial drop in the cumulative variance from the first
principal component to the second. The high value of explained variance indicated that the
principal components could retain most of the information in the data even after compressing
the data set.

Figure 5.2: The figure presents the explained variance and cumulative variance captured by the
PCA.

Moreover, the importance of removing the unwanted spectra can be seen in Figure 5.3 where
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Figure 5.3a is a scatter plot of the first principal component and against the second principal
component. The scatter plot shows how the components answer for other materials than the
rest raw materials as several clusters can be identified. In Figure 5.3b, however, the data have
been downsampled and the shape differs from the shape in Figure 5.3a, and only one cluster
can be detected. This indicates that the principal components identify only one material in the
cleaned and downsampled data, which is desired.

(a) PCA scores before filtering (b) PCA scores after filtering

Figure 5.3: The figures present PCA scores before and after filtering of bad spectra in week 44.
Here the timestamps have been downsampled.

Furthermore, Figure 5.4a presents the loading plots of the three first principal components. As
presented in Chapter 2, the loadings can be used to explore the influence each feature has on
the principal components. To enable comparison, Figure 5.4b displays the mean of the spectra
along with a ribbon showing the 25th and 75th percentiles.

(a) Loading plot (b) The mean of the cleaned near-infrared data

Figure 5.4: Figures present the loading plot of the three first principal components and the
mean of the spectra. Here, PC1 can be seen to be very similar to the mean of the spectra.

5.1.2 Process data

The process data originally contained a considerable amount of unwanted data. Thus, data
filtering was performed to make it suitable for further analysis and to ensure that only relevant
and accurate data were included in the final data set. Several feature engineering steps were
also carried out, as some features were highly correlated. Figure 5.5 presents the distribution
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plot of three created features with their corresponding mean and median. Overall, the mean
and median are more aligned than the histogram presented in Chapter 3. Figure 5.5a and
Figure 5.5b display features used as input features, whereas Figure 5.5c present the distribution
of target data.

(a) Feature F01 rel (b) Feature SUM F01 F02

(c) Feature PT03 lagged

Figure 5.5: Distribution of features from the process data after data cleaning and feature
engineering.

In Chapter 2, different types of outliers were presented, and how outliers could be events of
interest or unwanted data. In Figure 5.6, the darker time series illustrates the data before
data filtering, where several spikes deviate from the rest of the data. The brighter time series,
however, shows the data after removing outliers, and the spikes are eliminated. Figure 5.6a
portrays the created feature SUM F01 F02 and Figure 5.6b illustrates the shifted pressure
feature, PT03 lagged.
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(a) Feature SUM F01 F01 (b) Feature PT03 lagged

Figure 5.6: Distribution of features from the process data after feature engineering steps.

5.2 Smoothing

This section presents selected results of the different window sizes. The selection of window
sizes covers the range of all sizes explored.

In order to prepare the final data set for modeling, four different smoothing methods were ap-
plied. The results of the smoothing methods at different window sizes can be found in Figure
5.7, which depicts a detailed view of the time series. The timeline covered in the plots spans
the final four hours of week 50.

Firstly, the smoothing methods with a smaller window size of k = 3 are plotted in Figure 5.7a.
Already at such a narrow window, it can be observed that some of the peaks are not as high as
the original time series, presented as Target. In other words, the time series are visibly smoothed
out. The four methods yield more or less the same smoothing result at this window size.
Figure 5.7b shows the results of the smoothing methods using a larger window size of k = 9. Here
it is observable that the exponential smoothing method differs from the other three methods
because it seems to hold more noise in the data.
In Figure 5.7c, it is possible to observe how the different smoothing methods eliminate noise in
the data when the k is increased to k = 21. Again, exponential smoothing differs from the other
methods, and the time series contains peaks similar to the result of exponential smoothing at
k = 9. The linearly weighted method seems to yield the most smoothed time series, and the
mean and median methods yield similar results. At this broad window size, it is possible to
observe how smoothing reveals the underlying pattern, and it is possible to detect curves in
Figure 5.7c. Also, here the linear interpolation of the missing value at the end of the time series
is clearer and can be seen as straight lines at the end.
Finally, the largest window size of k = 31 in Figure 5.7d emphasizes the results of the pre-
vious smoothing plots. Exponential smoothing at this greater window size will not yield a
smoother time series as opposed to linear smoothing. Again, linear smoothing seems to yield
the most smooth time series. The curves are clearly visible at this window size, and the linear
interpolation of the last observations also reveals how a greater window may result in a loss of
information.
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(a) k = 3 (b) k = 9

(c) k = 21 (d) k = 31

Figure 5.7: Detailed view of the target feature PT03, and how different smoothing methods are
affected by the window sizes.

5.3 Random Forest Regression

After smoothing the data with a given smoothing method and window size, the data were mod-
eled using RandomForestRegressor.

The first result is from k = 1, meaning the data were not smoothed before modeling. In other
words, no preprocessing except data cleaning and feature engineering was performed on the
input data. The result can be seen in Figure 5.8. Here, it can be observed two time series.
The original time series is lighter, and the predicted values are visualized with a more purple
color. First, it can be observed how the Random Forest Regressor does not perform optimally.
To illustrate, the last time segment shows a positive trend that the machine learning algorithm
cannot predict. However, the two time series are plotted with transparency, and one can observe
some overlapping of the target and predicted values. The overlapping can be seen as a darker
purple area and reinforces that the model predicted on no smoothed data does not predict well.
Secondly, the predicted time series does not seem to pattern and variation in the target data
and seems to be shifted either upwards or downwards.
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Figure 5.8: Global view of predicted values with no smoothing.

Figure 5.9 shows results from the different smoothing methods and four window sizes in a local
view. Firstly, the results of window size k = 3 are plotted in Figure 5.9a, where the main
observation is how all the different methods are shifted from the target data. This underlines
that the machine learning algorithm could not catch the positive trend at the last time segment.
Overall, the predicted time series seem to fluctuate more than the target.
Further, window size k = 9 is illustrated in Figure 5.9b and presents multiple distinguish time
series as an effect of the different smoothing methods on the RandomForestRegressor. Except
for the exponential weighting, the methods seem to be less fluctuated. The mean and linear
smoothing also appear to predict somewhat the same pattern, but are not able to perform well.
Figure 5.9c displays the window size k = 21 and illustrates a greater difference than the two
smaller window sizes. Here, it can be observed a more visible effect yielded by the different
smoothing methods. Again the exponential smoothing separates itself from the other methods
with a result much similar to k = 9. Mean and linear smoothing methods still follow the same
pattern, and median smoothing yields a more flatten time series.
Moving to the last and most considerable window size k = 31 presented in Figure 5.9d, the
result presented at more narrow window sizes is emphasized. The predictions after median
smoothing are roughly a flat time series, whereas the exponential smoothing present no con-
siderable differences. However, the mean and linear smoothing are shifted upwards toward the
target values.
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(a) k = 3 (b) k = 9

(c) k = 21 (d) k = 31

Figure 5.9: Detailed view of predicted values using RandomForestRegressor.

Table 5.2: Feature importance for RandomForestRegressor.

(a) Exponential smoothing k = 31

Rank Feature Importance

1 F01 rel 0.615

2 PC3 0.089

3 PC2 0.082

4 SUM F01 F02 0.062

5 PC4 0.043

6 PC5 0.041

7 PC1 0.037

8 Fat 0.032

(b) Mean smoothing k = 21

Rank Feature Importance

1 F01 rel 0.611

2 SUM F01 F02 0.078

3 PC3 0.075

4 PC2 0.071

5 Fat 0.049

6 PC5 0.043

7 PC1 0.038

8 PC4 0.036

With the RandomForestRegressor, extracting feature importance and exploring which features
the model learns mostly from is possible. The different models yielded relatively the same
rank of features, only with smaller variations. Table 5.2 presents the feature importance of two
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machine learning models to illustrate the minor differences. All the models learn mainly from
feature F01 rel which is the relative flow rate of the rest raw materials. The other features are
of limited importance to the RandomForestRegressor.

5.4 XGBoost Regression

The section is structured similarly to the section above, presenting the different results mainly
in a detailed view.

Figure 5.10 presents the result of no smoothing and predicted values using the XGBRegressor.
The results show similarities to the result of RandomForestRegressor; the machine learning
model does not generalize well to unseen data and only some overlapping parts can be detected
as darker areas in the figure.

Figure 5.10: Global view of predicted values with no smoothing using XGBRegressor. The
darker areas show where the target and predicted time series overlap.

There are various results when further investigating different window sizes in Figure 5.11. Figure
5.11a illustrates how a smoothing method with a narrow window size of k = 3 still holds noise
in the input data, and the XGBRegressor predicts fluctuated time series. The predicted time
series follows a different pattern than the smoothed target data and are more shifted downwards
on the y-axis. Further, the linear smoothing appears to have higher and lower peaks than the
other smoothing methods.
Moving over to Figure 5.11b and k = 9, the noise still influences the predictions, and the results
present unstable time series still fluctuating as opposite to the target data. A more significant
window size as k = 21 in Figure 5.11c yields different predicted time series. Noticeable is again
the exponential smoothing that reveals more noise than the other methods.
Figure 5.11d demonstrate the widest window size at k = 31. The XGBRegressor here predicts
rather more smoothed data except for exponential smoothing. Median smoothing also influences
the predictions, and the predicted time series varies to a certain extent.
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(a) k = 3 (b) k = 9

(c) k = 21 (d) k = 31

Figure 5.11: Detailed view of predicted values using XGBRegressor.

The feature importance presented in Table 5.3 shows how the XGBRegressor learns mainly from
the relative flow of the rest raw materials. The other features are of low importance.

Table 5.3: Feature importance for XGBRegressor.

(a) Exponential smoothing k = 31

Rank Feature Importance

1 F01 rel 0.548

2 SUM F01 F02 0.106

3 PC3 0.090

4 PC2 0.066

5 PC1 0.058

6 PC4 0.055

7 PC5 0.039

8 Fat 0.037

(b) Linear smoothing k = 31

Rank Feature Importance

1 F01 rel 0.609

2 SUM F01 F02 0.092

3 PC3 0.082

4 PC4 0.056

5 PC2 0.056

6 PC1 0.040

7 PC5 0.039

8 Fat 0.026
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5.5 Method comparison

When the input data had not been preprocessed with any smoothing methods, RandomFore-
stRegressor and XGBRegressor predicted similar time series and are presented in Figure 5.12.
As revealed in sections earlier, both the predictions from RandomForestRegressor and XGBRe-
gressor are to a certain degree unreliable in that sense they do predict poorly. Neither of the
models gave the impression of generalizing well to new data nor catching trends and patterns
seen in the target data.

Figure 5.12: Global view of predicted time series after no smoothing.

Figure 5.13 explores the predicted time series in a more detailed view of the last time segment.
Here it is observable how the two machine learning algorithms follow a different pattern yet
somewhat similar pattern to each other. The XGBRegressor appears to vary more as the time
series has several dips of greater extent.

Figure 5.13: Comparison of the two soft sensors in a detailed view. Here, predictions were made
after no smoothing.
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In Figure 5.14, a global view of the predicted time series that had been smoothed with linearly
weighted mean and a window size of k = 23 is presented. In the plot, the input target, which
was smoothed with the same method and window size, is also included. Equal to earlier results,
the models do not seem to be able to predict the smoothed target.

Figure 5.14: Global view of predicted time series after weighted smoothing with k = 23.

Figure 5.15 portrays the different smoothing methods with window size k = 21 and their
predicted time series as well as the original target and the smoothed target. First and foremost,
the exponential smoothing stands out as equal to the previous results presented. Figure 5.15d
reveals how the exponential smoothing at k = 21 does not eliminate noise at a significant
level hence the predicted time series yielded by RandomForestRegressor and XGBRegressor
both contain fluctuations along with poorly estimates. The algorithms suggest similar time
series where RandomForestRegressor is shifted slightly above the XGBRegressor. Moreover,
RandomForestRegressor predicts roughly smooth time series with little noise and variation.
XGBRegressor tends to predict more variation and a greater range of values.

Page 48 of 59



(a) Mean (b) Median

(c) Linear smoothing (d) Exponential smoothing

Figure 5.15: Detailed view of predicted target smoothed with k = 21 and different methods.

5.5.1 Metrics

When comparing machine learning algorithms, exploring the metrics to evaluate how well the
models perform is common practice. The different metrics are presented and elaborated further
in Chapter 2. Figure 5.16 presents the R2 values alongside with baseline model which are the
average of the input target data and equal to R2 = 0. The R2, or R-squared, represents a frac-
tion of the variance in the target feature and the model’s strength. Firstly, it is observable that
multiple predictions do not beat the baseline model, especially data preprocessed with exponen-
tial smoothing. Secondly, the first value at the x-axes is the window size k = 1 and represents
no preprocessing in terms of smoothing. In Figure 5.16d, the best predictions can be found at
k = 1 meaning that the models predicted better on no preprocessing rather than smoothed data
using the exponential smoothing. Additionally, predictions from the RandomForestRegressor
seem to perform slightly better than XGBRegressor. It can also be observed that the Ran-
domFoestRegressor preprocessed with median smoothing is the one smoothing method that is
to some extent the only method above the baseline method. However, the highest R2 value is
obtained through linear smoothing with window size k = 23.
Moreover, a fascinating observation is how the XGBRegressor preprocessed with linearly weighted
smoothing somewhat oscillates and oscillates opposite to the RandomForestRgressor.
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(a) Mean (b) Median

(c) Linear weights (d) Exponential weights

Figure 5.16: Figures present plotted R2 values across the window sizes.

Furthermore, Figure 5.17 presents the RMSE values which measure the average distance between
predicted values and true values subsequently indicating a magnitude of errors. A smaller RMSE
value is desired. Equal to the R2 figures, the RMSE values of the baseline model are included
as values below the baseline indicates that the machine learning model performs better than
the baseline method. The same results retrieved from the R2 plots can be seen in the RMSE
plots. Overall, the RandomForestRegressor performs better than the XGBRegressor.
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(a) Mean (b) Median

(c) Linear weights (d) Exponential weights

Figure 5.17: Figures present plotted RMSE values across the window sizes.
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Chapter 6
Discussion

This section discusses the methods performed and the results presented, and interprets them.

This thesis aimed to explore the first step in a data science project, which is the preprocessing
part. The preprocessing of industrial time series from Bioco is vital as the data are of great
variance due to the composition of the raw materials and sensor data. To fully utilize the
time series data to develop soft sensors, the preprocessing must enhance the data quality and
prepare the data for further analysis. The objectives of the thesis were formulated as two
research questions that are restated here.

• What kind of preprocessing steps are needed for industrial time series?

• How do different smoothing methods and window sizes affect the predictions of the pres-
sures in the hydrolysis pipe?

The development of the preprocessing steps performed was explored through trial and error. It
was early on discovered the need for data filtering as the time series presented a vast amount
of irrelevant data. Thus removal of bad spectra was performed, and only process data from
when the process was running were kept. Furthermore, multiple feature engineering tasks were
identified. The near-infrared data were sampled at such a high time resolution; hence feature
extraction was performed through Principal Component Analysis and yielded five principal com-
ponents. Feature selection was made on the process data to obtain the most relevant features
for further analysis. Additionally, three features were created to correct time lags and address
the correlations between features. Lastly, considering the present noise in industrial time series
data, the data were smoothed with four various smoothing methods and 16 different window
sizes. The methods were mean smoothing, median smoothing, linearly weighted smoothing,
and exponentially weighted smoothing.

Four various smoothing methods were presented and performed on the final data set. The re-
sults showed distinct differences from the methods, and the window sizes yielded varied results.
Exponential smoothing is notably different from the other methods as the results still consist
of noise and fluctuations, especially at broader window sizes. This is a consequence of the τ
parameter in the algorithm applied, which depicts the degree of decay. In this thesis, the default
value was used, which is τ = 1, a relatively small decay parameter leading to broader windows
being irrelevant. This is an effect of the outer values being close to zero meaning the values far
from the center are barely included, resulting in a less smooth time series. The metrics plots
presented in Chapter 5 underline how smoothing with an exponential window yielded no greater
results as both RandomForestRegressor and XGBRegressor did not surpass the baseline model,
and the best result was obtained using window size k = 1, meaning no smoothing.
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Furthermore, the linearly weighted smoothing yielded the most smooth time series with fewer
fluctuations, especially at larger window sizes. Additionally, when investigating the metrics, the
best predictions were made with linear smoothing at k = 23 and RandomForestRegressor. The
XGBRegressor model obtained the best metrics with linearly weighted smoothing and window
size k = 27. Yet, the linearly weighted smoothing did not surpass the baseline method at
multiple window sizes, especially when the window sizes were narrow.
The method of mean smoothing is, to a certain degree, similar to linearly weighted smoothing,
given that the arithmetic mean is calculated over the window sizes. Mean smoothing has no
weights, meaning the values in the window size are equally important. Accordingly, the time
series preprocessed with the mean smoothing is less smother than the time series preprocessed
with linearly weighted smoothing. None of the machine learning models performed significantly
well, implying that the preprocessed time series are too complex to model. Moreover, when
comparing mean smoothing and linearly weighted smoothing, they yielded, to a certain degree,
similar effects on the machine learning models. While larger window sizes resulted in better
predictions, the smaller ones did not beat the baseline model.
When the input data had been preprocessed with median smoothing, the RandomForestRegres-
sor predicted time series that generally surpassed the average method. This is in contrast to
the three other methods with more varied results. Median smoothing can thus be said to yield
more robust and stable predictions.

On one hand, when choosing a smaller window size, the smoothing method may reveal short-
term fluctuations and change points in the process. On the other hand, a broader window size
may yield a better representation of the long-term patterns in the time series. Taking into
account the autocorrelation and partial autocorrelation plots presented in Chapter 3, it was
observed that there were strong correlations between the values in the first hour. This implies
complex time series and that the values hold relevant information about past values over a
longer time range. In light of the result presented above, it is observed that wider window
sizes generate smoother time series and improve predictions from the machine learning models.
This does not apply to the exponentially weighted smoothing. Given that a smoothing method
is supposed to enhance better machine learning models and the time series are of complex
autocorrelation structure, a larger k is proposed when smoothing the data.

6.1 Remaining Challenges

There are multiple aspects to discuss regarding feature engineering. First and foremost, the
near-infrared data were only preprocessed in the time domain, not the spectral domain. Con-
sequently, the first principal component of the Principal Component Analysis captured almost
100% of the explained variation. The chemical information is likely stored in the second and
third principal components, and the first principal component presents multiplicative scattering
effects. This is also underlined when investigating the loading plot of the first principal com-
ponent. The loading plot presents a pattern highly similar to the mean of the data, which is
typical for data with multiplicative scattering effects [36]. If the spectra had been preprocessed
with methods like Standard Normal Variate, this scatter information would have been corrected,
and the PCA would have yielded more informative principal components. Furthermore, the first
principal component is the second least important feature the RandomForestRegressor learns
from and is also low-ranked regarding the XGBRegressor, implying that the relevant informa-
tion is stored in the other principal components.

Multiple features were created, and they ranked high on feature importance. For better pre-
dictions, another feature should be created. The target was the pressure sensor, and adding
a lagged feature of the pressure data may enhance better predictions. By creating a lagged
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feature, the machine learning models may learn a temporal relationship between a value and
its lagged version or between a lagged version and another feature, consequently better under-
standing underlying patterns. Thus adding lagged features should be considered to improve
prediction.

The time series data were split into single training and test sets, and the machine learning
models may be overfitting as the results present poor model performance. If the machine
learning models were optimized with a validation set, the models might have predicted better
results as the models had then learned to generalize well to unseen data.
The time series used in this thesis are not of regular time steps as described earlier. By imple-
menting a higher smoothing window, the window size may result in uneven smoothing and not
detect the underlying pattern. Since the time series are of multiple time segments, a greater
window size may include data from other time segments and negatively affect the denoising of
the time series owing to the broad smoothing window ranging over multiple time segments.

The smoothing method excluded the values at the beginnings and the ends equal to l = (k−1)/2
resulting in a loss of information. In this thesis, these missing values were linearly interpolated
using the last numerical value. Different methods of addressing these missing values should be
explored further. The exponentially weighted smoothing method should be a subject for tuning
the decay parameter to explore opportunities for more significant preprocessing results.

6.2 Future Work

It is recommended to consider training these models using an alternative data-splitting method-
ology to enhance the generalization of the machine learning models. This would involve utilizing
a different training and test data set with a different partitioning strategy than the one used
in this thesis. Cross-validation should also consider where it is essential to retain the temporal
order of the data and not randomly select data sets. A suggestion should be to extract time
segments and use them as a reference when performing cross-validation.
Furthermore, the cleaning of irrelevant data should be the subject of more robust methods such
as change-point detection and density-based outlier detection. The approach in this thesis was
ad-hoc and should, in the future, be automated and more general-purposed.
In a long-term view, preprocessed time series can further be modeled into digital objects such
as digital twins and upon up for advanced process control.
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Chapter 7
Conclusion

In this thesis, multiple preprocessing tasks were investigated to explore the effects preprocessing
methods have on soft sensor development. Bioco has enabled utilizing the rest raw materials
from poultry production at Nortura and made the rest raw materials into high-quality end
products for human and animal consumption. The process line and the composition of the rest
raw materials are prone to variation, thus, the time series gathered from the process line must
be preprocessed before further soft sensor development. Data filtering and feature engineering
steps were carried out to enhance the data quality. Furthermore, four smoothing methods were
presented and performed with different window sizes before the smoothed data were used to
predict new values. Here, two decision trees model, Random forest regression and XGBoost
regression, were selected.

The time series data presented a vast amount of irrelevant data; hence data filtering was per-
formed. This addressed unwanted spectra and insignificant process data from when the process
was not running. Furthermore, two features were created to correct timelines, and a third fea-
ture was produced to provide more information about the rest raw materials. These created
values showed to be of great importance to the soft sensors. Feature extraction of the spectra
was provided through Principal Component Analysis and resulted in five principal components.
Lastly, several features were highly correlated and provided redundant information. Thus, a
subset of the features was selected for further analysis.

Feature engineering and data filtering yielded less varied input data, yet the time series data
were complex. The smoothing methods yielded different results where a broader window size
clarified the differences. The predictions of no smoothing, meaning k = 1, resulted in similar
results for both the machine learning models, where they beat the baseline method, which was
the average method. Overall, smaller window sizes did not outperform the baseline, and the
best predictions were found at k > 20. The median smoothing method was the only method
that resulted in most predictions above the baseline in contrast to the exponentially weighted
smoothing, which yielded results that did not surpass the average method. The early partial
autocorrelation plots presented high correlations of values within the first hour, indicating that
past values hold relevant information regarding current values. This underlines the need to use
a greater window size.

Process data from the food industry are complex and prone to noise. Even after heavy data
cleaning, feature engineering, and smoothing, the data presented considerable fluctuation and
noise. Therefore, the machine learning model struggled to predict the time series, and bearing
in mind the lack of a validation set, the models may be overfitting. However, the results from
different smoothing methods demonstrated better accuracy at larger window sizes.
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There are multiple improvements needed to enhance better predictions. Firstly, the near-
infrared data should be preprocessed in the spectral domain to correct the multiplicative scat-
tering effects, thus obtaining more information regarding the chemical composition of the rest
raw materials. Further, a lagged version of the pressure sensor should be included as input data
to gain more insight into the relationship between values and features. In addition, the data
cleaning was performed manually and with an ad-hoc approach, and an automated method
should be developed and adapted to gain more sustained preprocessing.

Preprocessing of industrial time series is a vital task and aims to enhance data quality for
further analysis. Data filtering, feature engineering, and smoothing are preprocessing methods
explored in this thesis, and the results show the importance of carefully selecting appropriate
methods. Feature importance from the machine learning models demonstrates the effects of
feature engineering as the created features are ranked high. The accuracy of the predicted
time series indicates that larger smoothing windows yield better predictions, whereas a narrow
window size worsens the accuracy. Median smoothing generally surpassed the baseline model
at each window size, and indicates a more robust and sustain smoothing method.
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