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Summary 

Multisensor data fusion demand in Earth observations is constantly increasing thanks 

to technological advances and the willingness to explore the Earth in a multidisciplinary 

way. Recently hyperspectral imaging has become a promising tool for Earth monitoring 

purposes but has also emerged as suitable for fusion with other remote sensors for 

various applications. 

This dissertation examines different types of multisensor data fusion, such as feature-

level and application-level fusion, where each application is based on hyperspectral 

imaging at the airborne scale. In feature-level data fusion, hyperspectral imaging is 

combined with LiDAR (Light Detection and Ranging) to analyze urban environments, 

mainly focusing on urban land cover classification and implementing deep learning 

algorithms. In contrast, application-level data fusion presents the integration of 

hyperspectral imaging with magnetic data for material characterization of geologic 

complexes in remote and harsh environments, such as Greenland.   

This PhD thesis focused on enhancing analysis outcomes by combining hyperspectral 

imaging with other sensors and precisely selecting applications in which one sensor is 

insufficient to obtain the required parameters.  

The analysis of feature-level data fusion for hyperspectral and LiDAR data began with a 

detailed review of sensor key characteristics most representative of urban land cover 

analysis. These features were intended to segment land cover classes by considering 2D 

and 3D convolutional operations, where 2D convolutions involve spatial information 

and 3D convolutions add a spectral dimension allowing the inclusion of information 

about the interrelation of hyperspectral bands. The study on feature-level data fusion 

was completed with a multitemporal analysis, where a general framework was 

proposed towards automatical updating a local urban database. 

The other part of the dissertation was based on the fusion of sensors operating in 

different feature vectors with a common factor: identifying iron and its magnetic 

properties. Iron in hyperspectral imaging also has distinct absorption features 

recognizable at the relatively low spatial resolution. Moreover, it is the only chemical 
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element capable of maintaining magnetic properties, which is the main aim of magnetic 

surveys. 

This dissertation has contributed new approaches to various feature-level and 

application-level multisensor data fusion exploitations confirming the great potential 

and versatility and showing future directions of multidisciplinary research using remote 

sensing methods for Earth observation.  

Keywords: multisensor data fusion, hyperspectral imaging, LiDAR, urban environment, 

harsh environment, data integration, deep learning, machine learning 
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Sammendrag 

Etterspørselen etter multisensorisk datafusjon i jordobservasjoner øker stadig, som 

følge av teknologiske fremskritt og viljen til å utforske jorden på en tverrfaglig måte. 

Nylig har hyperspektral avbildning blitt et lovende verktøy for jordovervåkingsformål, 

of viser seg også å være egnet for fusjon med andre eksterne sensorer for ulike 

applikasjoner. 

Denne avhandlingen undersøker ulike typer multisensorisk datafusjon, slik som på 

egenskapsnivå- og applikasjonsnivå, hvor hver anvendelse er basert på flybåren 

hyperspektral avbildning. I datafusjon på egenskapsnivå kombineres hyperspektral 

avbildning med LiDAR (Light Detection and Ranging) for å analysere urbane miljøer, 

hovedsakelig med fokus på klassifisering av urbant land-dekke og implementering av 

dyplæringsalgoritmer. Datafusjon på applikasjonsnivå derimot, pressenterer 

integrasjonen av hyperspektral avbildning med magnetiske data for 

materialkarakterisering av geologiske komplekser i tøffe miljøer, som Grønland. 

I denne doktorgradsavhandlingen har jeg fokusert på å forbedre analyseresultatene ved 

å kombinere hyperspektral avbildning med andre sensorer og nøyaktig velge 

applikasjoner der én sensor ikke er tilstrekkelig til å oppnå de nødvendige parameterne. 

Analysen av datafusjon på egenskapsnivå for hyperspektrale og LiDAR-data begynte 

med en detaljert gjennomgang av de sensornøkkel-karakteristikker som er mest 

representative for analyse av urbant land-dekke. Disse egenskapene var ment å 

segmentere land-dekkeklasser ved å vurdere 2D- og 3D-konvolusjonsoperasjoner, der 

2D-konvolusjoner involverer romlig informasjon og 3D-konvolusjoner legger til en 

spektral dimensjon som tillater inkludering av informasjon om sammenhengen mellom 

hyperspektrale bånd. Studien om datafusjon på egenskapsnivå ble fullført med en 

multitemporal analyse, der et generelt rammeverk ble foreslått for automatisk 

oppdatering av en lokal urban database. 

Den andre delen av avhandlingen er basert på fusjon av sensorer som opererer i 

forskjellige egenskapsvektorer med en felles faktor: å identifisere jern og dets 

magnetiske egenskaper. Jern i hyperspektral avbildning har distinkte 

absorpsjonsegenskaper som også kan gjenkjennes ved den relativt lave romlige 
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oppløsningen, men er også det eneste kjemiske elementet som er i stand til å 

opprettholde magnetiske egenskaper, som er hovedmålet for magnetiske 

undersøkelser. 

Denne avhandlingen har bidratt med nye tilnærminger til ulike multisensor 

datafusjonsutnyttelse på egenskapsnivå og applikasjonsnivå, som bekrefter det store 

potensialet og allsidigheten og viser fremtidige retninger for tverrfaglig forskning ved 

bruk av fjernmålingsmetoder for jordobservasjon. 

Nøkkelord: multisensorisk datafusjon, hyperspektral avbildning, LiDAR, urban miljø, 

tøft miljø, dataintegrasjon, dyplæring, maskinlæring 
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CHAPTER 1 

Introduction 

1.1. Motivation 

In the field of remote sensing, hyperspectral (HS) imaging has gained attention in 

spatiotemporal Earth observations, ranging from monitoring of urban and suburban 

land cover (Jürgens 2001), land cover classifications with deep learning methods (Kuras 

et al., 2022c), agriculture monitoring (Wei et al., 2021), and geological characterization 

(Kuras et al., 2022b), among others. HS sensor is a passive camera acquiring spectral 

information in the reflective spectral range from visible (VIS) to short-wave infrared 

(SWIR) from 400 to 2500 nm (Signoroni et al., 2019; Ben-Dor 2001). The information in 

this spectral range of the electromagnetic spectrum enables the retrieval of chemical 

and physical properties of a material based on its absorption and feature shapes 

(Ortenberg 2011). 

The application diversity and versatility of HS sensors do not exclude other analysis 

methods and technologies; instead, HS data can support the analysis of the target of 

interest by implementing multisensor data fusion. Information on materials in terms of 

chemical properties is mainly analyzed by HS imaging; the structure, texture, and form 

are determined by LiDAR scanning, and specific material information, such as magnetic 

properties, can be retrieved using magnetic surveys. Hence, complex surface properties 

require the application of multiple sensors. However, each sensor operates unique 

physics parameters, making the fusion process complex, and often challenging to work 

in the same feature vector. 

Recently, there has been a growing demand for multidisciplinary research on 

multisensor data fusion technology in the remote sensing research community. This is 

due to rapid technological advances and the possibility of diverse applications in various 

scientific fields, yielding additional information and providing more reliable results than 

by only one sensor. However, multisensor data fusion can be approached in a variety of 

manners, focusing either on raw data-level, feature-level, or application-level fusion. 
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In this thesis, I am facing the challenge of multisensor data fusion for airborne-based HS 

data and different remote sensing methods in different applications in different complex 

environments. I approached this subject by studying HS and LiDAR (Light Detection and 

Ranging) fusion (HL-Fusion), relying on feature-level fusion in urban environments 

using deep learning algorithms for semantic segmentation and multitemporal analysis. 

I also employed application-level fusion by contributing to a novel integration of 

airborne HS data with helicopter-borne magnetic data (HSM Integration) for geological 

characterization in remote areas. 

1.2. Research Questions and Objectives 

Since interest in multisensor data fusion has been steadily growing in remote sensing 

over the last years, the opportunities to improve our understanding of Earth and beyond 

have also increased. The primary purpose of this thesis is to answer the research 

questions: “What are the most efficient feasibilities in the use of airborne HS multisensor 

data fusion at feature and application levels for various applications?” and “What are the 

technical and analytical benefits for multisensor data fusion, taking into consideration 

additional time and costs, increased complexity of the analyses, but achieving significantly 

improved outcomes?” 

I addressed the primary objectives by dividing them into various problematics 

investigating: 

Feature-level fusion for HL-Fusion: 

Our primary goal in the feature-level fusion was to develop a general workflow for 

multitemporal airborne HS and LiDAR data for land cover classification in the urban 

environment. The advantage of using multitemporal data from one study of interest in 

the land cover analysis is the possibility of stable classification through an iterative 

process and the generation of by-products, such as a local spectral library, as an 

automatic procedure. The workflow for such HL-Fusion includes feature and model 

selection for segmentation (Paper A), segmentation process and comparison of 

segmentation model parameters (Paper B), and segmentation optimization for 

multitemporal data with the creation of a local spectral library and local map update 

(Paper C). 
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Application-level fusion for HSM integration: 

HS data can also be implemented as an auxiliary tool for geophysics to, for example, 

improve mineral exploration in remote areas. However, since HS and geophysical 

methods (here: magnetics) operate in different feature vectors, I focused on application-

level data fusion proposing a novel approach to such HSM Integration using physical 

proxies (Paper D). The integration of geophysics and remote sensing is still in its initial 

development, and our analysis is intended to serve as a starting point for the 

forthcoming studies. 

1.3. Contributions and Thesis Outline 

The contributions of this PhD thesis have been published in peer-reviewed papers in 

scientific journals and presented at many conferences. The journal papers (Paper A-D) 

and those not included in this thesis (Paper E) are attached in Appendix.  

Chapter 2 shows the datasets used during the PhD study. I also present the main ideas 

behind multisensor data fusion, explaining different concepts and challenges in 

multisensor data fusion. Furthermore, I briefly describe the theoretical background of 

airborne HS imaging and address the multisensor data fusion of HS images with other 

remote sensing methods. Firstly, I describe airborne HS data fusion with LiDAR data for 

land cover classification in urban environments. Secondly, I depict the integration of 

airborne HS data with magnetics for geological characterization in harsh environments. 

Chapter 3 summarizes, one by one, all the publications, highlighting the most important 

contributions and achievements. In the beginning, I present an extensive literature 

review of urban land cover classification based on HS and LiDAR data applying machine 

learning (ML) and deep learning (DL) algorithms (Kuras et al., 2021). Based on this 

review, I compared standard 2D segmentation methods and proposed 3D segmentation 

algorithms on fused HS and LiDAR data for urban land cover classes (Kuras et al., 2022c). 

The best segmentation approach from this article (Kuras et al., 2022c) served as the 

basis for multitemporal analysis on fused HS and LiDAR data. I developed a process 

chain for a self-improving segmentation algorithm based on temporal fused HS and 

LiDAR data (Kuras et al., 2022a). Through this iterative method, I can identify high and 

low frequent changes and create a local urban spectral library that helps update maps 
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automatically and effectively. In the final article, I present the potential of multisensor 

data fusion applications using airborne HS data with helicopter-borne magnetic data in 

remote areas in West Greenland, where I focused on iron properties for geological 

characterization, developing a new Modified Iron Feature Depth index (MIFD) (Kuras et 

al., 2022b). 

These examples of multisensor data fusion applications answer the stated research 

questions in (Chapter 1.2.) and the conclusion is presented in Chapter 4, pointing out 

the limitations and providing solutions in future perspectives based on this doctoral 

thesis. 

1.4. Publications 

The publications from this doctoral thesis answer the scientific questions stated above 

and contributed to developments in multisensor data fusion in remote sensing. The 

scientific articles successively describe: 

• Extensive literature review based on land cover classification approach in the 

urban environment in the last decade using ML and DL on HS and LiDAR data: 

Paper A (Section 3.1.): Kuras A., Brell M., Rizzi J., Burud I., Hyperspectral and 

Lidar Data Applied to the Urban Land Cover Machine Learning and Neural-

Network-Based Classification: A Review, Remote Sensing, 2021, 13(17), 3393. 

• Comparison of performance evaluations for semantic segmentation in two and 

three dimensions of fused HS and LiDAR data in the urban environment: 

Paper B (Section 3.2.): Kuras A., Jenul A., Brell M., Burud I., Comparison of 2D 

and 3D semantic segmentation in urban areas using fused hyperspectral and 

lidar data, Journal of Spectral Imaging, 2022, 11(a11), pp. 1-17. 

• An approach based on fused multitemporal HS and LiDAR data in an urban 

environment: 

Paper C (Section 3.3.): Kuras A., Brell M., Liland K.H., Burud I., Multitemporal 

Feature-Level Fusion on Hyperspectral and LiDAR Data in the Urban 

Environment, Submitted on December 2022 to Remote Sensing. 
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• The possibilities of application-based HS data integration with magnetics in 

geological characterization in remote areas 

Paper D (Section 3.4.): Kuras A., Heincke B.H., Salehi S., Mielke C., Köllner N., 

Rogass C., Altenberger U., Burud I., Integration of Hyperspectral and Magnetic 

Data for Geological Characterization of the Niaqornarssuit Ultramafic Complex in 

West-Greenland, Remote Sensing, 2022, 14(19), 4877.  

1.5. Conferences 

• IGARSS, September 26 – October 2, 2020, Virtual event 

- Oral presentation: Geological characterization of Niaqornarssuit Complex 

based on hyperspectral and magnetic data fusion, oral presentation. 

• WHISPERS, March 24-26, 2021, Virtual event  

- Oral presentation: Machine learning methods for road edge detection on 

fused airborne hyperspectral and LiDAR data 

- Conference paper (Appendix: Related papers): Senchuri R., Kuras A., Burud I., 

Machine learning methods for road edge detection on fused airborne 

hyperspectral and LiDAR data, 2021 11th Workshop on Hyperspectral Imaging 

and Signal Processing: Evolution in Remote Sensing (WHISPERS), 2021, pp. 1-

5, doi: 10.1109/WHISPERS52202.2021.9484007. 

• EARSeL, March 30 – April 1, 2021, Virtual event 

- Oral presentation: Blue-green microstructures – detection of geometrical and 

permeability features of microstructures 

• EARSeL, June 22-24, 2022, Potsdam, Germany 

- Oral presentation: change detection in urban areas from airborne-based 

hyperspectral and lidar data 

• IASIM, 2022, July 3-6, 2022, Esbjerg, Denmark 

- Oral presentation: Hyperspectral-LiDAR fusion applied for multitemporal 

analysis of urban areas 
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• WHISPERS, September 13-16, 2022, Rome, Italy 

- Oral presentation: Land cover classification based on hyperspectral-LiDAR 

fusion in urban areas: a case study 

 

• JURSE, May 17-19, 2023, Crete, Greece 

- Feature-Level Based Hyperspectral and Lidar Data Fusion for Urban Analysis  
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CHAPTER 2 

Background 

Remotely sensed data can be acquired using passive or active sensors. Passive sensors, 

such as HS imaging spectrometers, measure the naturally available energy reflected 

from the surface (Meer et al., 2001). Active sensors use an artificial energy source to 

illuminate the ground receiving the backscattered radiation, e.g., LiDAR scanner (Gupta 

2003). However, besides optimal sensing, geophysical investigations, such as magnetics, 

use physical signals sent to the ground to measure Earth´s magnetic field and its 

anomalies (Essa et al., 2022). 

2.1. Datasets 

In this thesis, I used airborne HS data, combining them with LiDAR in an urban 

environment and magnetics in harsh environments. Our datasets can be divided 

according to the applications used, such as urban analysis (Paper B, C) and geological 

characterization in remote areas (Paper D). 

2.1.1. Høvik, Norway: Urban environment 

In Paper B and Paper C, airborne HS and LiDAR datasets have been fused and analyzed. 

Both HS and LiDAR data were acquired under cloud-free conditions simultaneously by 

the Terratec AS Company on four flight campaigns in August 2019, April and September 

2020, and June 2021 over Bærum municipality near Oslo, Norway (Figure 1).  

 

Figure 1. Map of Norway showing the location of study of interest in Bærum municipality. 
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In particular, the HS data included images from two HySpex sensors: VNIR−1800 (400 

− 1000 nm) and SWIR−384 (1000 – 2500 nm), with 0.3 m and 0.7 m spatial resolution, 

respectively. The LiDAR data were acquired using Riegl VQ−1560i, with five pulses per 

m2 and intensity at 1064 nm.  

The particular area of interest is located in Høvik with a coordinate extent of 588060, 

6641500; 588878, 6641735 WGS 84 / UTM zone 32N (Figure 2).  

HS and LiDAR data have been preprocessed before the analysis.  

The HS data were georeferenced and orthorectified by the Terratec AS (Field Group) 

using the PARGE software (Parametric Geocoding and Orthorectification for Airborne 

Optical Scanner Data). PARGE reconstructed the geometry for each HS image pixel using 

a digital elevation model (DEM) of the region, GPS position, and attitude (ReSe 

Applications). The geocoded radiance data were topographically corrected to 

reflectance, applying atmospheric correction using ATCOR-4 (Atmospheric and 

Topographic Correction for airborne imagery). In the analyses, I excluded absorption 

features associated with H2O and OH close to bands at 1.4 μm and 1.9 μm, and noisy 

Figure 2. The study area in Høvik.  
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bands and outliers were set to bad bands. The images from all flight lines with residual 

176 channels for VNIR and 262 channels for SWIR were mosaicked separately using 

ENVI software (Environment for Visualizing Images). The resulting mosaic layers of 

VNIR and SWIR were stacked by applying the Savitzky-Golay filter (Ruffin et al., 1999) 

to all spectra and multiplicative scaling factor from VNIR to SWIR for leveling 

adjustment between ending VNIR and beginning SWIR spectral range around 1000 nm.  

First, from the LiDAR data (3D point clouds), the noise and outliers were removed, after 

which the point cloud was converted into 2.5D rasters of 0.3 m pixel size using Quick 

Terrain Modeler software. In Paper B and Paper C, the rasters contained information 

about slope, multiple returns, the intensity from the first return, normalized Digital 

Surface Model (nDSM), and point density (Figure 3).  

 

Figure 3. a) Cutout from a 3D point cloud from the area of interest. b-d) Raster examples representing 
multiple returns (b), the intensity from the first return (c), and nDSM (d).  

2.1.2. Niaqornarssuit complex: West Greenland 

The data used for geological characterization in West Greenland contain airborne HS 

(HyMAP (Kruse et al., 2000)) (Figure 4a) images and helicopter-borne magnetic data 

(Paper D (Kuras et al., 2022b)) (Figure 4d). The study area is a geological complex 

(Niaqornarssuit Complex) (Figure 4b, c) located in West Greenland (66.83°N −52.02°E 

long/lat WS 84). The Niaqornarssuit Complex is an elliptically formed ultramafic 

complex of 1.8 km x 0.9 km extent (Gothenborg et al., 1977). Well-exposed iron-rich 

(ultramafic) rocks characterize the complex at the surface, satisfying conditions to 
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acquire HS images. The area was entirely covered with a regional HS survey (HyMAP 

(Tukiainen et al., 2005)) in 2002. The HS camera was mounted on a Piper Navajo 

Chieftain aircraft flying at an altitude of ~ 2500 m with a scanner swath width of 3000 

m (Cocks et al., 1998; Kruse et al., 2000). 

 

Figure 4. The Niaqornarssuit Complex a) an HS HyMap image in RGB color representation, b) a simplified 
geological map of the Niaqornarssuit Complex from (Østergaard 2011), c) the geological complex from 
the southwest direction, representing a gently undulating rolling terrain with moderate relief, d) magnetic 
map of the study of interest. The yellow rectangle outlines the area around the geological complex.   

The geocoded radiance data were converted to reflectance using ATCOR4 with rugged 

terrain optimization (Salehi et al., 2017). The absorption features associated with H2O 

and OH close to bands at 1400 nm and 1900 nm were excluded from the analysis. The 

HS images, with the remaining 106 channels, were mosaicked using ENVI. Clouds, 

shadows, water, snow, ice, and rugged terrain with low illumination were masked from 

the HS scene.  

The magnetic data were acquired in 2012 in a magnetic helicopter-borne survey by 

Geotech Ltd. (Geotech 2012 ). A GPS navigation system and a radar altimeter were built-

in, generating a local Digital Elevation Model (DEM) of the terrain. The helicopter flew 

at an average speed of 80 km/h and an altitude of 87 m. The magnetic sensors were 

positioned on average 63 m above the ground. The total magnetic intensity map (Figure 
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4d) was obtained through preprocessing, including several corrections and micro-

leveling (Geotech 2012 ). 

2.2. Airborne Hyperspectral imaging 

Imaging spectroscopy (hyperspectral imaging) provides a three-dimensional cube that 

includes two-dimensional spatial information − x, y and adds spectral information – λ in 

the reflective spectral range from 400 – 2500 nm at each position (pixel) as a spectrum 

in the third dimension (Clark 1999) (Figure 5).  

 

Figure 5. The HS imaging principle represents an HS datacube and a random vegetation spectrum 
extracted from one highlighted pixel with black dashed lines. 
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The benefit of HS imagery is identifying an object based on its unique absorption 

features – spectral fingerprints. Therefore, the optical remotely sensed data are used to 

classify and map land covers based on physical and chemical material properties (Gu et 

al., 2012). However, HS images result in high dimensional data leading to 

computationally expensive analyses. Other limitations are the insufficiency of reference 

and training spectra and spatial variation in the spectral information (Santara et al., 

2016). Additionally, imaging spectroscopy-based classification is limited to several 

classes that contain the same material or similar spectral responses, such as roads and 

cycleways made from asphalt (Li et al., 2018). 

The accuracy and interpretability of object classification based only on a single sensor 

in complex, dense urban areas are often insufficient (Ghamisi et al., 2016). The HS data 

are limited in object differentiation made from the same material (Debes et al., 2014). 

The airborne images from passive sensors contain shadows that can lead to object 

misinterpretation or incomplete classification results (Hui et al., 2008). By combining 

the two types of data, the environmental-insensitive LiDAR sensor overcomes the 

shadow issue and complements the analysis with detailed information about the 

elevation (Dalponte et al., 2008). Multisensor data fusion can provide robust and reliable 

land cover classification, including spectral, spatial, and topographical features (Li et al., 

2018).  

The advanced literature on methods for information extraction from HS data includes 

denoising, spectral unmixing, dimensionality reduction, and data classification (Paoletti 

et al., 2019). Depending on the classification aim, different advanced mapping methods 

are applied to achieve the goal. HS imaging data are usually vectors expanding to higher 

dimensions (Manolakis et al., 2016). Generally, the first step of the classification process 

of the HS data is a spectral dimensionality reduction to the relevant components by 

applying linear spectral transformations (Manolakis et al., 2016). Standard techniques 

for dimensionality reduction are principal component analysis (PCA), linear 

discriminant analysis (LDA), and other unsupervised classification methods.  

HS imagery analysis is often challenging due to non-linear relations between spectral 

characteristics and similar materials (Li et al., 2019). Furthermore, the spectrum of any 

pixel in the HS image is a mixture of diverse materials. Therefore, ML and DL provide 
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helpful tools for confronting non-linear issues (Li et al., 2019). Other challenging 

problems in analyzing HS data are related to the data quality, spatial dependency of the 

spectra, and little reference spectral library for supervised classification methods 

(Camps-Valls et al., 2005).  

2.3. Multisensor Data Fusion 

In general, multisensor data fusion integrates observations from different sensors to 

improve and provide a stable and robust analysis of a target of interest (Durrant-Whyte 

et al., 2008). In remote sensing, multisensor data fusion has many advantages through 

improvement in classifications, detections, reliability, and reduction in data ambiguity, 

with the expansion of spatial, temporal, feature, and/or parameter dimensions 

(Khaleghi et al., 2013; Hall et al., 1997). However, to conduct data fusion, it is required 

to account for several challenges. 

Data errors 

Data produced by multiple sensors always contain technical errors, certain inaccuracies, 

and measurement uncertainties. Fusion-based data analysis is expected to be effectively 

insensitive to such imperfections and take advantage of data redundancy to mitigate 

their implications (Khaleghi et al., 2013). Before the fusion application, it is required to 

preprocess data from all sensors separately to eliminate errors and prevent error 

propagation in multisensor data fusion. 

Data alignment 

Fusion from multiple sensors involves preprocessing that must be done before the 

fusion operation. In the situation that the functionality of the integrated sensors differs, 

it is necessary to perform geometric coregistration to a common frame that involves 

appropriate calibration and sensor coalignment (Brell et al., 2016). 

Acquisition time 

Sensor fusion refers to the integration of data acquired simultaneously, e.g., a flight 

campaign with an HS camera and LiDAR scanner (Kuras et al., 2022c), and the 

integration of data collected at different times of day and year (Kuras et al., 2022b). In 

the latter case, a fusion-based analysis must deal with time variations without any loss 

of information. 



 

14 

 

Data dimensionality 

Each additional sensor added to the analysis means introducing a new parameter and 

dimension, which increases the complexity of the analysis as well as its processing time. 

Multisensor data fusion can be performed based on raw data, product, and application 

level (Figure 6), applying either physical or empirical approaches (Brell et al., 2016; 

Torabzadeh et al., 2014). Physical approaches consider sensor parameters, principles of 

the measurements, illumination sources, sensor position, and other quantities in the 

data preprocessing step (Asner et al., 2012; Brell et al., 2016). In HL-Fusion, the intensity 

values of the overlapping wavelengths in the two sensors describe a physical link that 

enables the creation of a hyperspectral point cloud (Brell et al., 2019). Empirical 

approaches neglect sensor characteristics; however easily correct geometric errors and 

adjust the spatial resolution of one sensor to another empirically (Kuras et al., 2021). 

 

Figure 6. Different multisensor data fusion levels, including raw data-level fusion (orange signs), feature-
level fusion (green signs), and application-level fusion (blue signs). 

Raw data-level fusion 

Sensor fusion based on raw data (without feature extraction) refers to combining data 

at the lowest processing level to merge physical parameters and thus expand the 

dimensionality of the final fused vector. The fused vector maintaining original 

information should improve classification results and be characterized by reliability and 
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transferability, which are neglected when using only one sensor. Such fusion is known 

in the remote sensing field, e.g., HS data combined with high spatial resolution 

panchromatic imagery (Kaufman et al., 2015), different HS sensors covering different 

spectral ranges such as VNIR and SWIR are merged (Senchuri et al., 2021), HS fused with 

Synthetic Aperture Radar (SAR) (Dabbiru et al., 2015). However, dimension expansion 

of already high-dimensional data can lead to a curse of dimensionality issues, mainly 

when the acquired data are limited (Hughes 1968). 

Feature-level data fusion 

Feature-based fusion is one form of fusion where the data from each sensor are 

subjected to preprocessing and feature extraction separately, building a new 

normalized feature space with compressed dimensions for each data. Subsequently, 

extracted features are merged before the main classification task, such as in the fusion 

of SAR and HS images (Hsu et al., 2003) and HS and LiDAR data in the urban 

environment (Senchuri et al., 2021; Man et al., 2015; Kuras et al., 2022c; Liao et al., 2017; 

Luo et al., 2017; Hasani et al., 2017; Khodadadzadeh et al., 2015) ( Paper C). In the 

classification problem, such analysis empowered an upgrade from pixel-based to object-

based classification by extracting spectral features from HS data and raster-based LiDAR 

features, such as height and its derivatives, intensity values (from the first return), point 

density, among others (Kuras et al., 2021). 

Application-level data fusion 

In the case of application-based (decision-based) fusion, the data from each sensor are 

analyzed separately, after which the final results are merged into a common decision or 

compared, e.g., in the form of a map or an image (Man et al., 2015; Luo et al., 2017), such 

as in HS data fused with geophysics (Kuras et al., 2022b; Bedini et al., 2018; Jackisch et 

al., 2020). This fusion is employed when combining data from individual sensors into a 

common feature vector is difficult (Sharma et al., 1998).  
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2.4. Hyperspectral-LiDAR Data Fusion for Urban Land Cover 

Segmentation 

 
HL-Fusion is based on integrating the spectral-spatial information provided by the HS 

data and the spectral-spatial-geometric-structural information of the LiDAR data on the 

feature level. Although differences in physics characterize HS sensors and LiDAR 

scanners, their properties can be combined.  

The LiDAR scanner´s monochromatic laser intersects into one of the following 

wavelength regions: 532 nm (VIS), 1064, or 1550 nm (SWIR), as the HS data cover the 

reflective spectral range (e.g., from 400 to 2500 nm). The combination of HS sensors and 

LiDAR significantly influences the advancement of remote sensing applications, paving 

the way for full 3D analysis (Hakala et al., 2012). However, HL-Fusion does not just stand 

for classification in full 3D geometry. Most applications are based on a geometric 

simplification of high-dimensional data, reducing both HS and LiDAR data to 2.5-

dimensional rasters. In HL-Fusion, the geometrical errors are usually mitigated 

empirically by adjusting the spatial resolution of one sensor to the other, neglecting 

sensor characteristics, such as scan or incident angles (Kuras et al., 2021). Despite the 

dimensional compression, HL-Fusion can perform better in land cover classification 

than one single sensor when integrating spectral, spatial, and structural features into 

the analysis. Attempts at such fusion have been made in the past decade, e.g., merging 

intensity, height and its derivatives, and other feature information extracted from 

LiDAR-based point clouds to spectral features derived from HS data. Individual studies 

on HL-Fusion rely on matching spectral data to the first return from LiDAR data. This 

helps preserve the 3D close-to-reality geometry and structures and strengthens the 

efficiency and robustness of the analysis of fused data (Brell et al., 2019). 

2.4.1. Airborne LiDAR Scanning 

The LiDAR scanner as an active sensor is a whiskbroom-type instrument emitting 

radiation from one bandwidth or more for multispectral LiDAR systems. A LiDAR 

system calculates the distance d based on the time the emitted light travels to the surface 

and back to the receiver based on the equation: 
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𝑑 =
𝑐𝑡

2
                             (1) 

where c is the speed of light. 

A laser in a LiDAR system is monochromatic, often available in three wavelengths, such 

as visible – 532 nm for bathymetric analyses, near-infrared – 1064 nm, and 1550 nm for 

vegetation and urban analyses. The laser hitting the object's surface measures the time 

passed between the pulse emission and reflection, enabling the extraction of 

information in a 3D point cloud (x,y,z) (Figure 7). From such a point cloud, we can derive 

elevation, single and multiple returns, the intensity from backscattered signals, texture 

information, and more (Yan et al., 2015; Wehr et al., 1999). Since the last decade, 

airborne LiDAR has become a standard method for diverse applications in urban and 

rural environments for analysis of terrain and coastal areas, 3D objects modeling, 

forestry, high-resolution topographic mapping, archeology, city planning, disaster 

management, and urban flooding simulation (Hui et al., 2008; Tóvári et al., 2012; Teo et 

al., 2017; Zhou et al., 2018). Also, the benefit o fusing airborne LiDAR is that it is resistant 

to complex variations in terrain and illumination conditions, preserving the full 3D 

geometry of data (Yan et al., 2015). 

 

Figure 7. Airborne LiDAR scanning principles. 
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2.5. Hyperspectral-Magnetic Integration for Geological 

Characterization 

In harsh environments, such as Greenland, standard mineral exploration techniques are 

problematic due to limited access and remoteness. Airborne-based remote sensing 

methods such as HS imaging and magnetics provide a time- and cost-efficient tool for 

geological characterization in an early exploration phase, especially for iron-rich 

geological complexes. Furthermore, both HS data and magnetics cover large areas by 

measuring physical parameters describing the spatial distribution of a structure of a 

geological complex and its lithology. 

Iron is the most significant component that allows the integration of HS and magnetic 

data in an iron-rich complex. In HS imaging, iron has distinct absorption features at 650 

nm (ferric iron Fe3+) and 1000 nm (ferrous iron Fe2+) in alteration minerals. Only iron 

and a few iron minerals are responsible for the magnetic properties of rock, which are 

caused by built certain iron ratio of Fe3+/Fe2+. Therefore, magnetic measurements are 

suited to retrieve magnetic information in iron-rich geological complexes. However, 

rock magnetization is related only to magnetite, iron-titanium oxide minerals, and 

pyrrhotite (Dentith et al., 2014), and lithological characterization is impossible if the 

geological complex contains other iron alteration minerals. On the other hand, HS can 

distinguish iron alteration minerals, but magnetite (considered the most magnetic 

mineral), despite a high iron content, does not show distinct absorption features in the 

reflective spectral range of the electromagnetic spectrum (Hunt et al., 1995; Till et al., 

2018; Kuras et al., 2022b).  

Although HSM Integration seems promising for mineral exploration in iron-rich 

geological complexes, especially in remote areas, little research has been done to 

combine optical remote sensing and magnetics, e.g., drone-based magnetics with 

multispectral images (Jackisch et al., 2022), drone-based magnetics, RGB, HS, and 

multispectral data (Jackisch et al., 2020), and drone-based magnetics and HS images 

(Jackisch et al., 2019). 
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2.5.1. Magnetics 

As a geophysical technique, the magnetic investigation method is the oldest and most 

commonly used in Earth´s subsurface research (Hinze et al., 1990). The magnetic 

method measures Earth's magnetic field variations, including anomalies. This technique 

is applicable for mineral exploration since magnetics can retrieve depth information 

compared to other mapping tools (Clark 1997). Therefore, in survey areas with poor 

exposure, the magnetic method is an integral approach for subsurface mineral 

exploration (Dentith et al., 2014). Magnetic field measurement is a required method for 

investigating magnetic anomalies. Therefore, modern instruments − magnetometers 

measure the Total Magnetic Intensity (TMI), a vector quantity of the vertical and the two 

horizontal components of the magnetic field (Dentith et al., 2014). 

Rock magnetism is determined by mineral content with magnetic properties. Magnetic 

properties of rocks reflect ferrous (Fe2+) and ferric (Fe3+) iron content in the rocks and 

depend on the chemical composition of iron-bearing minerals oxidation ratio of the iron 

(Fe3+/Fe2+) (Clark 1997). Generally, magnetic minerals are accessory minerals in 

intrusive rocks. Therefore, a magnetic property cannot directly relate to one lithology 

(rock type) (Dentith et al., 2014). 
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CHAPTER 3 

Publications 

3.1. Feature-Level Data Fusion 

3.1.1. Hyperspectral-LiDAR data meet machine and deep learning in the urban 

environment 

Before analysis began on HS and LiDAR data in the urban environment, we focused on 

related works and published our conclusions in the literature review in Paper A (Kuras 

et al., 2021). This scientific review presents ML and DL urban mapping methods focusing 

on airborne HS and LiDAR data and describes key characteristics of HS and LiDAR data 

and common urban land cover classes such as roads, buildings, and vegetation (Figure 

8).  

 

Figure 8. An illustrated overview of the scope of Paper A. 

We provided the latest information on advances in mapping techniques based on HS and 

LiDAR data in urban environments based on the reflective spectral range (400 – 2500 

nm). This work was intended to sum up classification methods in the urban 

environments for data scientists and remote sensing experts in the last decade, 

including Support Vector Machines (SVM), Random Forest (RF), Convolutional Neural 

Networks (CNN), and Recurrent Neural Networks (RNN). Moreover, we pointed out the 
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advantages and challenges of applying each algorithm to HS and LiDAR data and 

categorized the comparison based on input data, domain (spectral, spatial), and 

extracted features expressed in an extensive summarizing table.  

In the last decades, ML and DL have been revolutionizing the world of data processing 

of remote sensing data, such as HS and LiDAR data. Also, with the advancement of 

sensory technology, detailed information about the target of interest can be accessed by 

combining different methods. While shallow ML algorithms tend to operate pixel-based, 

DL algorithms function object-based, allowing simultaneous spectral features and 

contextual information extraction. This improves the accuracy of the results, and such 

classification reflects reality more closely. 

Particular attention should be paid to DL implementations of multisensor data fusion, 

such as the HL-Fusion. An HL-Fusion can be the key to complex urban analysis, going 

beyond human knowledge to explore and preserve the urban environment. The 

airborne HL-Fusion has been studied for urban land cover classification combining 

spectral features from HS data and height features and their derivatives from LiDAR 

data (Brell et al., 2019; Dian et al., 2016; Debes et al., 2014; Morchhale et al., 2016). In 

addition, an increasing amount of analysis on HL-Fusion data includes the spatial 

context in HS and/or LiDAR part, especially when implementing DL algorithms (Ghamisi 

et al., 2016; Chen et al., 2016; Li et al., 2018; Hang et al., 2020; Feng et al., 2019; Zhang 

et al., 2020; Chen et al., 2017; Singh et al., 2022; Senchuri et al., 2021; Zhao et al., 2020). 

This literature review was the basis for analyses of HL-Fusion data. With this work, not 

only did we select the appropriate algorithms for the analyses, but the key features of 

HS and LiDAR data were effectively extracted to align with the classification of selected 

urban land cover classes in Paper B (Chapter 3.1.2.) and Paper C (Chapter 3.1.3.). 
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3.1.2. Semantic segmentation in an urban environment based on airborne 

Hyperspectral-LiDAR fusion 

In the present and the next section, we focus on the fusion of airborne-based HL-Fusion 

at the feature extraction level for urban analysis. The foundation for these two studies 

is an extensive literature review presented in Paper A (Chapter 3.1.). The purpose of 

this section is first to design an HL-Fusion at the feature extraction level, proposing for 

the first time a 3D convolutional operation based U-Net (Ronneberger et al., 2015) and 

ResU-Net (Zhang et al., 2018; Yang et al., 2019) (Figure 9) for HL-Fusion data in the 

urban environment.   

 

Figure 9. The ResU-Net architecture implemented as an extension of U-Net. 

For this comparative study, the dataset from 2021 described in Chapter 2.1.1. was used. 

To facilitate the supervised segmentation in the complex urban environment, five main 

classes representing common urban land cover surfaces were selected, such as low and 

high vegetation, buildings, roads, and railways. 

We chose to compare different segmentation models based on U-Net and ResU-Net 

architectures with 2D and 3D convolutional operations. All algorithms were tested with 

different loss functions, such as two statistical-based Categorical Cross-Entropy, Focal 

loss (Lin et al., 2018), and one geometric-based Jaccard loss (Jaccard 1912; Duque-Arias 
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et al., 2021). However, to get the best out of Focal and Jaccard losses, we combined them 

in an additive way (Focal-Jaccard loss) (Figure 10). 

 

Figure 10. All semantic segmentation combinations implemented in this study. 

Table 1. Segmentation accuracies obtained by Matthew’s correlation coefficient (MCC). The gray shaded 
boxes indicate the highest accuracy score comparing all models for the five classes. Fields shaded in green 
represent the best accuracy result obtained by comparing loss functions within one model. 

 

 

2D U-Net 2D ResU-Net 3D U-Net 3D ResU-Net 

Cross-
Entropy 

Focal 
Focal-

Jaccard 
Cross-

Entropy 
Focal 

Focal-
Jaccard 

Cross-
Entropy 

Focal 
Focal-

Jaccard 
Cross-

Entropy 
Focal 

Focal-
Jaccard 

low 
vegetation 

0.82 0.59 0.64 0.71 0.63 0.62 0.61 0.56 0.63 0.54 0.94 0.61 

high 
vegetation 

0.95 0.89 0.91 0.59 0.94 0.98 0.88 0.82 0.91 0.82 0.86 0.98 

building 0.94 0.99 0.99 0.89 0.97 0.99 0.97 0.99 0.98 0.16 0.95 0.99 

road 0.90 0.97 0.96 0.83 0.95 0.94 0.96 0.95 0.98 0.21 0.92 0.97 

railway 0.95 0.99 0.99 0.05 0.88 0.95 0.99 0.93 0.99 0.10 0.98 0.99 

Overall 
accuracy 

(MCC) 
0.84 0.80 0.82 0.62 0.80 0.81 0.78 0.73 0.80 0.31 0.88 0.84 



 

24 

 

From Table 1, which demonstrates the experimental results, the following conclusions 

can be stated:  

1. In the 3D segmentation, Focal (Figure 11d) and Focal-Jaccard loss functions 

yielded significantly better overall accuracy based on Matthew´s correlation 

coefficient (MCC) than the Categorical Cross-Entropy models. This is because 

Focal and Jaccard losses converge to a lower loss faster than Categorical Cross-

Entropy, which helps classify classes that are difficult to predict (Kuras et al., 

2022c). Moreover, we took advantage of the Focal-Jaccard loss function as Focal 

loss can handle imbalanced data, and Jaccard distance is known for recognizing 

objects. 

2. Despite the simplicity, the 2D U-Net model with Categorical Cross-Entropy 

(Figure 11c) is stable and not sensitive regarding loss functions. In order to test 

the sufficiency of 2D segmentation against 3D segmentation, further research is 

carried out on more advanced segmentation tasks, intraclass segmentation, and 

the identification of materials in the urban environment.  

Figure 11. a) HS image in RGB color representation, b) Ground-truth with five classes obtained semi-
automatically, c) and d) best segmentation results such as 2D U-Net with Categorical Cross-Entropy, and 
3D ResU-Net with Focal loss, respectively. 
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3.1.3. Multitemporal analysis on fused airborne Hyperspectral and LiDAR data 

For feature-level HL-Fusion, we have extended the scope of analysis by approaching 

more complex problems relying on the outcome from Paper B. In this work, we studied 

the same dataset as in Paper B but supplemented it by adding measurements from the 

same study area from August 2019. Inspired by the capabilities of multitemporal HL-

Fusion and DL, we designed a generic workflow for multitemporal HL-Fusion analysis 

at the feature level (Figure 12), focusing on the following contributions: 

1. Performance of segmentation based on unsupervised endmember extraction and 

abundance map retrieval.  

2. Optimizing the segmentation results without parameter regularizations iterating 

the segmentation using multitemporal datasets. 

3. Generation of by-products, such as a local spectral library, to expand the local 

database. 

4. Automatic update of local maps based on available original maps of the region of 

interest. 

The analysis began with endmember extraction, which for HS data referred to the 

extraction of the most representative spectral features in an unsupervised way (Kuras 

et al., 2022c). From the LiDAR point cloud, raster-based features were generated, such 

as point density, the intensity from the first return, slope, multiple returns, and nDSM. 

Extracted endmembers from HS and LiDAR were the basis for retrieving normalized 

abundance maps fed into 2D ResU-Net (Yang et al., 2019; Zhang et al., 2018) 

segmentation algorithm. Segmentation was carried out on data from 2019 and 2021, 

comparing the implementation of data augmentation and analysis without it. After the 

initial segmentation, endmembers features were updated and introduced into the 

second iteration of segmentation. After the second iteration, a spectral library based on 

HS data was automatically generated for each defined class considering intraclass 

variability. This work was completed by calculating change maps for each class for the 

2019 and 2021 datasets. 
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Figure 12. Generic workflow for multitemporal HL-Fusion analysis.  

From Table 2, it can be inferred that optimization of endmember features before the 

second iteration of segmentation improved the final results for each class regardless of 

the implementation of data augmentation.  

Table 2. Initial (I) and optimized (II) segmentation results based on MCC for each class and F1 score 
overall accuracies for the dataset from 2019 without and with data augmentation.  

 

 

 

 

 

 

Color Dataset 
2019 without 

augmentation 

2019 with 

augmentation 

 Segmentation I II I II 

 Low vegetation 0.79 0.81 0.73 0.75 

 High vegetation 0.92 0.92 0.94 0.97 

 Building 0.88 0.94 0.97 0.99 

 Road 0.78 0.89 0.92 0.95 

 Railway 0.85 1 1 1 

 F1 0.818 0.831 0.814 0.843 
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It is worth noting that the model with integrated data augmentation outperformed 

(Figure 13). The data augmentation not only diversified the training dataset, which is 

often limited but also allowed the model to learn context features, thanks to which the 

model easily located objects not marked on the original reference data. 

 

Figure 13. Segmentation maps for the dataset from 2019 presenting a) the HS scene in RGB color 
representation, b) the ground truth data, c) initial (I) and d) optimized (II) segmentation with data 
augmentation.  

The best results from the optimized segmentation were used to retrieve change 

detection maps (Figure 14) from which it is possible to read changes associated with the 

addition or removal of a given object, i.e., an effective local update of maps in the urban 

environment. 

 

Figure 14. An example of change detection of buildings highlighting old (white) and new (orange) 
buildings. 
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3.2. Application-Level Data Fusion 

3.2.1. Airborne Hyperspectral-Magnetic Fusion for geological characterization 

in harsh environments 

To demonstrate the versatility of multisensor data fusion, we present another 

application of fusion of airborne HS data with another remote sensing sensor for 

material identification in harsh environments. This study aimed to evaluate a 

combination of airborne HS imaging and aeromagnetics (HSM Integration) with 

geochemistry support for the geological characterization of an ultramafic complex in 

harsh environments. Both methods complement each other since optical remote sensing 

delivers spectral information about the surface, while magnetics penetrates depths 

(Clark 1997). In this study, it was required to consider only magnetic responses related 

to the near surface to compare them with the optical data.  

An HSM integration has great potential in characterizing minerals and rocks based on 

spectral analysis and their magnetic properties in three dimensions. The dataset 

includes airborne optical and magnetic data from the ultramafic complex described in 

Chapter 2.1.2.  

This study developed a new Modified Absorption Feature Depth index (MIFD) for 

spectral analysis. The MIFD is based on the Iron Feature Depth Index (IFD) developed 

by Mielke (Mielke et al., 2014). The IFD is based on the subtraction of the absorption 

feature center (ferrous iron − 1000 nm or ferric iron − 650 nm) from the interpolation 

line between the right and the left shoulder of this feature (Mielke et al., 2014). The MIFD 

interpolated continuum (Equation 2) is divided by the absorption feature center, 

calculating the quotient between the interpolated line lineint and absorption center rcenter 

(Equation 3) (Figure 15) (Kuras et al., 2022b). 

𝑙𝑖𝑛𝑒𝑖𝑛𝑡 = 𝑟𝑙𝑒𝑓𝑡 + (𝑟𝑟𝑖𝑔ℎ𝑡 − 𝑟𝑙𝑒𝑓𝑡)
𝜆𝑐𝑒𝑛𝑡𝑒𝑟−𝜆𝑙𝑒𝑓𝑡

𝜆𝑟𝑖𝑔ℎ𝑡−𝜆𝑙𝑒𝑓𝑡
              (2) 

𝑀𝐼𝐹𝐷 =
𝑙𝑖𝑛𝑒𝑖𝑛𝑡

𝑟𝑐𝑒𝑛𝑡𝑒𝑟
                            (3) 

The MIFD was calculated for two absorption bands, close to 650 and 1000 nm, 

associated with Fe3+ (MIFD650) and Fe2+ (MIFD1000), respectively (Gupta 2003).  
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Figure 15. Schematic illustration of the MIFD1000 on a spectrum example. 

The magnetic analysis assumed that the ferrous and ferric MIFDs' ratio is directly linked 

to magnetic properties in the ultramafic complex. This is because only a certain 

Fe3+/Fe2+ ratio in the mineral can retain magnetic properties. Therefore, we considered 

the ratio of MIFD650/MIFD1000 as “susceptibility” values, filled modeling cells along the 

surface with these values, and performed forward modeling to determine the magnetic 

responses for measurement locations of an aeromagnetic survey that was acquired 

across the complex.  

The pseudo-magnetic responses from the iron ratio MIFD650/MIFD1000 were plotted 

against the magnetic information (residual magnetic anomaly) and the lithological 

information of the complex in Figure 16. 

Our results provide a link between optical data and aeromagnetics. This study is an 

initial step in the geological analysis of complexes retaining magnetic properties based 

on multidisciplinary research. We focused on non-invasive mapping and integrating 

airborne-based HS imaging with complementary sensors. Our study presents the 

following key results:  

1. The integration of remote sensing methods is related to the chemical and physical 

properties of the investigated rocks, considering only the near-surface material.  
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2. At the airborne scale, the absorption feature depths of chemical elements, such as 

iron, are strongly correlated with the chemical amount of the element. 

3. The regional lithology of the study area can explain the magnetic properties of the 

Niaqornarssuit Complex.  

4. The main benefit of multisensor integration of airborne HS and magnetic data is a 

significantly higher resolution of the hybrid model and, thus, a better exploration 

possibility. 

 

Figure 16. (A) Correlation plot between the magnetic data and the pseudo-magnetic responses calculated 
by forward modeling of MIFD650/MIFD1000-ratios with corresponding lithologies such as dunite 
(green), peridotite (blue), and pyroxenite (red). (B, C) show the calculated pseudo-magnetic response of 
the MIFD650/MIFD1000 ratio and the magnetic data, respectively. 
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CHAPTER 4 

Conclusions 

This dissertation is the product of a three-year PhD research program conducted at the 

Norwegian University of Life Sciences (NMBU) in Ås in Norway and was part of a project 

with Bærum municipality on ML and DL applications using airborne HS and LiDAR data 

to update local urban maps automatically. This doctoral thesis demonstrated scientific 

contributions to the potential of airborne HS data for multisensor data fusion for 

different applications. Detailed scientific contributions have been provided in feature-

level-based HL-Fusion for land cover classification in the urban environment and 

application-level-based HSM Integration for geological characterization in remote areas. 

Feature-level data fusion 

The research on feature-level data fusion started with a publication of an extensive 

literature review on HL-Fusion for land cover analysis in the urban environment based 

on ML and DL classifications (Paper A, Chapter 3.1.1.). The primary purpose of this 

review was to deepen knowledge of the HS and LiDAR classification for urban analyses 

and report the most common ML and DL algorithms. We highlighted, in particular, that 

most HL-Fusion approaches are made on feature-level fusion using DL algorithms. 

Therefore we described in detail the key characteristics of HS and LiDAR data, 

comparing previous scientific work based on a classifier, input data (HS, LiDAR, HL-

Fusion), domain (spectral, spatial), classes included in the analysis (building, vegetation, 

road), extracted features for classification, advantages, and limitations of each study. 

The most valuable outcome of this review was the obtained knowledge, and the work 

was the basis for our research on feature-level-based HL-Fusion in the urban 

environment. 

Relying on Paper A, work on Paper B (Chapter 3.1.2.) began by selecting appropriate 

features extracted separately from HS and LiDAR data. HS data were subjected to 

unsupervised iterative endmember extraction, representing endmembers derived from 

pure pixels in the HS scene. LiDAR data were normalized by extracting five features: 

intensity from the first return, point density, multiple returns, slope, and nDSM. The new 

feature space vector thus created was used for segmentation based on 2D and 3D 
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convolutional operations testing various advanced loss functions, such as standard 

Categorical Cross-Entropy, Focal loss, and a combination of Focal-Jaccard loss. For the 

first time, we proposed a 3D residual U-Net (ResU-Net) for HL-Fusion data in the urban 

environment. Thanks to this comparative study, we could deduce that the final result of 

segmenting such high dimensional HS data with LiDAR features depends on the 

algorithm and parameters chosen for classification. The best models for our 

classification purpose proved to be 2D U-Net with standard Categorical Cross-Entropy 

loss function and 3D ResU-Net with Focal loss. Both models correctly classified the study 

area and maintained the correct geometry (without rounded building edges). Despite 

its simplicity, 2D U-Net with Categorical Cross-Entropy demonstrated that it is stable 

and non-sensitive to loss functions. On the other hand, 3D ResU-Net with Focal loss 

outperformed, and we are convinced that with more complex study areas and 

classification tasks, 3D models, despite requiring time and adequate computational 

resources, will become state-of-art in the near future. 

Referring to the results of Paper B, Paper C (Chapter 3.1.3.) presents an advanced 

multitemporal urban analysis for fused HS and LiDAR data. In this study, we similarly 

extracted endmembers for supervised segmentation tasks as in Paper B. However, we 

focused on improving the available model through data augmentation and endmember 

feature optimization iterating the segmentation process. For this analysis, we applied 

bitemporal HL-Fusion data from 2019 and 2021. For optimization, we used features 

from both datasets, creating a stable and improved final segmentation and an 

automatically generated spectral library, which can be used as a by-product to expand 

a local database. Thanks to multitemporal analysis on HL-Fusion data, we generated a 

change detection map, which is the desired local map update as a final result. 

Application-level data fusion 

To demonstrate the versatility of airborne HS data applications, Paper D (Chapter 

3.2.1.) presents the application-based integration of airborne HS data and helicopter-

borne magnetic data for geological characterization in harsh environments. The main 

goal of this research study was to find a suitable physical link to integrate HS and 

magnetic data with the geological information of an iron-rich geological complex. This 

physical link in HSM Integration is iron, which not only has distinct absorption features 

in the reflective spectral range in HS data, but iron is the only material able to retain 
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magnetic properties. The work on the HSM Integration started by analyzing HS and 

magnetic data separately. For HS data, an innovative modified iron feature depth index 

(MIFD) was invented to effectively identify the ferrous and the ferric iron, considering 

their relative content. The result of the HS analysis was used for forward modeling with 

magnetic data as a starting model. The final phase of this study was based on comparing 

the total magnetic intensity map, pseudo-magnetic response with iron ratio, and 

geological information about the complex. With this study, we proved that multisensor 

data fusion usually involves improving the resolution of such a hybrid model, effectively 

enhancing the analysis results and diversifying them by adding missing parameters that 

would not be possible to acquire with a single sensor only. 

4.1. Overall Conclusions 

This dissertation focused on exploring the most effective feasibilities of using airborne 

HS data in fusion with other remote sensors. Based on the four articles in this PhD thesis, 

it can be concluded that each issue requires an individual approach, and there are 

undoubtedly many pathways to solving a given problem. Using my scientific background 

and creativity for my PhD thesis, I proposed methods in the analysis of multisensor data 

in the feature-level and application-level ranges, which solved the issues and confirmed 

the hypothesis that multisensor data fusion is profitable in terms of improved outcomes 

but also their variety, which can prove to be a gain in time even when the complexity of 

the analysis is considerably higher. HS and LiDAR fusion at the feature level is an 

effective way to integrate these two sensors in the analysis of the urban environment. It 

is worth noting that the potential and possibility of combining features extracted for 

analysis from both sensors, i.e., working in a common feature space, significantly 

facilitates the discrimination of urban land cover classes at different complexity scales. 

However, the fusion of HS data in geological characterization in harsh environments at 

the application level enables the exploitation of the capabilities of each sensor 

individually, generating single-sensor results. However, the fusion of those results 

allows for deepening the knowledge and comprehension of physical phenomena and 

problems that a single sensor cannot cover. 
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4.2. Limitations of the Multisensor Data Fusion 

Computation cost 

Analysis in an urban environment is very complex due to high material heterogeneity, 

material variance, and non-linear behavior within a defined object. To correctly perform 

such analysis with modern DL algorithms, it is necessary to use more input data to 

sufficiently train the algorithm, which is time-consuming and computationally 

expensive. In addition, the number of parameters increases, especially when working 

on high-dimensional data (HS data). Particularly time-consuming were analyses that 

relied on 3D convolutional operations. Therefore, we compared 2D and 3D 

segmentation methods in Paper B (Kuras et al., 2022c). However, we could not 

unequivocally state that 3D segmentation always achieves better results because many 

factors affect the algorithm's functionality in the algorithmic process. 

Data quality 

Multisensor fusion refers to the analysis of data from various sensors. These data are 

acquired in different ways, under different weather conditions, and at different times of 

the year. Since research on multisensor fusion is growing, the quality of the data should 

be high, avoiding, e.g., in HS data acquisition, low solar angles that cause low signal, 

clouds, and technical errors, which are caused by incorrect adjustment of integration 

time, altitude of the aircraft, and its speed. 

Complexity of the methods 

The operation of the sensors and data acquisition, as well as the preprocessing and 

processing of data from different sensors at an airborne scale, are highly complex. In 

order to combine HS images with magnetics in HSM integration and compare them, the 

spatial resolution of HS images had to be reduced twice to discretize magnetic modeling 

(Kuras et al., 2022b). The resolution of magnetics was increased using minimum 

curvature gridding, which may introduce new artifacts. Another example is the complex 

process in the multitemporal analysis of HL-Fusion data (Kuras et al., 2022a). This 

approach is very advanced and complicated, ranging from endmember extraction to 

segmentation and change detection framework. 
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Data acquisition costs 

In order to analyze airborne-based remote sensing data, an expensive flight campaign 

must be arranged with a professional crew. Until now, HS imagery and magnetic data 

have been collected locally; thus, the available data are limited or confidential. In 

Norway, however, there are already publicly available LiDAR data at 

www.hoydedata.no/LaserInnsyn/, mainly for extracting elevation information and its 

derivatives. 

Work organization – multidisciplinary research 

This dissertation on multisensor data fusion was linked to various scientific fields such 

as physics, mathematics, building physics, remote sensing, geology, and geophysics, as 

well as various institutions, e.g., Norwegian municipalities, national mapping agency, 

and scientific institutes from different European countries, among others. Each group 

operated with different terminology and had varied priorities, which was undoubtedly 

a unique lesson but also required a lot of commitment and time. 

Transferability/generalization 

All analyses on data used for classification in the urban environment (Chapter 2.1.1.) 

and geological characterization (Chapter 2.1.2.) were performed locally. The analyses 

focused on the general process chain and small data set, which may provide good 

regional results; however, generalization and transferability were neglected in Paper B 

(Kuras et al., 2022c) and Paper D (Kuras et al., 2022b). 

4.3. Future Perspectives 

In the near future, the demand for multisensor data fusion is expected to grow due to 

technological advances, scientific curiosity to enhance comprehension of the 

functioning of the Earth, and the only possibility to introduce solutions that a single 

sensor cannot provide. In this Chapter, we will focus on a recommendation to overcome 

some of the limitations mentioned in Chapter 4.2. 

 

In the feature-level fusion of HS data which in recent years is mainly based on 

(supervised) DL algorithms, it is advisable to continue research on unsupervised 

classification, which will not only save time but also avoid the errors made when 

http://www.hoydedata.no/LaserInnsyn/
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manually creating ground truths. As remote sensing methods become more accessible, 

more areas are being scanned multitemporal. Referring to this, multitemporal analysis 

with multisensor fused data from one study of interest over many years requires 

research in detecting mobile and static objects and high and low frequent changes in the 

urban environment. The optimal solution for HS fusion with LiDAR data would be an 

analysis based on a (hyperspectral) 3D point cloud. With such analysis, the classification 

task would gain more reliability, stability, accuracy, and closeness to reality. In this 

dissertation, multisensor data fusion was performed only at an airborne scale. Future 

studies based on application-level data fusion should include multiscale analysis 

considering satellite, aerial, drone scale, handheld, and laboratory measurements. This 

is particularly important in scene analysis where the complexity of classes varies, such 

as analyzing land cover surfaces combined with biochemical and biophysical 

parameters of the materials. Further research on multisensor data fusion, due to its 

great potential, versatility, and possibilities, should include physical parameters in the 

fusion process to create generic automatic methods for selected analysis tasks. 
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Abstract: Rapid technological advances in airborne hyperspectral and lidar systems paved the way 

for using machine learning algorithms to map urban environments. Both hyperspectral and lidar 

systems can discriminate among many significant urban structures and materials properties, which 

are not recognizable by applying conventional RGB cameras. In most recent years, the fusion of 

hyperspectral and lidar sensors has overcome challenges related to the limits of active and passive 

remote sensing systems, providing promising results in urban land cover classification. This paper 

presents principles and key features for airborne hyperspectral imaging, lidar, and the fusion of 

those, as well as applications of these for urban land cover classification. In addition, machine learn-

ing and deep learning classification algorithms suitable for classifying individual urban classes such 

as buildings, vegetation, and roads have been reviewed, focusing on extracted features critical for 

classification of urban surfaces, transferability, dimensionality, and computational expense. 

Keywords: machine learning; deep learning; lidar; hyperspectral; remote sensing; urban  

environment; data fusion; sensor fusion; urban mapping; land cover classification 

 

1. Introduction 

Over the last few decades, global urbanization has grown rapidly. By 2050, around 

68% of the world`s population will be living in urban areas [1]. This can cause environ-

mental challenges, including ecological problems, poor air quality, deterioration of public 

health, microclimate changes leading to severe weather, higher temperatures, limited ac-

cess to water, persistent vulnerability to natural hazards, and the release of toxic particles 

from fast industrialization into the atmosphere [2,3]. These challenges lead to difficulties 

in advanced urban analyses due to urban surfaces' spectral and structural diversity and 

complexity over a small area [4,5]. Therefore, constant monitoring of urban areas is often 

highly required. Systematic monitoring and updating of maps are critical in urban areas, 

where many objects are mobile (vehicles and temporary buildings), and the infrastruc-

ture, vegetation, and construction are constantly changing. 

Spatiotemporal investigations of the urban regions are today provided by remote 

sensing technology advances [6]. Especially, airborne remote sensing is a powerful devel-

oping tool for urban analysis that offers time-efficient mapping of a city essential for di-

verse planning [7], management activities [8], and monitoring urban and suburban land 

uses [9]. It has been proven as a common technique for mapping urban land cover changes 

to investigate, e.g., social preferences, the regional ecosystem, urbanization change, and 

biodiversity [10]. Urban remote sensing, in particular, is widely used for the investigation 
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of three-dimensional urban geometry that is crucial for modeling urban morphology [11], 

identifying various objects, heterogeneous material, and mixtures. However, the growing 

challenges require a state-of-the-art technological solution in terms of sensors and analysis 

methods. Continuous development and improvement of remote sensing sensors increase 

interest in identifying urban land cover types based on spectral, spatial, and structural 

properties [12,13]. In urban mapping, lidar analyses (light detection and ranging), hyper-

spectral data (HS), and synthetic aperture radar (SAR) have become significant. Different 

portions of the electromagnetic spectrum are useful in analyzing urban environments 

from the reflective spectral range to the microwave radar [14]. The latter provide high-

resolution images independent of the time of day and weather; however, due to the re-

quirement of oblique illumination of the scene, occlusion and layover appear, making the 

analysis of dynamic urban areas difficult [15]. 

Urban land cover classification accuracy and interpretability based only on a single 

sensor in complex, dense urban areas are often insufficient [16]. The heterogeneity in the 

urban areas leads to high spectral variation within one land cover type, resulting in very 

complex analyses. The impervious surfaces (roofs, parking lots, roads, and pavements) 

notably vary in the spectral and spatial-structural manner. In addition, scale and spatial 

resolution are relevant for estimating urban heterogeneity. Scale defines heterogeneity, in 

which materials are taken into account analytically or absent or grouped into one class, 

e.g., individual trees, type versus forest, or vegetation in general [17]. Spatial resolution, 

on the other hand, determines the level of pixel mixing. However, high spatial resolution 

increases the physical material heterogeneity, increasing the complexity of analyses. 

HS data provide spectral information about materials, differentiating them without 

elevation context. The challenge in the pure spectral analysis is the negligence of object 

identification, mostly built from various materials maintaining very high intra-object het-

erogeneity. By contrast, lidar data can distinguish between different land cover classes 

from the same material at a different height, such as asphaltic open parking lots and roads 

[18,19]. Furthermore, passive remote sensors, such as HS, are sensitive to atmospheric 

conditions and illumination, whereas lidar as an active sensor is less sensitive to these 

factors. This property of lidar enables, e.g., a physical correction of shadow and illumina-

tion purposes when combined with HS data [20–25] and intensity measurement for urban 

land cover mapping in shaded areas [26]. Regardless of the spatial and spectral resolution 

of airborne-based HS sensors, urban environments are characterized by spectral ambigu-

ity and reduced spectral value under the shadow caused by topography changes, build-

ings, and trees, which can be overcome by adding lidar data as presented by [27]. In order 

to overcome the limitations of individual sensor capabilities, the recent technologies are 

based on multisensory fusion in the classification of urban surfaces, combining active and 

passive remote sensing, such as airborne-based lidar and hyperspectral data (HL-Fusion). 

Such an HL-Fusion can provide complementary information regarding the three-dimen-

sional topography, spatial structure, and spectral information in the landcover classifica-

tion purposes [19,28–31]. 

Moreover, a fusion of spectral, spatial, and elevation features provides robust and 

unique information relevant to the urban environment [30]. The airborne HL-Fusion has 

already been investigated for urban land cover classification purposes [30,32,33]. How-

ever, diverse combination methods are implemented on different data and product levels 

based on either physical or empirical approaches [34]. Furthermore, since all fusion pro-

cesses are very complex, there is no defined framework for fusing these sensors. There-

fore, a comprehensive summary of previous research on data fusion may enhance the un-

derstanding of fusion possibilities, challenges, and common issues that limit the classifi-

cation results in the urban environment. 

Machine learning (ML) techniques have been applied as classifiers for HS data [23–

28]. Depending on the classification aim, different mapping methods are applied to 

achieve the goal. ML algorithms are in constant improvement, providing algorithms that 

can hierarchically extract more complex features. This ability is assigned to a subfield of 
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machine learning as deep learning (DL). DL has been proven as an effective technique for 

feature extraction of HS data on the spatio-spectral level [35–40]. Although ML and DL 

methods are considered relevant classification tools in remote sensing, different algo-

rithms perform best, extracting different pixel- or object-based features. Choosing a clas-

sification algorithm for HS data requires knowledge about the features that can be ex-

tracted. Especially, DL has gained popularity, thanks to finding unique deep parameters 

in a pixelwise manner [41]. However, in the urban context, a per pixel classification can 

lead to noisy results considering high spatial distribution. 

Moreover, classification results mainly depend on the number of training samples, 

limiting the performance and accuracy when the training dataset is insufficient for learn-

ing the network algorithm [42]. In order to improve the classification results and reduce 

the heterogeneity issue, the inclusion of contextual information around pixels and object-

oriented classification [43,44] were considered, which allowed retrieving spatial infor-

mation of HS data and extracting critical spatial patterns of urban land cover classes 

[45,46]. ML- and DL-based land cover classification in the urban environment from lidar 

is primarily directed to detect buildings or high vegetation [47]. This is due to the lidar`s 

ability to extract geometric features from objects, deriving their shape, elevation, and other 

properties that are useful for a classification purpose. Especially, lidar, in combination 

with HS, is a powerful tool for classifying urban materials. However, since the objects in 

the urban scene are complex, analyses with conventional classifiers achieve a low accuracy 

[48]. Commonly, the application of ML and DL algorithms for classification purposes in 

the urban environment outperforms traditional classifiers developing very quickly [49]. 

This review study presents the latest ML and DL urban mapping methods focusing 

on airborne HS and lidar data. The datasets cover the reflective spectral range of the elec-

tromagnetic spectrum (VNIR, SWIR). The paper focuses on ML and DL classification al-

gorithms applied in the urban environment for land cover classes, such as buildings, 

roads, vegetation, and water analysis. We point out algorithms applicable for HS, lidar, 

and HL-Fusion and the challenges of applying each algorithm to hyperspectral and lidar 

data. 

The structure of this review paper is arranged as follows (Figure 1): in Section 2, typ-

ical urban land cover classes are described in terms of their complexity in HS and lidar 

data analysis. Section 3 synthesizes the general characteristics of HS and lidar data, high-

lighting the automated and handcrafted features extracted from both sensors. In Section 

4, classification algorithms for urban mapping purposes are described. Section 5 shows 

the results and discussion of the presented algorithms in urban environment classifica-

tion. Finally, we point out conclusive remarks on the mapping methods, HL-Fusion po-

tential, perspectives for further research, and recommendations for new research fields. 

 

Figure 1. The structure of the review paper. 

2. Classified Urban Land Cover Classes 

The urban land cover consists of very complex physical materials and surfaces that 

are constantly having anthropological impacts. The urban surface types are a mosaic of 

seminatural surfaces such as grass, trees, bare soil, water bodies, and human-made mate-
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rials of diverse age and composition, such as asphalt, concrete, roof tiles for energy con-

servation and fire danger [50], and generally impervious surfaces for urban flooding stud-

ies and pollution [51]. The complexity of urban analysis also depends on the scale chosen 

and its purpose. Many classifications refer to urban materials with fine spatial resolution 

deepening the heterogeneity, allowing a more detailed mapping result. The classification 

of urban objects, which consist of many different materials and variance within a class, 

although significant (e.g., in city map updates), becomes a challenge due to the highly 

nonlinear and heterogeneous composition of different objects surfaces and materials, and 

thus, there is the need to use more training data for classification purposes, which is time-

consuming and computationally expensive. 

2.1. Buildings 

Buildings in an urban context can be recognized as shapes with planar surfaces and 

straight lines [52]. Building detection based on remote sensing methods plays a crucial 

role in many applications in the urban environment, such as in 3D monitoring of urban 

development in time [53], urban planning, telecommunication network planning, vehicle 

navigation [33], urban energy planning [53], city management, and damage assessment 

[54]. Many mapping techniques are based on shape identification, outlines, and prelimi-

nary model data [54]. Besides detecting buildings as objects, building roof extraction has 

recently been a hot topic within the remote sensing community. Building roofs are defined 

by planarity properties and height derivatives based on elevation. A 3D visualization of 

buildings is of great importance for infrastructure management and modeling, 3D city 

mapping, simulations, change detection, and more [55]. Both airborne-based optical and 

lidar data have been used recently to map buildings. A common way to detect buildings 

is to use a digital surface model (DSM) [56,57], a normalized DSM (nDSM) [58,59], or a 

point cloud extracted from lidar data [60–63]. Lidar is capable of extracting building 

heights and planar roof faces [33]. It is beneficial for spatiotemporal assessment and in-

vestigation of building density for sustainability study and residential development in 

cities [53]. 

By contrast, airborne-based HS data can better distinguish between materials at the 

roof surfaces due to their spectral differences [33]. However, not including the elevation 

information from the lidar scanner, the classification of buildings and their roofs can be 

too complex without human expertise. One example is a building surrounded by an arid 

lawn with open soil, a grass rooftop, a building with an asphaltic parking lot, or bitumen 

roofing surrounded by asphaltic parking at the building's ground-level high vegetation 

(trees) overhanging buildings [64]. Therefore, an HL-Fusion can improve the building 

classification results offering high accuracy on a spectral and spatial basis. 

2.2. Vegetation 

Vegetation is recognized by its geometrical complexity, defined by parameters such 

as the roughness, point density ratio measure [65], and chlorophyll spectral feature. In the 

last decade, active (Sentinel-1, LiDAR, and radar) and passive (Quickbird, Worldview, 

Sentinel-2, Landsat, and MODIS) remote sensing has been widely applied to vegetation 

detection. Lidar data are used to generate virtual 3D tree models [66], map low and high 

vegetation [67], and, using multispectral lidar, assess vegetation variety regarding its 

health and density [68], as well as extract vegetation indices, e.g., NDVI [69] for monitor-

ing changes caused by urbanization, anthropogenetic activities, and harvesting applying 

wavelet transform [70,71]. However, vegetation detection is not a straightforward ap-

proach. The analysis is often complex and detailed due to the increasingly finer spatial 

resolution of remote sensing devices, such as distinguishing photosynthetic and nonpho-

tosynthetic vegetation [72]. Vegetation is often not defined as a whole but as groups, for 

example, as low vegetation (grass), middle vegetation (shrubs), and high vegetation 

(trees). One of the more complex challenges is the similar morphology of low/young trees 

and shrubs, causing misclassification of shrubs as high trees [73]. HS data are also used to 
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detect vegetation on a spectral basis (chlorophyll reflectance), differentiating between 

vegetation types and healthiness. More biophysical parameters can be defined due to 

more spectral bands than multispectral lidar (usually 2–3 wavelengths), such as the leaf 

area index, fractional cover, and foliage biochemistry [74]. Both sensors have been fused 

in many studies, e.g., for canopy characterization for biomass assessment and estimation 

of risk of natural hazards [75] and urban tree species mapping [76]. 

2.3. Roads 

Road detection from airborne-based HS and lidar data is essential in remote sensing 

applications, e.g., a road navigation system, urban planning and management, and geo-

graphic information actualization [77,78]. The elevation feature derived from lidar data 

has been proven as a significant parameter to extract time-efficient road methods com-

pared to optical methods [79]. DSM distinguishes more precise boundaries of surfaces, 

even in occluded regions [80]. However, only lidar-data-based classification is limited 

when roads are at the same elevation but made of different materials, such as asphalt, 

concrete, or other impervious materials [18]. Therefore, HS imaging can differentiate be-

tween different materials and their conditions to complement road classification pur-

poses. It has already been proven by Herold et al. [81] for the following uses: map altera-

tion, degradation, and structural damages of road surfaces based on spectral analysis. 

Usually, to detect roads, texture information is implemented [82]. In addition, lane marks 

can be used as an indicator for new roads; however, this approach is illumination sensitive 

[83]. HS data classification without topographic information is challenging when differ-

entiating between two objects made from the same material: differentiation between a 

parking lot, parking at the ground level, cycleway, and a road [30]. 

2.4. Miscellaneous 

Apart from the above-described land cover classes, the urban environment consists 

of more complex thematic classes. They commonly cannot be chemically or physically 

described by a single hyperspectral absorption feature or other single features, such as 

height or shape, which are, however, extracted from contextual information. Thus, spatial 

context is critical and necessary for identifying industrial areas, commercial or residential 

buildings, playgrounds, and harbors in coastal cities. The combination of spectral and 

spatial features from HS and lidar data shows potential, allowing identifying thematic 

class and assessing its condition in terms of quality and materials. 

3. Key Characteristics of Hyperspectral and Lidar Data 

In urban land cover classification, handcrafted feature engineering plays an im-

portant role in standard shallow ML algorithms, such as support vector machines (SVM) 

and random forest (RF). Features are manually derived from remotely sensed data and 

defined to describe an object of interest, starting from spectral bands through, for example, 

spectral indices and contextual information, which are generally very useful in defining 

important biophysical parameters, e.g., for vegetation [84]. However, manually derived 

features may not sufficiently represent the highly complex and unique urban environment 

[85]. Depending on the classification objective and classified objects, different features are 

required. However, in DL, the feature engineering process is simplified as features are 

extracted during the training step [86]. These automatic high-level features can represent 

complex spatial correlations and nonlinear relationships. Examples of handcrafted fea-

tures for both HS and lidar data are described below in this section. 

3.1. Hyperspectral (HS) Images 

HS data retrieved from an imaging spectrometer are a three-dimensional cube that 

includes two-dimensional spatial information (x, y) with spectral information at each pixel 
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position xiyj [87]. Each pixel in the obtained digital data contains a nearly continuous spec-

trum covering the reflective spectral range of the visible, near-infrared (VNIR: 400–1000 

nm) and short-wave infrared (SWIR: 1000–2500 nm) [88,89]. HS as a passive system is 

dependent on the given lighting conditions resulting in high intraclass (within a class) 

spectral variability. In these wavelength ranges of the electromagnetic spectrum, particu-

lar absorption features and shapes make it possible to identify the material`s chemical and 

physical properties [90]. For example, in urban land cover classification, the reflective 

spectral range is often used to map diverse soils [91], vegetation [92], rooftop materials 

[93,94], and other complex physical materials [12,95–97]. 

A high spectral resolution characterizes airborne-based HS applications at the ex-

pense of spatial resolution since the HS sensor’s spatial resolution linearly depends on the 

flight altitude and the instantaneous field of view (IFOW) [98]. However, due to technol-

ogy development, the spatial resolution of HS is enhanced. Spectrometers with high spec-

tral and spatial resolution have been used to identify detailed urban materials 

[12,13,94,99]. With a higher spatial resolution of the hyperspectral camera, it is more likely 

that the spectral signals are less mixed, producing pure pixels and thus detecting materials 

in the urban environment with high geometric detail and material accuracy. However, a 

high resolution can lead to difficulties, detecting more diverse materials within a single 

object, thus increasing heterogeneity and making object-based classification on a coarser 

scale more challenging. Especially in urban remote sensing, the spatial complexity of the 

objects and their heterogeneity have been an issue for limited spatial resolution in many 

studies [94,100]. When within a single pixel, the spectral mixture is very complex, the dif-

ferent spectral properties of individual urban materials are lost, making classification at 

the level of relevant urban materials challenging [101]. Therefore, a high spatial resolution 

of hyperspectral sensors has become a crucial parameter in urban mapping. 

Land cover classification based on HS data is affected by spatial and spectral resolu-

tion, classification purposes (scale and defined land cover classes), mapping methods, and 

data acquisition and preprocessing. The latter can be the optical geometry, integration 

time, and other parameters during the acquisition [102]. Especially in airborne-based HS 

imaging, the sensor experiences altitude variation, which results in geometric distortions 

in the HS scene [103]. It is always a compromise between off-nadir distortion, spatial res-

olution, mixed pixels, and SNR (signal-to-noise ratio). Therefore, the strategy and flight 

scheme must be adapted to the level of the classification target in an advanced way. The 

flight line's swath width is reduced at a lower altitude, which requires more flight lines to 

be flown to cover the target area with changing light conditions due to long integration 

time [104] and leads to higher off-nadir distortions [105]. However, there are challenges 

for flying at higher altitudes, such as a high degree of mixed pixels due to a low spatial 

resolution [106]. In addition, the short integration time at lower altitudes results in lower 

SNR and decreased sensor sensitivity, producing a more elevated noise floor. 

3.1.1. Spectral features 

Within one material, spectral features can vary due to color, coating, degradation, 

alteration, roughness, the illumination of material, data acquisition, location of the mate-

rial, and preprocessing data (Figure 2) [97,107,108]. These variations within a material are 

more and more investigated, generating spectral libraries of complex urban materials 

[12,109,110] and normalization based on advanced preprocessing. HS images result in 

high-dimensional data leading to computationally expensive analyses. For this reason, the 

first common step of the classification process of the HS data is very often a spectral di-

mensionality reduction to the relevant components applying linear spectral transfor-

mations without losing important spectral information [111]. Standard techniques for di-

mensionality reduction are often statistically based, such as principal component analysis 

(PCA) [112], linear discriminant analysis (LDA) [113], multivariate curve resolution 

(MCR) [114], and other unsupervised classification methods. Such data compression saves 

computing time, reduces noise, and retains needed information [115]. They are often 
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based on the individual image statistic, and thus they are not directly transferable to other 

flight lines or flight campaigns. In addition, quantification procedures based on the spec-

tral signature are no longer possible. Statistical calculations have been applied to the spec-

tral features of the urban materials, such as continuum removal [116,117]. The continuum-

removal algorithm is applied to identify spectral absorption features by their wavelength 

positions and shapes, removing the overall albedo of the reflectance curve and reducing 

the searched material's superimposition [118]. However, the general shape of an absorp-

tion feature is relevant for material identification and quantification. Continuum removal 

may prove effective only for limited studies, excluding the original shape of the spectra. 

Some handcrafted target-specific features can be calculated from optical remote sensing 

data, such as normalized difference vegetation index (NDVI) for vegetation detection 

[8,18,119,120], new impervious index, road detection index, new roof extraction index for 

the detection of built-up, roads, and roofs [121], normalized difference built-up index 

[122], visible red and green near-infrared built-up indices [123], road extraction index 

[124], and hyperspectral difference water index for the detection of urban water bodies 

[125]. 

 

Figure 2. At surface reflectance of some urban surfaces (HySpex sensors VNIR-1800 and SWIR-384). The hyperspectral 

dataset was acquired by the Terratec AS Company in August 2019 over Baerum municipality, Oslo, Norway. 

3.1.2. Spatial Information 

Spatial-context information is widely used to achieve robust and accurate classifica-

tion maps considering the neighborhood in the target pixel. While spectral features are 

the most relevant features in material-based classification, adding spatial features to object 

classification makes it easier to group pixels with some spectral variance into one class 

representing an object or land cover type [126] (see Section 3.3). In addition, the spatial 

noise of the classification results can be reduced [127,128]. In [129], the authors proposed 

a context-sensitive semisupervised SVM classification technique using contextual infor-

mation without assumptions about the labeling of contextual pixels. In [130,131], the au-

thors also added the contextual features into hyperspectral image classification, including 

the information in the classification map generation step. Spatial information is often in-

corporated in hyperspectral classification problems applying Markov random field where 

a predefined neighborhood of a pixel assumes that the central pixel belongs to the same 

class [36,132,133]. Contextual features can also be extracted considering texture (see Sec-

tion 3.3.1), morphological features (see Section 3.3.2), and image segmentation. 

  



Remote Sens. 2021, 13, 3393 8 of 38 
 

 

3.2. Lidar Data 

Lidar data is a three-dimensional point cloud (x, y, z) which delivers by default in-

formation about elevation, multiple-return, the reflected intensity, texture, and wave-

form-derived feature spaces from the object hit by laser pulse [31,134]. As an active sensor, 

a lidar system emits radiation from one bandwidth (more in the case of multiwavelength 

lidar scanners) to the object surface at high repetition rates. Lidar scanners are whisk-

broom-type instruments and typically use the monochromatic laser in visible—532 (bath-

ymetric/coastal mapping)—and near-infrared—1064 and 1550 nm—for example, for veg-

etation detection and differentiation between asphaltic and nonasphaltic roads [135] 

which can be used as an additional intensity feature in land cover mapping in the reflec-

tive spectral range [31]. The advantage of using airborne lidar is insensitivity to relief dis-

placement and illumination conditions [31], retaining full 3D geometry of data. 

3.2.1. Height Features and Their Derivatives (HD) 

The height feature is used to calculate the three-dimensional coordinates (x,y,z) that 

generate a gridded 2.5-dimensional topographical profile of the area of interest [31]. Es-

pecially in the urban environment, the z value height is crucial for precise contour gener-

ation of elevated objects [31]. In addition, the height difference between the lidar return 

and the lowest point in cylindrical volume has been investigated and proven as an im-

portant feature in discriminating ground and nonground points [136,137]. Moreover, a 

digital surface model (DSM) (Figure 3A) is extracted from the height information applying 

interpolation of 3D points onto a 2D grid. From a DSM, a surface roughness layer [138] 

and a normalized DSM (nDSM) (Figure 3C) are calculated, subtracting the digital terrain 

model (DTM) (Figure 3B) from the DSM [31]. The overlapping of the building height in-

formation and the terrain height information is thus excluded. The object representation 

heterogeneity is therefore reduced, which helps the classification procedure. 

 

Figure 3. Examples of DSM (A), DTM (B), and nDSM (C) from Riegl VG-1560i LiDAR scanner ac-

quired by the Terratec AS Company in August 2019 over Baerum municipality, Oslo, Norway. 

The nDSM represents the above-ground points that correspond to the actual heights 

of the object, omitting information about the objects which could complicate the classifi-

cation, for example, the differentiation of buildings in lowland or hilly regions. The height 

information from lidar data helps differentiate between high and low vegetation [139], 

tree-level characterization applying the canopy height model (CHM) [140], and roads and 

buildings in the urban environment [8]. In addition, slope calculation (first derivative of 

any elevation product) and surface curvature (second derivative of the elevation surface) 

have been applied for detecting surface roughness [141,142] and changes in the normal 

vectors of the surface [143]. Moreover, calculated skewness and kurtosis models from the 

lidar elevation data were applied by Antonarakis et al. [144] to determine planted and 

natural riparian forests and their ages [32]. In the classification approaches, Charaniya et 

al. [145] included height variation, Bartels and Wei [146] calculated mean variance and 

standard derivation of the height in the first echo from lidar to measure the roughness, 

and Im et al. [147] added homogeneity, contrast, and entropy of height as feature spaces 

after image segmentation (Figure 4). 
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3.2.2. Intensity Data 

Intensity values extracted from lidar data correspond to the peak amplitudes from 

the illuminated object [31]. Applying intensity as a feature space, Song et al. [148] pre-

sented an approach to determine asphalt roads, grass, house roofs, and trees. However, 

trees’ diverse intensity values undermine the classification due to the canopies` complex 

geometry [149]. Moreover, lidar-based intensity can differentiate between low vegetation 

and impervious surfaces, such as built-up areas. MacFacen et al. [150] applied the esti-

mated mean intensity values from a lidar dataset in an object-based image classification 

approach. Intensity data are unstable and contain artifacts in the overlapping regions of 

single strips and eccentricity caused by the gain response, sensor scanning, and environ-

mental factors [151–153]. To remove the noise from the intensity data, interpolation, fil-

tering methods, and radiometric calibration are commonly used [148,154]. Additionally, 

the influence of flying altitude variations, topography, and atmospheric conditions can be 

corrected, adjusting intensity values, which is called range compensation [155]. 

 

Figure 4. Features derived from the height information from lidar data. 

3.2.3. Multiple-Return 

A lidar-based laser pulse can split into multiple laser returns if it hits a permeable 

object such as a tree canopy and obtains a response from, e.g., branches, leaves, stems, and 

the ground [31]. Multiple-return data has been recently used as an additional feature 

space in the urban mapping in the commercial building, small house, and tree determina-

tion [146]. Charaniya et al. [145] and Samadzadegan et al. [48] extracted the first, the last, 

and the normalized difference (NDI) between these returns to investigate roads and build-

ings. However, multiple returns occur as well if the laser pulse reaches building edges 

[156]. 

3.2.4. Waveform-Derived Features 

Full-waveform lidar scanners can retrieve the entire signal of the backscattered laser 

pulse as a 1D signal profile in the chronological sequence [134,156,157]. A full-waveform 
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lidar system can better correct the intensity values than the discrete systems, such as ac-

curate estimation of the surface slope [158], eliminating the assumption of Lambertian 

reflectors [159]. However, before using any classification approach, proper radiometric 

calibration is needed to adjust waveform data from different flight campaigns. Such a ra-

diometric calibration should include preflight, onboard, and vicarious calibration, as pre-

sented by Wagner [155]. The waveform-derived features extracted from the gaussian de-

composition function have been tested for urban mapping purposes [47,136,160,161]. 

They include the waveform amplitude, (normalized) number of echoes, their width 

(Gaussian standard deviation), the difference between the first and the last return, echo 

shape, and echo cross-section. The latter provides high values for buildings, medium val-

ues for vegetation, and low values for roads [137]. For building facades and vegetation 

that meet multiple echoes, the normalized number of echoes feature is, therefore, relevant 

[137]. Jutzi and Stilla [162] extracted linear features on roofs based on full-waveform data. 

Chehata et al. [136] provided that by adding echo width as a feature, the classification 

results improved for low vegetation. Echo shape was investigated by [137,163], providing 

low values to roofs and high values to vegetation. It has been proven that the waveform 

geometry helps to differentiate between trees and built-up areas [136,156,164], determine 

tree species [165,166], and segment lidar point clouds in an urban area [167]. The wave-

form amplitude depends on the target. High amplitudes were observed by Chehata et al. 

[136] for rooftops, gravel, cars, bare soil, and grass, and low amplitudes for asphalt, tar 

street, and water. Mallet and Bretar [156] observed high amplitudes for grass and bare 

earth and found that the spread in the pulse and low amplitudes can be assigned to flat 

surfaces by increasing the incident angle. The echo waveform classification has been ap-

plied by Lin and Mills [168] and Doneus et al. [169]. The terrain echoes were separated 

from echoes from bushes and low vegetation. The echo pulse is wider on the canopy sur-

face and plowed field than on the meadow and street [156]. High point density in full-

waveform lidar data helps to detect vegetation types and states [170]. 

3.2.5. Eigenvalue-Based Features 

The eigenvalues are calculated based on the covariance matrix of x, y, and z dimen-

sions of the 3D point cloud as λ1, λ2, and λ3. Eigenvalues as features help detect geomet-

rical parameters, such as plane, edge, and corner [171]. The following structure features 

have been applied to lidar data: omnivariance, anisotropy, planarity, sphericity, linearity, 

and eigenentropy for features for context-driven target detection [172] building detection 

[171]. Some of them are shown in Figure 5. The planarity feature is proven relevant for 

road classification or other flat surfaces and sphericity for building and natural ground 

(low vegetation) detection [136]. 

 

Figure 5. Structure features derived from lidar data: omnivariance (A) and linearity (B) from [171]. 
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3.3. Common Features—HS and Lidar 

 

3.3.1. Textural Features 

Besides spectral information of hyperspectral sensors, pixel-wise spatial features are 

relevant for image content, such as textural features. The textural attributes in a hyper-

spectral scene can be extracted by the local binary patterns (LBP) operator proposed by 

[173], providing information about the surface granularity [174]. To include spatial infor-

mation in the classification purposes, the textural operators are window based. Peng et al. 

[175] extracted them as rotation-invariant features for urban classification purposes except 

for spectral features and Gabor features [176]. The latter are frequential filters interpreting 

the texture of the hyperspectral bands used by [177,178]. The texture can be analyzed by 

applying the gray-level co-occurrence matrix (GLCM) measures [53,179]. GLCM 

measures, first proposed by Haralick et al. [180], consist of energy, contrast, correlation, 

entropy, and homogeneity. GLCM dissimilarity, entropy, homogeneity, and second-mo-

ment help to detect building edges and height differences. However, contrast, correlation, 

and variance do not improve building classification and temporal change [53]. Texture 

features have been used to classify urban materials for pattern recognition in lidar, satel-

lite, and airborne data [48,181–184]. Samadzadegan et al. [48] calculated four measures: 

mean, entropy, standard deviation, and homogeneity to classify trees, buildings, and 

grounds. Huang et al. [181] applied, except for homogeneity and entropy, the angular 

second moment and dissimilarity from the DSM in the classification approach. 

 

3.3.2. Morphological Features 

Mathematical morphology contains operators such as erosion, dilation, opening, 

closing, rank filters, top hat, and other derived transforms. Mainly, these operators are 

applied on panchromatic images from hyperspectral sensors, binary or greyscale images 

with isotropic and geodesic metrics with a structural element [185]. For example, the 

opening operator focuses on the bright spots, removing objects smaller than the structural 

element, whereas the closing operator acts on the dark objects (Figure 6). Morphological 

features with a structural element contain information about the minimum size of the tar-

get being investigated [18]. They help reduce shape noise, enhance edges, interpret the 

texture and extract structures on images regarding their shapes, orientation, and sizes 

[185–188]. In image processing, morphological features are based on both spectral and 

spatial information involving pixels in the neighborhood. They are widely used in hyper-

spectral image classification [178,187–191], noise reduction in lidar [192], building detec-

tion [193], and HL-Fusion-based classification [18]. It has been proven that the inclusion 

of morphological features improves the accuracy in differentiation between roads and 

buildings [8]. 

 

Figure 6. Opening and closing operations on lidar dataset with different kernel sizes (3 and 5) of the structural element. 
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3.4. Hyperspectral-Lidar Data Fusion 

HL-Fusion combines spectral-contextual information obtained by an HS sensor and 

a lidar scanner’s spectral-spatial-geometrical information. Even if the active and passive 

sensors characterize different physics, their features can be combined from both sensors. 

Both sensors cover the reflective spectral range intersecting either in the VIS (532 nm) or 

the SWIR (1064, 1550 nm) wavelength regions. More rarely, multi-spectral lidar systems 

are used, which overlap in several of the three common wavelengths, allowing the iden-

tification of materials or objects using spectral properties [194]. Under laboratory condi-

tions, prototypical hyperspectral lidar systems are being developed [69,195,196]. The com-

bination of HS and lidar sensors significantly impacts remote sensing, opening up possi-

bilities for fully three-dimensional target analysis [196]. Examples include civil engineer-

ing, historical preservation, geomorphological studies, and material processing. How-

ever, it is not only the classification concerning 3D geometry determined by sensor fusion. 

Most rely on geometric simplification of high-dimensional data, reducing both lidar data 

and HS data to 2.5 grids, where geometrically aligned lidar and HS data are classified 

based on raster data. 

HL-Fusion is usually conducted by adjusting the spatial resolution of one sensor to 

another (HL to lidar), empirically correcting for geometric errors. Such fusion does not 

consider the different sensor characteristics (e.g., scan, view, or incidence angles). This 

kind of fusion also fails when the scene has low-contrast areas, as it is very sensitive to 

illumination, losing information about details important in complex and heterogeneous 

urban environments. Despite the dimensional degradation, HL-Fusion has great potential 

for achieving enhanced results in land cover classification rather than using single sensors, 

especially when combining spectral and spatial features. In the last decade, fusion has 

been attempted in this way, for example, by adding to the spectral features extracted from 

HS data, elevation information, intensity, and other lidar-derived features, which allowed 

one to upgrade the level of the classification from pixel- to object-based analyses. 

Spectral-spatial-based classification on fused data often improves the certainty of a 

pixel’s belonging to a class. On the other hand, an increasing number of features extracted 

for classification purposes from different sensors can lead to a curse of dimensionality, 

especially when the training data are limited [197]. HL-Fusion can also be performed 

physically, taking into account sensor parameters, measuring principles, quantities, illu-

mination sources, the position of the sensors, and attitude in the preprocessing phase 

[198,199]. Intensity values can describe the physical link between the spectral and spatial 

responses of both sensors' overlapping wavelengths [199]. However, single studies pro-

vided HL-Fusion based on fitting spectral data to the first return from lidar data, thus 

preserving full 3D geometry and structure, improving the scale of analysis and its perfor-

mance and robustness [200]. 

4. Classification of Urban Land Cover Classes 

Urban land cover classification based on remote sensing data has been carried out on 

a pixel or object-based classification. Pixel-by-pixel analysis assigns only one of the de-

fined classes to each pixel without considering neighboring pixel decisions [201]. In re-

mote sensing, pixel-based classification relies on the spectral properties of each pixel from 

the scene. However, pixel-based approaches for high-dimensional remotely sensed HS 

and lidar data were assumed to be inaccurate for reliable classification purposes [202,203]. 

Therefore, object-based classification has become relevant, reconstructing reality more 

truthfully, managing fine spatial resolution data, and suppressing noise. Object-based 

methods include spatial, textural, contextual, topological, and spectral information 

[204,205], where objects are defined as classification units [43]. Moreover, the object-based 

analysis consists of image segmentation, grouping spectrally homogeneous regions, and 

classification, assigning the segments to the corresponding classes with various properties 

[206]. Both pixel and object-based classification can be driven in the unsupervised, for 
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example, deep belief networks (DBN) [207–209], and stacked autoencoder (SA) [41,210–

212]) or supervised (RF, SVM) matter. 

Analyses on the unsupervised basis separate classification units relying on their com-

mon features without providing reference data. This kind of classification is helpful if the 

knowledge about the study area is limited. In addition, unique classes can be recognized 

that may have been overlooked applying supervised classification. However, the control 

over the generated classes is limited, or the final results do not present the analytics inten-

tions, for example, if the desired class is not directly correlated. Supervised classification 

identifies unknown pixels/objects, validating the accuracy by reference classes assigned 

to known pixels/objects [213]. One of the advantages of using supervised classification is 

controlling the number and name of the class labels, which are then assigned to the clas-

sification units in the final step [214]. However, supervised classification requires human 

expertise and the preparation of such reference or ground-truth data adequate for selected 

area and classification purposes. Such ground-truth sampling includes the removal of out-

liers and remains representative samples for overall input [215]. This can be accomplished 

by applying active learning [208,216], random sampling, or stratified random sampling 

[217]. 

The ground-truth labeling often requires an equal number of instances assigned to a 

class. Therefore, a class imbalance issue leads in (multiclass) HS classification to decreased 

accuracy of many standard algorithms such as decision trees, k-nears neighbor, neural 

networks, and SVM [218]. Especially for high-dimensional data (HS) and ML/DL-based 

multiclass problems, the minority classes are neglected or misclassified [219]. Various 

strategies can be applied to overcome imbalance class issues partially: simplification of 

the network architecture [38], data augmentation for minority classes, and random sam-

pling for equal class distribution [220]. 

Complex urban land cover mapping is mainly based on spectral and spatial features 

of remote sensing data, implemented in classification algorithms. Such an analysis is 

mainly limited to comparing classification approaches, a general classification scheme, or 

a small data set, which provides high-accuracy results on local space, excluding generali-

zation and transferability aspects [221]. Often, the evaluation of the classification ap-

proach is complicated since the training data may not be representative enough for inde-

pendent testing data set. In addition, urban land cover analysis usually depends on hu-

man expertise at a local scale [84]. 

Various ML and DL algorithms have been recently explored in feature extraction, 

pattern recognition, and image classification to deal with high-dimensional space [49,88]. 

Feature extraction in remote sensing analysis contains mainly shallow supervised and un-

supervised and deep feature extraction [222]. In HS data, spectral feature extraction is 

applied to reduce the high dimensionality and to avoid redundant bands preserving only 

relevant spectral information. This strategy can also help in increasing separability be-

tween different classes. However, spatial feature extraction (texture and morphology) 

finds the contextual relationship of adjacent pixels improving the only spectral-based clas-

sification [132,133,179,209]. In DL, automated extraction of features is common and out-

performs shallow ML if the training data fed to the algorithm are not limited. 

Aiming to analyze the complexity and improve the DL algorithm learning process 

quality, a thorough understanding is required of the filter function in the DL architecture 

[223]. One way to do this is to visualize the parameters of the entire algorithm architecture. 

However, studies on urban land cover classification based on HS and lidar rarely focus 

on explaining how the DL algorithms work. As the limited amount of high-dimensional 

remotely sensed data is fed as input to DL classifiers, there is a probability that the hy-

perparameter tuning causes overfitting. To avoid this issue, e.g., data augmentation, add-

ing noise, model regularization methods (max-pooling and dropout [224]), and simplify-

ing the model are used. Data augmentation helps diversify training data without new la-

beling costs, thus leading to more robust classification and adequate classification. In re-

motely sensed-based classification, training data have been flipped and rotated [225,226], 
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mirrored across horizontal, vertical, and diagonal axes on HS [226,227] and lidar data 

[228], mixup strategy [229], and generation of virtual training samples through Generative 

Adversarial Networks (GANs) [230] on HS data. In addition, noise is proven to be suited 

as a data augmentation type. Haut et al. [231] added random occlusion data augmentation 

(rectangular figures of different sizes) in various HS image patches. Many studies applied 

Gaussian white noise during simulation to improve the robustness of the classification 

and reduce the model's dependence on local attributes in HL-Fusion [80] and HS data 

[232]. 

Apart from overfitting issues, the time-expensive DL algorithms deal with vanishing 

gradient problems where the learning is unstable and saturates the activations [233]. This 

problem can be solved by implementing data normalization between each network layer 

(e.g., local response normalization [234], batch normalization [235], and layer normaliza-

tion [236]), choosing proper optimizers and nonlinear activation functions [45]. 

The following section describes the most common ML and DL algorithms for the 

classification in the urban environment, such as SVM, RF, CNN (convolutional neural net-

work), and RNN (recurrent neural network) (Table 1). Nevertheless, there are many more 

ML and DL classification algorithms that are not included in this review. Starting with 

ML algorithms, over time and with technology development, they have become more ad-

vanced. Urban analysis with conventional learning-based classifiers was based on inter-

preting handcrafted low-level features, linear classifiers and nonlinear classifiers, and bi-

nary and multiclass classification [88]. Examples are statistical learning on HS data [237], 

logistic regression on HS data [133], and maximum likelihood classification on lidar data 

[146]. However, the DL algorithms evolve in classifying urban objects on a larger scale, 

automatically extracting high-level features. In addition, DL can handle the issue of the 

complex spatial distribution of spectral information. Automatically derived features in DL 

rely on a mathematical basis, tuning the model by changing the parameters and neglecting 

its standard implementations the physical aspect of remote sensing data. In addition to 

CNNs and RNNs, which have been included in this article, many different DL network 

frameworks show promising potential for further analysis and a deeper understanding of 

DL, primarily for HS data. Some of these algorithms are DBN [207–209] with SA [41,210–

212] and GAN [35]. However, these algorithms are in the initial phase of implementation 

and were not applied until 2019 to HL-Fusion data. 

Table 1. Overview of classification methods on different urban land cover classes. 

Classifier Input  Domain Class Features Advantages Limitations Study 

SVM HS spectral 

building, 

vegetation, 

road 

spectral 

High accuracy 

among classes with 

low material 

variations 

 

Low accuracy among 

classes with high material 

variations (synthetic grass, 

tennis court) or similar 

material classes (road, 

highway) 

[40] 

Insensitive to noisy 

data, high accuracy 

(vegetation, water) 

Spectral similarities of 

materials (misclassification 

of roofs and other 

impervious surfaces, 

impervious and non-

vegetated pervious 

surfaces) 

[238] 
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vegetation, 

road 

High accuracy 

among classes with 

low material 

variations (metal 

sheets, vegetation) 

Misclassified bricks as 

gravel and asphalt as bricks 
[239] 

Accurate classifi-

cation with limited 

training data set 

 [240] 

spectral-

spatial 

vegetation, 

road 

spectral, 

spatial 

Adding spatial 

information im-

proves overall accu-

racy and genera-

lization 

Misclassification of bricks 

requires knowledge about 

spatial features (maybe not 

available in the spectral 

library) 

[241] 

Integration of spatial 

and spectral features 

(contextual SVM) 

 [242] 

SVM Lidar 

 

building, 

vegetation, 

road 

HD, 

intensity 

Robust and accurate 

classification 

Misclassified small isolated 

buildings, rounded 

building edges 

[64] 

 

building, 

vegetation 

full-

waveform 

Can handle 

geometric features of 

3D point cloud 

Not balanced classes lead 

to misclassification (grass 

and sand) 

[243] 

 

multiple-

return, 

intensity, 

morphology, 

texture 

Fusion of single SVM 

classifiers and textu-

ral features improve 

the final results 

Misclassification (building 

classified as tree class) due 

to limited training data 

[48] 

 

building, 

vegetation, 

road 

HD, 

intensity, 

spectral 

Spectral features 

performed better 

than geometrical 

features in classifi-

cation based on 

multispectral lidar 

Geometrical features 

cannot discriminate among 

low height classes: grass, 

road 

[120] 

 building 

HD, 

intensity, 

texture, 

spatial 

GLCM features 

(mean and entropy) 

improve building 

classification 

The magnitude of temporal 

change of buildings cannot 

be achieved using SVM, 

misclassification between 

trees and buildings 

[53] 

 

building, 

vegetation, 

road 

HD, 

intensity, 

morphology, 

spectral 

Morphological 

features with nDSM 

improve road and 

building classifi-

nDSM provided 

misclassification between 

grass and trees 

[53] 



Remote Sens. 2021, 13, 3393 16 of 38 
 

 

cation based on 

multispectral lidar 

 

building, 

vegetation, 

road 

HD, full-

waveform 

Dual-wavelength 

lidar improves land 

cover classification, 

especially low and 

high vegetation, and 

soil and low 

vegetation 

Very low accuracy of low 

and high vegetation 

applying SVM on single 

wavelength lidar 

[67] 

SVM 
HL-

Fusion 

spectral-

spatial   

vs. 

object-

based 

roof, 

vegetation, 

road 

HS: spectral 

Lidar: HD, 

intensity 

The hyperspectral 

point cloud is robust 

and provides better 

results for vegetation 

and tin roof than 

grid-based fusion 

 

Accuracy of hyperspectral 

point cloud classification 

depends on the proportion 

between point density of 

lidar and spatial resolution 

of HS, very complex in 

processing (in comparison 

to grid data) 

[200] 

spectral-

spatial 
vegetation 

HS: spectral 

Lidar: HD 

Overall accuracy 

increased, adding 

spatial to spectral 

features 

Spatial features introduced 

misclassification errors in 

individual tree species 

[76] 

RF HS spectral 
vegetation, 

road 
spectral 

High classification 

accuracy of 

vegetation, good 

robustness, 

insensitive to noise 

Cascaded RF provides 

more generalization per-

formance than standard RF 

[244] 

RF Lidar 

 
building, 

vegetation 

full-

waveform, 

HD, 

eigenvalue-

based, 

multi-return 

The ability of RF to 

select important 

features 

Misclassification of grass 

(natural ground) and roads 

(artificial ground) 

[136] 

 

building, 

vegetation, 

road 

HD, 

intensity, 

texture 

Overall high 

accuracy, 

multispectral lidar 

especially promising 

for ground-level 

classes (roads, low 

vegetation) 

Misclassification of gravel 

and asphalt 
[245] 

RF 
HL-

Fusion 
 

building, 

vegetation, 

road 

HS: spectral 

Lidar: HD 

The ability of RF to 

select essential 

features 

 [18] 
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CNN 

HS 
spectral-

spatial 

building, 

road 

raw 

High overall 

accuracy with 

original raw data 

Single-class low accuracy 

(highway, railway), limited 

training data 

[40] 

vegetation, 

road 

Very high overall 

accuracy, insensitive 

to noise [42,239], 

CNN in combination 

with Markov 

Random Fields im-

proves overall accu-

racy taking into 

account complete 

spectral and spatial 

information [36], 

spectral and spatial 

features extracted 

simultaneously (full 

advantage of structu-

ral properties) [248] 

The model achieved worse 

overall accuracy on other 

datasets (Indian pines), 

computationally expensive, 

misclassification of bricks 

and gravel, requires larger 

data set than standard ML 

[42,239], time-consuming, 

limited training data [36] 

[36,39, 

42,219, 

225,229, 

230,239, 

246–258] 

CNN Lidar 

object-

based 

building HD 

Applicable to large-

scale point cloud 

data sets due to a 

low number of input 

features [54] overall 

high accuracy with 

applying multiview 

rasters of roofs [55] 

Misclassified buildings as 

vegetation (especially 

buildings with complex 

roof configuration) due to 

limited and too homo-

geneous training data, 

sparse point density [54], 

height derived features are 

not sufficient to extract 

various roof types, require 

a large training data set [55]  

[54,55] 

building, 

vegetation, 

road 

multi-

wavelength 

intensity, 

HD  

Time-effective due to 

the simplicity of the 

model 

Trajectory data, strip 

registration and 

radiometric correction not 

included 

[259] 

pixel-

based 
HD 

Automatic design of 

CNN for robust 

features extraction 

and high accuracy 

Time-expensive search and 

training 
[260] 

CNN 
HL-

Fusion 

spectral-

spatial 
 

HS: spectral 

Lidar: HD, 

spatial 

Generalization 

capability, improved 

accuracy when 

Not efficient in handling 

high-dimensional data 
[16] 
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4.1. Support Vector Machines (SVM) 

SVM is a supervised ML algorithm that performs the classification of locating a hy-

perplane between two classes [241]. Such a hyperplane separates two groups in the train-

ing dataset, finding the largest margin between the support vectors from different groups 

[271]. The SVM approach is widely used in pattern recognition, regression, and solving 

linear equations [271]. It has been proven to be a classifier that can handle the high-dimen-

sional HS data being insensitive to noisy samples [272–276]. Moreover, SVM can deal with 

smaller training datasets more efficiently than artificial neural networks and maximum 

likelihood classification algorithms [53]. The decision function of the SVM can be specified 

by different kernels such as radial basis function (RBF), spectral-based [277], and Gaussian 

building, 

vegetation, 

road 

fusing HS and 

LiDAR 

compared to standard ML 

classifiers 

 

HS: spectral, 

spatial 

Lidar: HD 

Oversmoothing problems 

in classification results 

[29,261, 

262] 

 
HS: spectral, 

spatial 

Lidar: HD, 

spatial 

Effective extraction 

of essential features, 

reduced noise 

 [30,263] 

spectral-

spatial 

vegetation, 

road 
Improved accuracy 

of fused data, deep 

neural network used 

for feature fusion 

improved the classi-

fication results [265] 

 [80,264] 

pixel-

based 

building, 

vegetation, 

road 

HS: spectral 

Lidar: HD 

Remarkable 

misclassification of objects 

made from similar 

materials (parking lots, 

roads, highway) 

[265] 

CRNN HS 
spectral-

spatial 

building, 

vegetation, 

road 
spectral, 

spatial 

Does not require 

fixed input length, 

effectively extracted 

contextual 

information 

Big training data set 

required 

[266] 

vegetation, 

road 
[39] 

RNN HS 

spectral 

building, 

vegetation, 

road spectral 

Performs better than 

standard ML algo-

rithms and CNNs 

Issues with differentiation 

of asphalt/concrete made 

objects (roads, parking lot, 

highway) requires a longer 

calculation time 

[37] 

vegetation, 

road 
[267,268] 

spectral-

spatial 

vegetation, 

road 

texture, 

morphology, 

spatial 

Adding spatial 

features to the 

classification 

improves the overall 

and class accuracy, 

high level features 

can represent 

complex geometry 

Computational time and 

memory-expensive   

[256,269, 

270] 



Remote Sens. 2021, 13, 3393 19 of 38 
 

 

function [19], which classify only in the spectral domain, and composite kernels that in-

clude contextual information to the classification [241,278]. The kernel-based methods de-

fine the segments by applying the nonlinear geometrical separators [272]. The spectral-

based kernel uses the spectral angle of the support vectors to define the hyperplane be-

tween them, while for each pixel, spatial information is derived and combined with spec-

tral features in kernel composition. Deep SVM has been implemented with exponential 

radial basis function, gaussian radial basis function, and neural and polynomial kernel 

functions, achieving better robustness than conventional classifiers [279]. 

4.1.1. Buildings 

In recent years, a multiwavelength lidar scanner has become an interesting mapping 

device that can differentiate objects with the same height, such as buildings and trees, 

based on pseudonormalized difference vegetation index (pseudoNDVI) [68] and geomet-

rical features, e.g., roughness (curvature) [120]. Teo and Wu [15] provided a case study 

where curvature, intensity, and nDSM were used on multispectral lidar. They applied 

these lidar features as input for image clustering and found that especially geometric fea-

tures are suitable for building detection. Huo et al. [8] applied the SVM algorithm with 

RBF kernel on multispectral lidar data. In the paper, the authors focused, among other 

things, on building extraction using the combination of nDSM, morphological profiles, 

novel hierarchical morphological profiles (HMP) [186], pseudoNDVI, and intensity val-

ues. Intensity values only extracted from lidar can lead to misclassification of building 

asphalt roof (parking lot) and a road with similar spectral properties. Shirowzhan and 

Trinder [53] provided the SVM classification method for building extraction, including 

DSM, nDSM, and intensity map. However, the results provided a misclassification be-

tween roads and buildings in the hilly or vegetation-rich area. A pixel-based classification 

method is often not able to separate buildings and vegetation boundaries. Samadzadegan 

et al. [48] proposed a multiclass SVM on building extraction. The authors used first- and 

last-pulse intensities, first- and last-pulse ranges, entropy, standard deviation, homogene-

ity, and other geometrical features and showed that texture features improve the final 

results for building detection. In building analysis based on HS data, the spectral classi-

fie’s domain has limitations in the classification of building roofs (roofing tiles, bitumen, 

concrete, fiber cement, metals, and slates) [97,238]. To overcome the limitations of single 

sensor applications, HL-Fusion can complete robust building analysis using spatio-spec-

tral-elevation information. Spectral features from HS data can exclude vegetation growing 

around and on buildings and differentiate between roof materials. By contrast, lidar data 

provide shape information that can help determine roof types and building types. 

4.1.2. Vegetation 

SVM classifier is a standard algorithm in vegetation detection in the urban environ-

ment. The authors of [48] suggested a multiclass framework for lidar data, analyzing the 

normalized difference between the first and the last laser pulse. High vegetation class 

(trees) was falsely classified as buildings due to limited training data. Teo et al. [120] stated 

that lidar penetration improves the overall accuracy of vegetation analysis. However, by 

splitting vegetation into high and low vegetation, lidar data cannot distinguish low height 

classes such as roads and grass. Huo et al. [8] applied SVM on multispectral lidar data 

calculating the NDVI and pseudoNDVI [178] and improving the overall classification ac-

curacy, however, having challenges in distinguishing between low and high vegetation. 

Wang et al. [67] addressed a similar problem in the study and compared single- and dual-

wavelength lidar by applying, among others, full-waveform data that were not included 

in previous studies. The authors showed that dual-wavelength improves the accuracy of 

low and high vegetation and bare soil and low vegetation compared to single-wavelength 

lidar. In HS analysis, spectral features are still more accurate in chlorophyll detection than 

lidar, mainly when a class is characterized by low material variations [40,239]. In addition, 
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HS has been proven to characterize fraction coverage of photosynthetic vegetation, non-

photosynthetic vegetation, and soil [72]. Furthermore, by adding spatial features to the 

hyperspectral analysis, vegetation detection becomes facilitated [241,242]. Spatial infor-

mation is also used in HL-Fusion in object-based classification, being able to classify dif-

ferent types of vegetation (tree species) [32,76] and also, in the case of generating hyper-

spectral point clouds, maintain higher reality factors such as full 3D geometry, generic 

and robust characteristics [200]. 

4.1.3. Roads 

Huo et al. [8] and Teo et al. [120] applied SVM on multispectral lidar data to detect 

roads. Achieving high accuracy classification, Huo et al. [8] referred to the misclassifica-

tion of roads as lawn and bare soil, which can be easily solved by adding HS to the lidar 

data due to access to more detailed spectral information than lidar only. One of the causes 

can be similar spectral signatures and insufficient distinctive spectral-spatial features to 

differentiate between objects. Teo et al. [120] mentioned classification issues applying ge-

ometrical features among grass, road, and soil due to similar height. However, spectral 

features from multiwavelength lidar can overcome the challenge. 

In contrast, spectral features in HS analysis applying SVM are often insufficient for 

achieving robust and accurate results of road classification [40,239]. This is due to consid-

ering only spectral information without contextual information and remarkable spectral 

similarity between physical material belonging to different classes. SVM has also been 

widely used in road classification on fused HS and lidar data. Brell et al. [200] generated 

an HS point cloud, where they classified different road materials such as concrete and 

asphalt. The challenge in distinguishing concrete and asphalt is the influence of shadow 

deteriorating discrimination between different road materials. The spectral properties of 

those materials can vary locally based on aging, deterioration, contamination, roughness 

properties, and other conditions [200]. 

4.2. Random Forest (RF) 

RF is a nonparametric ensemble learning algorithm based on a combination of binary 

decision tree classifiers [280]. A decision tree in the ensemble is independent of other trees 

and is trained with random variables by bootstrap sampling [77]. For classification pur-

poses, each tree gives a class prediction as an output. The class that most trees have chosen 

is considered to be the final result [281]. RF has become a widely used classification algo-

rithm in HS imaging due to its high accuracy and high processing speed [282]. Moreover, 

RF can handle high-dimensional data selecting redundant spectral bands without overfit-

ting [18,77]. RF has also been applied to airborne-based lidar data as a classifier solving 

multiclass problems and selecting the essential features for urban mapping [136]. 

4.2.1. Buildings 

Niemeyer et al. [283] proposed a new building classification method based on the 3D 

point cloud from lidar data. The classification technique transforms the RF classifier into 

a conditional random field (CRF) framework [218] and provides high-accuracy results for 

large buildings over 50 m2. However, misclassification occurs at building facades and dor-

mers. In addition, various features derived by lidar have been tested by Chehata et al. 

[136]. In the paper, multiecho, full-waveform, different height-based, local plane-based, 

and eigenvalue-based features have been applied to classify buildings. However, confu-

sion errors occurred for transition points between buildings and the ground class. 

Further, echo-based features did not have any influence on classification results. De-

bes et al. [18] presented a fusion framework consisting of unsupervised classification that 

supports the supervised classification on ensemble learning. They showed that lidar ele-

vation information is required to differentiate between buildings and vegetation or differ-

ent building types in addition to HS spectral data. 
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4.2.2. Vegetation 

Niemeyer et al. [283] applied an RF classification framework with conditional ran-

dom fields on lidar data to discriminate vegetation and buildings from each other. 

Chehata et al. [136] applied RF on lidar data experiencing issues in the classification be-

tween vegetation and artificial (roads) and natural ground (grass), respectively. However, 

applying intensity, height, and texture features of multispectral lidar is very promising 

for ground-level classes, for example, low vegetation [245]. In HS analysis, spectral fea-

tures fed to RF classifier provide high vegetation accuracy, good robustness, and insensi-

tivity to noise [244]. Debes et al. [18] chose an RF algorithm on HL-Fusion with elevation 

features from lidar and NDVI from HS data that outperformed urban area classification 

[18]. 

4.2.3. Roads 

Niemeyer et al. [283] proposed an RF classification framework for lidar data de-

scribed in Section 3.1, where one of the classes was asphalt considered a road. However, 

other objects apart from roads are also made of asphalt, such as roof parking lots, making 

the analysis difficult, e.g., using only HS data. Jackson et al. [284] mentioned this issue 

clarifying that the road class pixels are contaminated by other materials and objects such 

as gravel, puddles, and cars. In addition, vehicles appearing in the image usually have 

highly reflective properties, making road classification difficult for RF classifiers [8]. Re-

cently, lidar point cloud intensity data have been proposed for road landmark inventory 

with active learning [285]. 

4.3. Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) 

CNN is a DL algorithm that has become an important HS, lidar, and HL-Fusion clas-

sification method. The network’s deep convolutional architecture can effectively deal with 

complex remote sensing data solving nonlinear issues [286] with an example architecture 

in Figure 7. 

 

Figure 7. Convolutional neural network architecture. 

CNN has two characteristics different from other DL algorithms, such as local con-

nections and share weights. Local connections help find the data’s spatial relationship, 

and share weights reduce the number of parameters needed for training purposes and 

generate a filter [16,286]. CNN architectures can be trained in an unsupervised or super-

vised way. The unsupervised method is the greedy layer-wise pretraining of hyperspec-

tral data [287–290]. The supervised method is the standard backpropagation 

[234,286,291,292]. However, CNNs require a high number of model parameters. The high 

dimensionality and limited training samples of the remotely sensed data can lead to over-

fitting and longer processing time than other classification techniques [37,39,293]. An ad-

vantage of applying CNN is that the input data must not be preprocessed. CNN is capable 

of automatically learning abstract features and detecting high-level objects [54]. CNN is 
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used for land cover mapping based on HS data [35,37–39] and HL-Fusion [16,30,265,293]. 

Moreover, CNN has been recently used in combination with other algorithms such as 

MRF [37] to extract HS pixel vectors on a spatial and spectral basis and extinction profiles 

[30], capable of effectively reducing noise and improving classification accuracy. 

RNN is a DL algorithm widely used to work on sequential data [37]. RNN is a com-

pound of successive recurrent layers capable of extracting contextual parameters at con-

secutive time steps (Figure 8) [266]. An advantage of RNN is that the input sequences may 

have different lengths [266]. However, RNN requires a longer processing time than stand-

ard ML algorithms, such as SVM or RF [37]. RNN has already been used to extract con-

textual information of HS data [37,266] and recognize temporal changes of objects meas-

ured by the lidar scanner [294]. 

 

Figure 8. Recurrent neural network architecture. 

4.3.1. Buildings 

Zhou and Gong [54] focused on building detection in different conditions in damage 

assessment. Their approach relies on roof object extraction, challenging for lidar data due 

to sparse points in the boundaries between rooftops and the vertical facades of buildings 

damaged. In addition, very complex roof configurations cannot be distinguished using 

lidar data when the training data are too homogeneous. However, DL algorithms such as 

CNN provided accurate classification results of pre- and post-disaster data with minimal 

required preprocessing of lidar data and time consumption. Shahajan et al. [55] provided 

a DL approach that extracts the lidar points from different views assigned to roofs apply-

ing height-derived features. However, like the previous study, height-derived features are 

insufficient in roof type differentiation, and the CNN algorithm requires a large training 

data set. CNN classifier has also been used in HS data analysis due to its relevant spectral-

spatial domain [40]. However, CNN on HS data is time-consuming even if the prepro-

cessing of the fed input is minimized, requires a more extensive data set than shallow ML 

classifiers, and is not transferable with the same model parameters to other independent 

test data. Li et al. [30] proposed a DL framework based on spatial and elevation features 

extracted from extinction profiles, spectral, spatial, and elevation features extracted from 

the CNN model to classify buildings, among others, on HL-Fusion. Extinction profiles 

were also used to derive spectral, spatial, and elevation features from HS and lidar data. 

These features were applied as input for CNN classification on buildings [16]. Morchhale 

et al. [265] have proven that CNN-based classification on HL-Fusion can distinguish be-

tween commercial buildings and highways and between residential buildings and park-

ing lots, improving generalization capability. 

Wu et al. [266] introduced deep RNN for HS data classification combining with CNN 

and creating a convolutional recurrent neural network (CRNN). This framework enabled 

the extraction of hidden feature representations and provided highly accurate results for 

building detection. For HS image classification, Mou et al. [37] provided an RNN frame-

work with a GRU activation function that maintains a constant error, helping the network 

learn more effectively in a high-dimensional space. As a result, his classifier achieved very 

high accuracy in recognizing commercial and residential areas in the urban environment. 
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Even though only spectral features without contextual information were considered, 

RNN outperformed standard ML algorithms and CNNs. 

4.3.2. Vegetation 

CNN is used in HS analysis for vegetation detection [36,39,42,225,239,246–248]. Li et 

al. [248] simultaneously extracted spectro-spatial features of HS data benefitting structural 

properties needed for detailed vegetation interpretation. However, more and more algo-

rithms for vegetation classification are based on HL-Fusion data. Ghamisi et al., Mor-

chhale et al., and Li et al. [16,30,265] proposed different frameworks based on CNNs. Chen 

et al. [264] created a CNN framework used to extract the spectral-spatial features of HS 

data and the elevation features of lidar data. He applied a fully connected DNN to fuse 

the derived features from both sensors, ending the classification approach with the logistic 

regression to generate the final classification map [264]. Deep RNN introduced by Mou et 

al. [37] has been used for vegetation classification. Although RNN resulted in high overall 

accuracy, the most significant challenges occurred in classifying different grass class 

types, such as healthy grass, stressed grass, and synthetic grass [37]. 

4.3.3. Roads 

CNN algorithms have already been widely applied as an initial framework for road 

classification as objects or materials, e.g., gravel, concrete, and asphalt. Santara et al. [38] 

compared different ML and DL algorithms, including the CNN framework. CNN classi-

fied roads as asphalt and gravel with high accuracy only on HS data. Recently, much more 

often, CNN is used as a classifier for HL-Fusion. Morchhale et al. [265] compared CNN 

on HS data and HL-Fusion. The classification and differentiation accuracy between road, 

parking lot, and highway increased in the HL-Fusion. Li et al. [28] proposed that he fo-

cuses on classification challenges between similar spectral characteristics of road materi-

als, e.g., asphalt and concrete, and the similar height of different objects, such as grass and 

asphalt road. Ghamisi et al. [25] applied the CNN classifier with logistic regression and 

mentioned the challenge of similar spectral signatures of roofs and roads for HS data clas-

sification. Wu et al. [266] and Yang et al. [39] proposed CRNNs for HS image classification. 

Mou et al. [37] presented a different framework—the deep RNN. In both network frame-

works, the road was grouped into road and highway. The deep RNN outperformed other 

conventional classifiers in differentiating similar objects, such as road, highway, and rail-

way [37]. 

5. Discussion 

Airborne HS and lidar data-based classification in the urban environment over the 

last 20 years has increased significantly since 2016, as shown in the annual number of 

articles reviewed in this paper found up to 2021 (Figure 9). Therefore, it can be assumed 

that the interest in HS and lidar remote sensing, advances in sensor technology, compu-

ting power, and easy access to remote sensing-based datasets are relevant factors paving 

the way for large-scale urban environment analysis. However, it has to be noted that the 

HS-based land cover classification far exceeds lidar and HL-Fusion analyses. Since 2016, 

the scientific production of urban classification methods based on ML and DL has signif-

icantly increased for HS, lidar, and HL-Fusion. This is due to the availability of more ad-

vanced computer infrastructures, less expensive sensors with higher resolution, and more 

accessible data for HS and lidar. 

Nevertheless, the HS continued to be widely used. Firstly, this may have been due to 

the lack of data of the same study area from the two sensors acquired simultaneously. 

Secondly, most land cover classification approaches are based on physical material classi-

fication, which relies significantly on spectral analysis. Sometimes, therefore, it is not nec-

essary to fuse two sensors for some purposes to improve classification by a small fraction 

with much more effort and time spent fusing the sensors. However, assuming that urban 



Remote Sens. 2021, 13, 3393 24 of 38 
 

 

analysis is a highly complex task, one of the fusion application arguments may be that HS 

and lidar complement each other in spectral and spatial analysis with the addition of ele-

vation information and active and passive sensor characteristics. 

 

Figure 9. Each color is assigned to a different sensor, such as HS, lidar, and HL-Fusion. 

5.1. HS-Based Classification 

SVM and RF have been proven to be insensitive to noise in HS-based analysis, 

providing very high accuracy for material classification with limited training data. The 

only spectral-based SVM classifier can quickly identify object-based classification classes 

with low material variations. However, for complex urban land cover classification, the 

spectral domain of the SVM is not sufficient to capture the heterogeneity of the objects or 

land cover classes built from various materials, for example, identification of impervious 

and nonvegetated pervious surfaces [238]. For such an analysis, contextual information is 

necessary. The spatial features can be added to the SVM classifier by applying the com-

posite kernel, improving the accuracy and generalization capabilities. 

RF also applies spectral-domain only for HS data. As for SVM, the land cover classes 

having high material variations within a class are often misclassified, such as road mate-

rials (concrete, asphalt, and gravel). The difference and advantage over the SVM classifier 

is the capability to select important features. This aspect is also advantageous for the DL-

based classifiers since shallow ML-based algorithms use handcrafted features controlled 

and transferred to other independent and unknown test areas. 

On the other hand, when the classification objective is focused on a smaller study 

area, automated features of the DL algorithm may prove to be a better solution for high-

dimensional HS data. One factor is that the relationships between objects or land cover 

classes are not linear in a complex urban environment. By extracting the handcrafted fea-

tures, we have control and knowledge about them. In contrast, the automated features can 

obtain high-level features that may allow a much better classification result by recogniz-

ing complex relationships that cannot be analyzed by applying shallow ML at the expense 

of generalizability and transferability. The advantage of the CNN is in its spectral-spatial 

domain, which searches for high-level features, e.g., by simultaneously extracting spectral 

and spatial features. As features in CNN are retrieved during the algorithm and the the 
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original, however, normalized, HS data are fed into the model. This saves time for pre-

processing, which is necessary for SVM or RF classifiers. 

On the other hand, normalization of the extraction of high-level features is notably 

more time-consuming than classification with shallow ML algorithms. In totally, the in-

crease in dimensions is an enormous challenge in DL classification. The hidden complex 

relationships are not universally and globally representative. The easiest way to influence 

this in DL is to ensure the global representativeness of the training and test data which 

may be hardly possible in remote sensing. Another way is the support of handcrafted 

features that underrepresent the local properties. In addition, assuming that the algorithm 

extracts the most important features for correct classification, these features may vary de-

pending on the complexity and diversity of the training data. Therefore, the transferability 

and generalizability of a model, which is critical, e.g., automatic map updating, is limited. 

In addition, DL algorithms require a larger training data set, which may not be feasible 

due to a lack of data and computationally expensive DL algorithms, such as CNN and 

RNN. The RNN has been proven to outperform even in the spectral domain only com-

pared to standard ML algorithms and CNNs [37]. However, for single classes such as as-

phalt or concrete-made objects (roads, parking lots, highway), RNN may not solve mis-

classification only in the spectral domain. The RNN requires more computative time than 

the CNN, and an extensive training data set is needed. Since RNN considers the temporal 

domain, this classifier shows greater robustness, transferability, and generalization. 

5.2. Lidar-Based Classification 

Lidar-based urban land cover classification is not a straightforward approach due to 

the complexity of the urban environment, where different classifiers with different de-

rived features can identify different land cover classes. Nevertheless, the SVM is a com-

mon approach for lidar-based classification. In particular, those land cover classes are dis-

tinguished by their unique geometry and where the material composition is not essential. 

For example, building detection requires the capture of complex geometry, including 

roofs (planar surfaces) and facades (vertical surfaces). For this purpose, full-waveform 

data and geometric features are commonly used [243]. However, depending on the spe-

cific purpose of the building classification, different features may play an important role. 

For example, in the analysis of various roof types, the focus was on height-derived fea-

tures that were insufficient when the roof had a very complex geometry [55]. However, 

the problem may lie in too low resolution, too sparse point density of the lidar system, or 

the CNN classifier, which needs a much larger training data set considering heterogeneity 

and complexity of the objects of interest. In addition, the transition from 3D point cloud 

to 2.5D representation is challenging to preserve inherent point cloud information. 

Raster (2.5D) processing is more efficient in data handling as soon as it comes to spec-

tral-spatial neighborhood analyses and is therefore preferred by most classifiers. The SVM 

is mainly used for building detection, differentiate between low and high vegetation, and 

distinguish trees and buildings. The differentiation between low and high vegetation is 

still a problem. It appears that using height-derived features and full-waveform data from 

single-wavelength lidar is not sufficient. However, using the same features with a dual-

wavelength lidar scanner significantly improved low and high vegetation classification 

results. Therefore, it can be concluded that spectral features play a significant role in the 

detailed classification of land cover classes [67]. This assumption of the importance of 

spectral features in lidar-based classification applying the SVM was also mentioned in a 

study where spectral features were more critical than geometrical features in classification 

on a multispectral lidar scanner [120]. In this study, it was found that geometrical features 

are not able to detect ground-level classes such as roads and grass, which on the other 

hand, is possible using the spectral features of the multispectral lidar. 

Ground-level classes cause many problems also when using full-waveform data. For 

example, in one study, incorrect classification of grass and sand was caused because the 

training data contained no balanced classes in the SVM classification [243]. On the other 
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hand, a similar problem of incorrect RF-based classification (this time of low vegetation 

and roads) also appeared when applying full-waveform data [136]. Therefore, it can be 

concluded that the last return from lidar is not sufficient for differentiating between 

ground-level classes. However, this problem has been solved by applying the RF classifier 

using multispectral lidar data but adding texture features to the elevation and spectral 

information [245]. However, neither SVM nor RF on single or multispectral lidar can dif-

ferentiate very heterogeneous classes, such as asphaltic, concrete, or gravel road. This is-

sue can only be solved by adding hyperspectral information on the material using the 

little available hyperspectral lidar, including reflected intensity information, or integrat-

ing lidar with hyperspectral imaging. 

5.3. HL-Fusion Classification 

HL-Fusion aims to combine the two different sensors with improving the classifica-

tion result. In urban land cover classification based on HL-Fusion, DL turns out to be the 

most commonly used method (Table 1). One reason for the DL selection could be the in-

tentional neglect of the more complex preprocessing. Thereby, however, there is a risk of 

losing transferability and generalizability. This is especially critical for optical data, e.g., if 

the atmosphere is not corrected according to physical models or the shadow has not been 

corrected, training data must cover all atmospheric conditions and represent the existing 

urban heterogeneities. However, both the enormous, rapid development of DL, combined 

with the progress of sensor technology and multisensory fusion, are becoming an inter-

esting field for further scientific research in the near future. Especially in the analysis of 

complex urban environments, only a single sensor is usually insufficient for classifying 

urban land cover classes correctly. Besides material characteristics, spatial correlation is 

essential and full 3D geometry and topography information. Using context in a more spa-

cious neighborhood for classification purposes, training time increases significantly, es-

pecially for DL algorithms (CNN). For shallow ML and DL algorithms, spectral-spatial 

classification with handcrafted features has been proven to always be more accurate, with 

the capability of transferability and generalization [16,18,29,265]. HL-Fusion with SVM 

classifier improved the classification result, but the limited studies did not include the 

variation between different features derived from HS and lidar. In this case, the applica-

tion of spectral features from HS and height and derivatives and intensity data proved 

accurate. Unfortunately, fusing two different sensors also come with some challenges. 

Adding to the already high-dimensional HS data more dimensions, one can meet the curse 

of dimensionality problems. By limited training data, high-dimensional feature spaces are 

often insufficient to recognize desired patterns due to the low ratio of training data to the 

high dimensional features [295]. More dimensions in source data mean more necessary 

training and test data due to increased heterogeneity and the number of features, and the 

need for more computational power and storage. 

Although object-based classification is much more comprehensive than pixel-based 

classification, objects or land cover have become important in classification because they 

reflect reality much more closely. Spectral features from HS data are reliable for material 

classification, even in complex urban environments. However, the lack of topographic and 

geometric information makes accurate results based on only one sensor impossible. Lidar 

for providing these needed features is very promising in complex urban land cover clas-

sification. Lidar complements HS data to add height information to vegetation detection 

enabling identification of individual trees (full 3D geometry), bushes, low vegetation. In 

addition, in the detection of the road (edges), lidar provides refined features providing 

precise boundaries [296]. Thanks to HL-Fusion, there is no need to limit oneself to classify 

land cover classes, monitor the urbanization processes, and study the urban environment. 

The potential capabilities of the two sensors enable urban analysis in a holistic, multi-

aspect and multidisciplinary way. 
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6. Conclusions and Future Perspectives 

ML and DL revolutionize digital processing of remotely sensed data such as HS, li-

dar, and HL-Fusion. A significant factor influencing such a great advance in technology 

is the variety of information obtained time-efficiently by remote sensing systems. Both HS 

and lidar-based data are used for urban analysis by applying ML and DL algorithms. This 

review provides the latest information on advances in mapping techniques based on HS 

and lidar data in urban environments based on the reflective spectral range (400–2500 

nm). This multidisciplinary research described in this article was intended to summarize 

urban land cover classification for ML and DL experts and remote sensing specialists. Par-

ticular attention should be paid to DL implementations in HL-Fusion, which may be the 

key to classifying land cover classes in a complex urban environment. DL is a promising 

tool for extracting spectral-spatial features and more complex features than classical ML 

algorithms, which usually improves the accuracy of the classification results. One of the 

main challenges related to DL's use is the need for a globally representative dataset for 

the model training purposes and the availability of annotated lidar data to make it gener-

alizable and transferable: this might require extensive manual work that can be costly but 

may be overcome applying data augmentation strategy. The HL-Fusion-based classifica-

tion opens up a new dimension of urban analysis, approximating ML and DL classifica-

tion results to the reality and going beyond human expertise to discover and care for the 

urban environment. 

The growing trend of using DL in classification will probably remain unchanged over 

the next few years, discovering new network algorithms, which are already implemented 

in single case studies. However, as the technology continues to improve, HL-Fusion, de-

spite its high dimensionality, should be considered in analyzing complex urban environ-

ments. Crucial is the transferability and generalization aspect, one of the biggest concerns 

since DLs are usually valid only locally. Inferring from this, it does not allow, for example, 

the significant updates of city maps. 
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Abbreviations 

Abbreviation Explanation 

CHM Canopy Height Model 

CRF Conditional Random Field 

CNN Convolutional Neural Network 

CRNN Convolutional Recurrent Neural Network 

DBN Deep Belief Networks 

DL Deep Learning 

DSM Digital Surface Model 

DTM Digital Terrain Model 

GAN Generative Adversarial Network 

GLCM Gray-Level Co-Occurrence Matrix 

HD Height features and their Derivatives 
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HS Hyperspectral 

HL-Fusion Hyperspectral-Lidar fusion 

IFOW Instantaneous Field of View 

Lidar Light Detection and Ranging 

LDA Linear Discriminant Analysis 

LBP Local Binary Patterns 

ML Machine Learning 

MCR Multivariate Curve Resolution 

NDI Normalized Difference Index 

NDVI Normalized Difference Vegetation Index 

nDSM normalized Digital Surface Model 

PCA Principal Component Analysis 

psuedoNDVI Pseudo Normalized Difference Vegetation Index 

RBF Radial Basis Function 

RF Random Forest 

RNN Recurrent Neural Network 

SAR Synthetic Aperture Radar 

SWIR Shortwave-Infrared 

SNR Signal to Noise Ratio 

SA Stacked Autoencoder 

SVM Support Vector Machines 

VNIR Visible and Near-Infrared 

VIS Visible light 
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Multisensor data fusion has become a hot topic in the remote sensing research community. This is thanks to significant technological advances and 

the ability to extract information that would have been challenging with a single sensor. However, sensory enhancement requires advanced anal-

ysis that enables deep learning. A framework is designed to effectively fuse hyperspectral and lidar data for semantic segmentation in the urban 

environment. Our work proposes a method of reducing dimensions by exploring the most representative features from hyperspectral and lidar 

data and using them for supervised semantic segmentation. In addition, we chose to compare segmentation models based on 2D and 3D convolu-

tional operations with two different model architectures, such as U-Net and ResU-Net. All algorithms have been tested with three loss functions: 

standard Categorical Cross-Entropy, Focal Loss and a combination of Focal Loss and Jaccard Distance—Focal–Jaccard Loss. Experimental results 

demonstrated that the 3D segmentation of U-Net and ResU-Net with Focal and Focal–Jaccard Loss functions had significantly improved perfor-

mance compared to the standard Categorical Cross-Entropy models. The results show a high accuracy score and reflect reality by preserving the 

complex geometry of the objects.

Keywords: semantic segmentation, 3D segmentation, urban environment, hyperspectral imaging, lidar, hyperspectral lidar fusion, data fusion, 
deep learning, multisensor fusion, remote sensing

Introduction
An urban environment is a complex mosaic of diverse 
materials and surfaces constantly undergoing natural 
and anthropogenic processes resulting in rapid urbani-
sation.1,2 This introduces environmental and ecological 

challenges, such as urban flooding, poor air quality, urban 
heat island issues and microclimate changes.3–6 Due to 
these challenges and the complex and heterogeneous 
nature of urban areas, a proper advanced urban analysis 
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is a prerequisite to getting information about urban land 
surfaces.
Over the last decades, passive and active remote 

sensing has been widely used in diverse analyses of 
urban environments, including land cover/material abun-
dance mapping,7,8 vegetation monitoring,9–12 urban and 
suburban use analysis,13 and three-dimensional urban 
geometry investigation.14–16 Such advanced analyses are 
often achievable considering spectral, spatial and struc-
tural properties.7,17 One sensor is often insufficient to 
obtain all that information.18 This can be overcome with 
multisensory applications such as the fusion of hyper-
spectral (HS) data with lidar (light detection and ranging) 
scanning data,19–22 synthetic aperture radar (SAR)23 or 
thermal sensors.24

Hyperspectral imaging (HSI) provides detailed spectral 
information about materials, classifying complex urban 
structures and effectively distinguishing pixel-based soil, 
water, vegetation and impervious surfaces.25 However, 
the classification is only considered at the near-surface 
without any elevation information. A land cover classifi-
cation based on HS data in the spectral domain has been 
proposed in many studies, applying shallow machine 
learning methods.26,27 However, a pure spectral anal-
ysis is often insufficient in object-based classification 
since it does not consider the spatial context—producing 
salt–pepper noise on the resulting image.28 An object is 
a mixture of materials and structures differently sensi-
tive to various atmospheric factors and illumination. This 
results in distorted results, bias and incomplete analysis.
Lidar scanning in the analysis of urban areas focuses 

primarily on geometric and textural information of objects 
and surfaces.29 Lidar can improve the urban land cover 
analysis, especially of objects of the same material but 
differing in geometry, height and structure, such as high 
and low vegetation.19,30 Since lidar, as an active sensor, is 
less sensitive to atmospheric influence and illumination, 
which challenge HS-based semantic segmentation, it can 
recompensate with a physical shadow correction for HS 
data analysis.31,32

Therefore, recent technological advances make multi-
sensory fusion possible to exploit the potential of HS and 
lidar properties for urban analysis (HL-Fusion).33–38 Such an 
HL-Fusion can be conducted on different levels focusing 
on the fusion of various data, products and application 
purposes based on physical and empirical approaches.39 
An HL-Fusion involves a physical understanding of sensors 
and awareness of the increased complexity of the anal-
ysis process. Therefore, no general process chain for an 
HL-Fusion exists yet, although deep learning networks 

have become promising for different classification and 
segmentation purposes in recent years. However, classi-
fications based on deep learning models, such as convo-
lutional neural networks (CNN),40,41 deep residual U-Net 
(deep ResU-Net)42 or deep residual net (deep Resnet)33 are 
often carried out for HS or lidar data separately.
In urban land cover classification based on HS and 

lidar data, it is crucial to develop an algorithm that deals 
effectively with high-dimensional data, considers spec-
tral, spatial and geometrical information simultaneously, 
and is stable and transferable to other areas with similar 
problem setups. Since HS data are high-dimensional (3D 
hyperspectral data cubes), they contain inherent spatial 
(x, y) and spectral information (λ). One of the main char-
acteristics of an HS image is that it exhibits a strong 
correlation between the adjacent bands in the spectrum. 
Therefore, segmentation models that consider spatial 
features (2D convolutional operations) and the spectral 
dimension (3D convolutional operations) are believed to 
improve the performance since they allow for the finding 
of more patterns (Figure 1).

The 2D convolutional operation applied to hyperspec-
tral and lidar data is powerful but has some limitations, 
especially in the spectral domain, since a 2D kernel slides 
only in the x and y directions. On the other hand, the 3D 
convolutional operation preserves the spectral informa-
tion of the input HS data by moving in all three direc-
tions: x, y, λ. Furthermore, 3D convolutional operations 
are designed to exploit spatial continuity further and 
suppress noisy prediction.43

While many different 3D segmentation networks have 
been proposed in recent studies43–46 for HL-Fusion, espe-
cially in urban environments, little research about 3D 
convolution-based networks for fused HS and lidar data 
exists.47 Inspired by HL-Fusion and deep learning, we 
propose a method to analyse fused HS and lidar data for 
urban land cover classification. We compare two model 
architectures—U-Net and deep ResU-Net (residual deep 

Figure 1. Comparison of 2D and 3D convolutional oper-
ations.
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U-Net) at 2D and 3D convolutional operation levels 
applying different loss functions for multiclass segmenta-
tion. The two key contributions of this study are:
1)	We suggest the design of an HL-Fusion on the feature 
extraction level for urban land cover classification.

2)	We present the first study in HL-Fusion using 3D 
convolutional operations in U-Net and deep ResU-Net 
for urban land cover classification.

Theoretical background
Segmentation models
U-Net
The U-Net architecture, introduced in biomedical image 
segmentation by Ronneberger et al.,48 is based on convo-
lutional neural network layers. The architecture copies 
low-level features to the corresponding high-level 
features (Figure 2).
Due to the contracting path propagating between 

low-level features and high-level semantics in a facili-
tated way, U-Net takes context into account and hence 
helps to localise objects precisely.

ResU-Net
A residual neural network is built of stacked residual 
units.49 The intuition behind the residual network is to 
introduce skip connections that prevent accuracy degra-
dation in very deep networks with multiple hidden layers 
(Figure 3).50

Skip connections learn identity functions that help follow 
higher layers perform at least as well as the previous lower 
layers. Therefore, information loss is reduced and the 
risk of vanishing gradients during training decreases. The 
residual unit facilitates the training and skip connections, 
making the segmentation stable and transferring the infor-
mation from one layer to another without any information 
loss. This allows a calculation with fewer parameters.42 The 
3D ResU-Net consists of three parts: encoding, bridge 
and decoding (Figure 4). Bridge connects both encoding 
and decoding paths. The encoding part transforms the 

Figure 2. The U-Net architecture used in our study.

Figure 3. Deep residual network unit.
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input into a compact representation. The decoding part 
puts the compact representations into a pixel-wise cate-
gorisation. All three parts include residual units built of a 
batch normalisation layer, a ReLU activation layer and a 
3D convolutional layer. Both encoding and decoding paths 
do not contain a pooling operation that downsamples the 
output to maintain the spectral and spatial dependency in 
high-dimensional HS and lidar data.

Losses
A loss function must be specified to optimise the weights 
of the segmentation algorithms. The selection of the loss 
function is crucial and can significantly impact model opti-
misation. In Reference 51, Ma compares and categorises 
different loss functions; Duque et al.52 divide them into 
two main groups: statistical-based and geometric-based 
loss functions. While statistical-based loss functions try to 
minimise the dissimilarity between distributions (derived 
from Kullback–Leibler divergence), geometric-based 
functions focus on overlapping regions between predic-
tion and ground truth. Our work compares two statisti-
cal-based [Categorical Cross-Entropy (CE) Loss and Focal 
Loss] and one geometric-based representative (Jaccard 
Loss). Furthermore, to get the best out of both, we define 
the Focal–Jaccard Loss, combining Focal and Jaccard 
losses in an additive way.
Only the (ground truth) positive class contributes to 

the loss function as we use one-hot encoded target for 

training the network. In our notation, pt is the probability 
of assigning a pixel t to its true class resulting from a 
SoftMax activation. The SoftMax function normalises a 
multidimensional network output to a probability distri-
bution over the model classes. The desired result is that 
the probability for the true class is significantly higher 
than for the other classes.
Widely used in classification problems, the CE Loss 

function is defined as

	 CE(pt) = –log(pt).	 (1)

Hence, the higher pt is, the better the prediction and 
the lower the CE Loss is. Although CE is quite common 
and often the first choice when selecting loss functions, it 
shows weakness when applied to a model with imbalanced 
classes.53 Suppose the dataset is heavily imbalanced, and 
the number of easy-to-classify samples is much higher 
than the number of difficult-to-classify samples. In that 
case, the CE Loss will learn more representations from 
easy-to-classify samples instead of representations from 
hard-to-classify samples.
Furthermore, the loss for pixels that are easy to classify 

(usually the background) is relatively high compared to 
hard-to-classify samples (such as houses or streets), as 
shown in Figure 5. As an example, we compare the CE 
Loss for pt = 0.6 and pt = 0.3. While for pt = 0.6, the correct 
pixel classification is almost certain, and the CE Loss is 
still around 0.5 compared to pt = 0.3, where a correct 

Figure 4. The ResU-Net architecture implemented in our study.
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classification is unlikely, but where the loss between 1 
and 1.5 is not much higher than 0.5. For this reason, 
Tsung-Yi Lin et al.53 invented Focal Loss, which extends 
CE Loss by a multiplicative weight term α (assigning a 
higher weight to under-represented classes) and a modu-
lating factor (1 – pt)

y, where γ > 0 is a shape parameter. 
Focal loss is defined as

	 FL(pt) = –αt(1 – pt)
γlog(pt).	 (2)

If γ = 0 and αt = 1, the Focal Loss is equal to CE Loss. Both 
γ and αt are hyperparameters that control the learning 
process. αt helps weight classes and balance the impor-
tance of positive and negative labelled pixels.53 The higher 
γ gets, the more Focal Loss focuses on difficult pixels, see 
Figure 5 where it does not penalise a lot when pt ≳ 0.6, 
i.e. when the certainty in correct prediction increases. 
Nevertheless, if γ is too high, already weak probabilities 
would get a very low loss—a good hyperparameter selec-
tion is, therefore, essential. Different strategies can be 
found in the original paper.53 In our work, we set γ = 2 and 

0.25t ta = " .
The Jaccard Loss relies on the Jaccard Index,52 

measuring the Intersection over the Union of two sets. 
For our one-hot encoded setup, we compute the Jaccard 
Loss for a single sample t as

	 1
1

tp e
e

+
-

+
	 (3)

which is a decreasing linear function with ε representing a 
small constant. In our case, the function’s slope changes 

slightly, but in the original definition, it intends to prevent 
division by zero. By default, we set epsilon, ε, to 1.
The fourth loss in our study is the additive combination 

of Focal Loss and Jaccard Loss which we refer to Focal–
Jaccard Loss (FJL). The loss is given as

	 ( ) ( )(1 ) log 1
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In Figure 5, we observe that FJL behaves like Focal Loss 
for small pt, whereas it converges towards Jaccard Loss 
for increasing pt.

Dimension reduction: spectral unmixing
Airborne-based optical data are characterised by high 
spectral resolution but correspondingly lower spatial 
resolution.54 A single scene pixel usually contains various 
materials creating a mixed pixel.55 In order to separate 
urban materials regardless of pixel size and mixture 
complexity, spectral unmixing is used to define the 
amount of a given material in a pixel (abundance map). 
Various scientific fields have applied spectral unmixing in 
HS data analysis for decades.56–60

Here, abundance maps for each endmember are gener-
ated with unsupervised endmember extraction and spec-
tral unmixing, simplifying the analysis and effectively 
reducing dimensions. Hence, we avoid a curse of dimen-
sionality,61 which occurs easily when working with limited 
training data. In such scenarios, the deep learning model 
has to deal with many features to achieve reliable and 
accurate results.19

Figure 5. Comparison of the four loss functions used in this study. The limit towards 0 for CE 
Loss, Focal Loss and Focal–Jaccard Loss is infinite (due to the logarithm).
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N-FINDR
The N-FINDR algorithm for endmember extraction was 
introduced by Winter.62 This iterative approach aims to find 
endmembers corresponding to the purest spectra in the 
scene. N-FINDR assumes that the largest volume formed 
by an n-simplex with vertices can only be achieved by those 
purest pixels. The algorithm finds the final endmembers 
by randomly selecting the pixel set as initial endmembers, 
further iteratively investigating all spectra in the scene and 
searching for the largest volume of the simplex. The exact 
position of the defined endmember is then used to set 
the original spectrum before the dimension reduction as 
the final endmember signature. Each pixel in the scene is 
described as a linear mixture of the defined endmembers 
using non-negativity-constrained least squares fitting.63

Dataset
Terratec AS Company collected HS and lidar data in June 
2021 over Baerum municipality in Norway (Figure 6).

The dataset represents a suburban environment with 
typical urban settlements, infrastructure and diverse 
vegetation. The airborne-based data were acquired under 
cloud-free conditions, including HS images and lidar-
based 2.5-dimensional rasters. The HS data consist of 
images from HySpex sensors: VNIR-1800 (0.4–1.0 µm) 
and SWIR-384 (1–2.5 µm) with 0.3 m and 0.7 m spatial 
resolution, respectively. The lidar data were acquired 
using a Riegl VQ-1560i laser scanner, with five pulses per 
m2 and intensity at 1.064 μm relevant for urban environ-
ments. The hyperspectral data were georeferenced and 
orthorectified by the Terratec AS using the PARGE soft-
ware (Parametric Geocoding and Orthorectification for 
Airborne Optical Skanner Data).64 The program corrects 
the geometry for each HS image pixel using a digital 
elevation model of the region, GPS position and atti-
tude (ReSe Applications). The geocoded radiance data 
were converted to reflectance, adjusting illumination 
levels using ATCOR-4 (Atmospheric and Topographic 
Correction for airborne imagery). Absorption features 
associated with H2O and OH close to bands at 1.4 μm 

Figure 6. Study area representing a suburban environment in Høvik, near the capital Oslo in Norway.
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and 1.9 μm were excluded from further analyses. The 
images from all flight lines with residual 176 channels for 
VNIR and 262 channels for SWIR were mosaicked sepa-
rately using ENVI software (Environment for Visualizing 
Images). The noisy bands and outliers were set to bad 
bands and excluded from analyses resulting in 398 hyper-
spectral bands. The mosaic layers of VNIR and SWIR 
were stacked by applying the Savitzky–Golay filter65 to all 
spectra. Our study area is located in Høvik with a coor-
dinate extent of 588060, 6641500; 588878, 6641735 
WGS 84/UTM zone 32N (Figure 6). The dataset contains 
the Joint Geospatial Database (FKB) that includes poly-
gons of buildings, roads and other urban surfaces from 
2010 to 2019. We carefully controlled FKB-polygons 
and adapted some modifications for labelling data. The 
residual classes (high and low vegetation) were extracted 
automatically.

Proposed method
Semi-automatic label preparation
In our analysis, we used five main classes extracted from 
the study area: low vegetation, high vegetation, buildings, 
roads and railway. Our segmentation is limited to these 
classes to facilitate the analysis and verify and deepen 
the understanding and optimisation of the method. In the 
semi-automatic label extraction, we identified high and 
low vegetation using the advantage of the high amount 
of relevant HS and lidar features. First, we masked out 
classes assigned to buildings to exclude potential errors. 
We applied the Normalised Difference Vegetation Index 
to HS data,66 calculating the average for the red REDx  
(660–670 nm) and near infrared band  NIRx  (810–835 nm), 
respectively:

	 NIR RED

NIR RED

x x
NDVI

x x
-

=
+

	 (5)

We concatenated the vegetation mask with raster-
based lidar features such as normalised Digital Surface 
Model, surface roughness and multiple returns. Significant 
are multiple returns, which distinguish between low 
vegetation and high vegetation. The assumption is that 
high vegetation is represented by more returns than low 
vegetation, usually located at ground points or imper-
vious surfaces through which the laser does not pene-
trate multiple times. The rest of the classes of interest, 
such as roofs, railways and roads, were visually validated 
and extracted from the FKB database. The ground truth 
map is displayed in Figure 7.

Endmember extraction and abundance maps
Our study separately implemented state-of-art itera-
tive endmember extraction (EA) algorithm N-FINDR62 
for HS and lidar data. We applied the non-negativity- 
constrained least squares algorithm for abundance 
map generation. The preprocessed reflectance normal-
ised image in the HS analysis was used to retrieve 27 
endmembers. For lidar EA, we built a lidar feature space 
where the five most relevant raster-based features have 
been extracted, including slope, the intensity from the 
first return, multiple returns, normalised Digital Surface 
Model (nDSM) and point density. All the features have 
been then normalised separately before EA. The initially 
extracted endmembers for both HS and lidar data were 
used to generate abundance maps for each endmember, 
retrieving 32 abundance maps.

Semantic segmentation
In this study, we applied two semantic segmentation 
model architectures: a U-Net and a deep residual U-Net 
that takes full advantage of U-Net architecture and a 
residual neural network. Both architectures were tested 
on two- and three-dimensional convolutions. All four 
model types (2D U-Net, 2D ResU-Net, 3D U-Net and 
3D ResU-Net) performed with different loss functions 

Figure 7. Ground truth map of the study area with five classes.
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described above, resulting in 12 segmentation model 
combinations (Figure 8).

Implementation details
All 12 segmentation models were implemented in Python 
using Tensorflow, including GPU functionalities.67 In all 
models, the maximum number of epochs was set to 500; 
however, we applied an early stopping function to save 
time, stop training when the model stopped improving 
and avoid model overfitting. For both U-Nets and ResU-
Nets, we applied the Adam optimiser68 with the learning 
rate of 1e–03, epsilon of 1e–07, β1 = 0.99 and β2 = 0.999. 
We implemented the Matthews Correlation Coefficient 
(MCC) to evaluate the algorithm’s performance. MCC 
deals with unbalanced classes calculating the accuracy 
for each class separately.69 Compared to F1-score, it 
takes all true positives, true negatives, false positives 
and false negatives into account, giving a more reliable 
performance result. MCC is bounded between –1 and 
1, where –1 means that all predictions are incorrect, 1 

indicates that all predictions are correct and a score of 
0 denotes random predictions. Hence, the higher MCC 
gets, the better the results are. The input data dimen-
sions for both 2D and 3D convolution-based models can 
be found in Table 1, splitting the study area into 80 % 
training and 20 % testing. The split between training and 
validation is carefully adapted so that all defined classes 
are involved equally to ensure that training data contain 
all known classes (Figure 9).
The input data for the 2D model consist of N number 

of patches with a size of 64 × 64 pixels and 32 abun-
dance maps from both HS and lidar data. The ground 
truth for the 2D model contains five classes with the 
same N number and size of patches as the input. For 
the 3D model, the input data have to be expanded by 
one additional dimension compared to the 2D model. In 
the ground truth for the 3D model, we must stack the 
ground truth values 32 times for each abundance map, 
creating a matrix with the dimension N × 64 × 64 × 32 × 5 
(Table 1).

Figure 8. Twelve semantic segmentation combinations were implemented 
in the study.

Figure 9. Training and test data separation. Green and blue outlines represent training and test sets, respectively.
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Experimental results and 
discussion
Four segmentation methods, including 2D U-Net, 2D 
ResU-Net, 3D U-Net and 3D ResU-Net, with three 
different loss functions: CE, Focal Loss and combined 
Focal–Jaccard Loss, were compared and evaluated. Table 
2 presents the experimental results of all segmentation 
models reporting the MCC metric for all five classes and 
the overall accuracy of the test set. In this section, the 
results are presented and discussed in detail.
In order to test and compare 2D and 3D convolutional 

operation-based segmentation models, we configured 
U-Net and ResU-Net models for 2D and 3D convolutions 
and kept the parameters consistent by comparing loss 
functions such as CE, Focal Loss and Focal–Jaccard Loss. 
All segmentation maps from the whole scene are shown 
in Figure 10.

Model evaluation
Based on the results presented in Table 2, it can be noted 
that the best results for individual classes (shaded fields in 
grey) were obtained mainly by models based on 3D convo-
lutional operations. Comparing the number of classes best 
identified in the model, the 3D ResU-Net with combined 
Focal–Jaccard Loss outperforms, recognising 98 % of high 
vegetation and 99 % of buildings and railways.
Both 2D and 3D segmentation algorithms within the 

ResU-Net model architecture have shown that using 
either Focal Loss or combined Focal–Jaccard Loss signifi-
cantly outperforms the overall accuracy score (based on 
MCC) of CE.
Looking at the overall accuracy of each model, we can 

derive the two best models, such as 2D U-Net with CE 
and 3D ResU-Net, using Focal Loss. Looking at the total 
segmentation result for each class, these two models 
achieved more than 80 % for each class. In the case of 
the simplest of the proposed models (2D U-Net), CE 
performed almost as well as the best of the models (3D 
ResU-Net), obtaining slightly lower accuracy than 3D 
ResU-Net. The 2D U-Net, despite the simplicity, is more 
stable and not sensitive to loss functions.

Single class accuracy
Starting the interpretation of the accuracy of a single 
class, we want to point out that the most challenging class 

2D model 3D model

Input N × 64 × 64 × 32 N × 64 × 64 × 32 × 1
Ground 
truth

N × 64 × 64 × 5 N × 64 × 64 × 32 × 5

Table 1. The input data dimensions for both 2D and 3D con-
volution-based models.

Figure 10. Qualitative comparison of 2D (c–h) and 3D (I–n) convolution-based model in 
urban land cover classification. a) HS image in RGB colour representation, b) ground truth 
with five classes such as low vegetation, high vegetation, building, road and railway.
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Figure 10. Qualitative comparison of 2D (c–h) and 3D (I–n) convolution-based model 
in urban land cover classification. c) 2D U-Net CE, d) 2D U-Net Focal Loss, e) 2D 
U-Net Focal–Jaccard loss, f) 2D ResU-Net CE, g) 2D ResU-Net Focal Loss, h) 2D 
ResU-Net Focal–Jaccard Loss, i) 3D U-Net CE, j) 3D U-Net Focal Loss.
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to identify was the low vegetation class, reaching the 
accuracy of most models from 54 % to 71 %. However, 
in the 2D U-Net with CE (Figure 10c) and 3D ResU-Net 
with Focal Loss (Figure 10m), the low vegetation class 
was correctly classified, reaching 82 % and 94 %, respec-
tively. Any supervised classification requires ground truth 
preparation. In our case, dealing with an airborne-based 
dataset, our ground truths are extracted directly from the 

image (see above), where low and high vegetation are 
extracted from the laser features. This way speeds up the 
labelling process but can cause, in particular, sparse low 
vegetation pixel labelling as “not present”.
All other defined classes belonging to impervious 

objects were classified correctly, even in 2D convolu-
tion-based models. We assume that separating these 
three classes, such as buildings, roads and railways, was 

2D U-Net 2D ResU-Net 3D U-Net 3D ResU-Net

CE Focal
Focal–

Jaccard CE Focal
Focal–

Jaccard CE Focal
Focal–

Jaccard CE Focal
Focal–

Jaccard
Low 
­vegetation 0.82 0.59 0.64 0.71 0.63 0.62 0.61 0.56 0.63 0.54 0.94 0.61

High 
­vegetation 0.95 0.89 0.91 0.59 0.94 0.98 0.88 0.82 0.91 0.82 0.86 0.98

Building 0.94 0.99 0.99 0.89 0.97 0.99 0.97 0.99 0.98 0.16 0.95 0.99

Road 0.90 0.97 0.96 0.83 0.95 0.94 0.96 0.95 0.98 0.21 0.92 0.97

Railway 0.95 0.99 0.99 0.05 0.88 0.95 0.99 0.93 0.99 0.10 0.98 0.99

Overall 
­accuracy 
(MCC)

0.84 0.80 0.82 0.62 0.80 0.81 0.78 0.73 0.80 0.31 0.88 0.84

Table 2. Segmentation accuracies obtained by MCC. The grey shaded boxes indicate the highest accuracy score comparing all 
models for the five classes. Fields shaded in green represent the best accuracy result obtained by comparing loss functions 
within one model.

Figure 10. Qualitative comparison of 2D (c–h) and 3D (I–n) convolution-based 
model in urban land cover classification. k) 3D U-Net Focal–Jaccard Loss, l) 3D 
ResU-Net CE, m) 3D ResU-Net Focal Loss, n) 3D ResU-Net Focal–Jaccard Loss.
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supported by a preprocessing method for HS and lidar 
data and a proper selection of lidar features based mainly 
on the review article from Kuras et al.19

Loss comparison
Considering the choice of loss functions in each model, 
Focal and combination of Focal–Jaccard Loss outperform 
because Focal Loss converges to a lower loss faster than 
CE, focusing more on classes that are difficult to predict 
(Figure 5). Measurements on Jaccard distance take more 
time than Focal Loss and need to be close to the truth 
before the loss converges. These losses fill each other out 
and take advantage of both functions: handling extremely 
imbalanced data and recognising objects.

2D and 3D models
Several important aspects can be noted by visually 
comparing 2D and 3D models (Figure 10). First, some-
times in 2D convolution-based segmentation models, 
despite their comparable accuracy score to 3D models, 
so-called edge effects appear which are the ends of the 
64 × 64 patches into which the whole scene has been 
divided before feeding into the segmentation algorithm 
(Figure 11).
This problem is well-known in 2D patch-based image 

segmentation processes and has been reported in several 
studies.70,71 In order to avoid additional post-processing 
steps and the potential generation of other artefacts to 
the final segmentation map, we compared 3D segmen-
tation models in which the problem of edge effects has 
been mitigated. The 3D ResU-Net with CE (Figure 10l) 
is an exception, where the parameters were probably 
chosen incorrectly. However, since we compare the same 

2D and 3D model architectures, we necessarily wanted 
to present all the results.
Another aspect that needs to be discussed is geometric 

accuracy. In Figure 10 and Figure 11, we can see (espe-
cially in the building class) that 2D and 3D models do not 
perform well with objects with irregular shapes. Often, 
we can see inaccurate blurred contours and, in some 
places, complete disruption of the geometry. However, in 
the 2D U-Net with CE and the 3D ResU-Net with Focal 
Loss, the geometric of identified objects/surfaces are 
adequate or close to reality and ground truth.
It must be noted that an important issue appeared 

in the attempt to classify the “unknown” class. Only 
in the case of the 2D U-Net with CE and the 3D 
ResU-Net with Focal Loss undefined pixels (no 
ground truth) were correctly identified as “unknown”, 
while the rest of the segmentation models assigned 
a class to each pixel, creating many false positives. 
Identification of unknown pixels is crucial, especially 
in a heterogeneous complex urban environment 
where our selected scene consists of more than the 
five defined classes. This “unknown” class has been 
assigned to those pixels where no defined class has 
reached 50 % in the prediction.
Furthermore, the proper input preparation and the 

reduction of dimensions through endmember extraction 
allowed us to skip statistical transformation methods, 
such as Principal Component Analysis (PCA). Due to its 
purely statistical nature, PCA loses spectral information 
since the spectral positions are not considered in the 
calculations.72 Hence the extracted (spectral) endmem-
bers can be used for further analysis or to generate local 
spectral libraries.

Figure 11. 2D and 3D model segmentation map clippings. In both 2D models, we can see edge effects that 
have been compensated for in 3D models. White arrows and dashed rectangles point to the exact positions of 
edge effects.
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The last but not least aspect relates to time consump-
tion comparing 2D and 3D segmentation models. Due to 
the requirements of advanced calculations in 3D convolu-
tional operations, 3D models took about 20 times longer 
than 2D models. For this reason, with a simple segmen-
tation of high-dimensional HS and lidar data, simple 2D 
models seem to be sufficient. However, we are convinced 
that analysis based on much more advanced segmenta-
tion, intraclass segmentation, as well as identification of 
materials and their properties in an urban environment 
will require the choice of 3D convolutional operations 
despite the time consumption.

Conclusion and future 
perspectives
This paper explores diverse deep learning models 
with different parameters and convolutional dimen-
sions for urban land cover classification using fused 
HS and lidar data. In particular, four deep learning 
models have been compared, 2D-U-Net (Figure 10c–e), 
2D-ResU-Net (Figure 10f–h), 3D-U-Net (Figure 10i–k) 
and 3D-ResU-Net (Figure 10l–n). All models have been 
trained with three different loss functions: state-of-art 
CE, Focal Loss, and a combination of Focal Loss and 
Jaccard Loss (Focal–Jaccard Loss).
As a whole, we can conclude that segmentation of both 

U-Net and ResU-Net performed very well, especially 
implementing Focal and Focal–Jaccard Loss functions. 
However, an important factor to consider is the choice of 
the model architecture and the proper selection of param-
eters. Despite the out-performance of the 3D U-Net 
and Res-U-Net models, the training often requires more 
training data than analysing shallow machine learning or 
deep 2D convolution-based algorithms. Alternatively, 
to save time, reduce computational resources and limit 
the need for a large amount of training data, we will 
explore the potential of hybrid 2D–3D models and carry 
out analyses based on ensemble learning where several 
models are combined. Thus, it is possible to reduce the 
number of parameters in the deep learning model and, at 
the same time, use the information from the 3D convolu-
tion-based algorithm.
Another important factor to consider when working 

with image segmentation on HS and lidar data is the 
correct labelling of the ground truth. Due to the fuzzy 
class assignment of some pixels responding from semi-
automatic label preparation, the network may try to learn 

incorrect patterns. Further, a single pixel can contain 
more than one class, but the model assumes that the 
pixel contains only a single class, which also hinders the 
learning process. Hence, in future research, we will focus 
on unsupervised segmentation to avoid other errors in 
creating ground truths and develop a method to identify 
unknown classes, such as testing open set recognition for 
deep learning algorithms, e.g. for change detection based 
on HL-Fusion data.
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Abstract: Technological innovations and advanced multidisciplinary research increase the demand 10 

for multisensor data fusion in Earth observations. Such fusion has great potential, especially in the 11 

remote sensing field. One sensor is often insufficient in analyzing urban environments to obtain 12 

comprehensive results. Inspired by the capabilities of hyperspectral and LiDAR data in multisensor 13 

data fusion at the feature level, we present a novel approach to the multitemporal analysis of urban 14 

land cover in a case study in Høvik, Norway. Our generic workflow is based on bitemporal datasets; 15 

however, it is designed to include datasets from other years. Our framework extracts representative 16 

endmembers in an unsupervised way, retrieves abundance maps fed into segmentation algorithms, 17 

and detects the main urban land cover classes by implementing 2D ResU-Net for segmentation 18 

without parameter regularizations and with effective optimization. Such segmentation optimization 19 

is based on updating initial features and providing them for a second iteration of segmentation. We 20 

compared segmentation optimization models with and without data augmentation, achieving up 21 

to 11 % better accuracy after segmentation optimization. In addition, a stable spectral library is au- 22 

tomatically generated for each land cover class, allowing local database extension. The main product 23 

of the multitemporal analysis is a map update, effectively detecting detailed changes in land cover 24 

classes.  25 

Keywords: multisensory data fusion, feature-level fusion, hyperspectral imaging lidar, urban envi- 26 

ronment, urban remote sensing 27 

 28 

1. Introduction 29 

Urban surface types are a mix of complex materials and surfaces, such as low, mid- 30 

dle, and high vegetation, non-vegetated pervious surfaces, and partially and fully imper- 31 

vious surfaces, including asphalt, concrete, and various roofing systems [1]. These mate- 32 

rials and surfaces undergo natural and anthropogenic processes, constantly increasing 33 

urban heterogeneity [2]. This diversity of urban land cover is additionally characterized 34 

by high-frequent changes and complex transitions [3,4] due to the growing urban popu- 35 

lation contributing to a concomitant increase in environmental problems [5]. In order to 36 

effectively monitor the highly dynamic urban environment, appropriate technologies and 37 

methods are needed to cope with such change analysis within the urban environment. 38 

Active and passive remote sensing has been widely used in urban land cover map- 39 

ping and monitoring in recent decades [6-9]. Hyperspectral (HS) data at the airborne scale 40 

have gained particular attention, identifying materials effectively based on their physical 41 

and chemical properties [10,11]. HS imaging has increasingly become a valuable tool for 42 

multitemporal analysis, such as change detection in urban areas. 43 

Multitemporal analysis of HS data compares materials, material conditions, stability, 44 

degradation, pollution, alteration, and anthropological and atmospheric changes. HS- 45 
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based change detection uses rich spectral information distinguishing materials and fine 46 

spectral changes [12]. The high amount of spectral features enables effective real-time de- 47 

tection of changing areas. However, the information about the changes is often contained 48 

in different bands simultaneously, complicating the HS analysis. In airborne-based HS 49 

data, the spatial resolution is significantly higher than in satellite-based images. This re- 50 

sults in high spectral complexity of objects of similar materials showing similar spectral 51 

responses [13]. Any change detection technique must deal with high dimensionality, com- 52 

putational cost, and limited data, including ground truth data [14]. 53 

One of the limitations in high-resolution airborne-based HS change detection is pi- 54 

xel-based classification. Such a classification requires assumptions that neighbor pixels 55 

are independent of each other and that radiometric properties of multitemporal images 56 

are identical. However, these assumptions are not valid in the urban environment due to 57 

the heterogeneity of the urban surfaces, different atmospheric conditions during data ac- 58 

quisition, and sensor geometry [15]. Due to the potentially miscellaneous spectral beha- 59 

vior of urban surfaces and adjacent pixel dependency, semantic meaning and spatial 60 

context analysis are critical. Such spatial-context information is included when extracting 61 

textures, calculating morphological filters [16-19], using adaptive pixel neighborhood [20], 62 

applying contextual Support Vector Machines [21], Markov Random Fields (MRF) [22,23], 63 

Convolutional Neural Networks (CNN) combined with MRF [24], 3D CNN extracting 64 

spectral and spatial information simultaneously [25]. However, another possibility to 65 

compensate for this problem and to complement multitemporal HS analysis is multi- 66 

sensor data fusion with LiDAR (HL-Fusion) [8,26-30]. 67 

The use of LiDAR in multitemporal analysis focuses mainly on structural and textu- 68 

ral changes, e.g., canopy gaps [31] and single-tree levels in forestry applications [32,33], 69 

and mining subsidence [34]. Applications of LiDAR data have been mainly limited to ana- 70 

lysis based on data acquisition from a single time (single-data analysis). This is mainly 71 

due to the lack of a multitemporal database and technical limitations such as widely va- 72 

rying intensity values and the irregular distribution of cloud points between multitempo- 73 

ral data. 74 

Airborne campaigns are being launched increasingly in which data from different 75 

sensors are acquired simultaneously, such as RGB cameras, LiDAR scanners, and mul- 76 

tispectral and HS sensors [35-41]. This opens up the possibility to fuse data from different 77 

sensors at different levels ranging from raw data fusion, feature-level fusion, or applica- 78 

tion-level fusion [42]. Of particular interest in HL-Fusion is the ability to operate in a com- 79 

mon feature vector using the potential of each sensor and performing the fusion on the 80 

feature level. The analysis based on feature-level HL-Fusion enables a complete spectral- 81 

local analysis and diversifies the results and products obtained from the fusion of these 82 

two sensors [43]. In addition, the analysis based on multitemporal HS and LiDAR data 83 

allows the detection and evaluation of complex changes in the urban environment [44]. 84 

Man et al. [45] proposed a method for urban land cover classification by extracting nor- 85 

malized Digital Surface Model (nDSM) and backscattered intensity features from LiDAR. 86 

The authors first applied Principal Component Analysis (PCA) to an HS dataset, using 87 

the first PC to generate texture features based on the grey level co-occurrence matrix 88 

(GLCM) [46,47] and additionally retrieved the Normalized Difference Vegetation Index 89 

(NDVI) [48]. All extracted features were fed into pixel-based supervised classification al- 90 

gorithms, including SVM and Maximum Likelihood Classification (MLC). Hasani et al. 91 

[49] generated a hybrid feature space including spectral and structural features from HS 92 

and LiDAR data and an optimized classification system applying cuckoo search. Kho- 93 

dadadzadeh et al. [50] proposed a feature-level fusion method integrating multiple types 94 

of HS and LiDAR-based features without model parameter regularization. Kuras et al. 95 

[35] extracted endmembers from an HS dataset in an unsupervised way by applying N- 96 

FINDR [51] and retrieving raster-based LiDAR features for segmentation purposes. 97 

Simultaneous feature-level fusion of multitemporal data is among the analyses that 98 

not only require an understanding of the physical functions of each sensor but are also 99 
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very complex compared to analyses relying on single sensors or lower dimensional data. 100 

Deep learning has proven to be a critical basis and remarkable breakthrough for handling 101 

such issues in image processing in recent years [52]. Continuous improvements and inno- 102 

vations in deep learning models show that no single generic and transferable classification 103 

model can correctly analyze the selected target of interest. Very often, the selection of deep 104 

learning algorithms depends on the complexity of the classification task, the type of data, 105 

their dimensionality, training data availability, and the final classification purpose. 106 

For high-dimensional HS and LiDAR data, the algorithm for multiclass classification 107 

of urban land cover should include a wide range of information. Such fundamental infor- 108 

mation is the spectral context using multidimensional convolutional operations. Also im- 109 

portant is the location of the class and the occurrence environment.  110 

Inspired by HL-Fusion and deep learning for multitemporal analysis, we present: (1) 111 

a novel land cover multitemporal analysis based on fused HS and LiDAR data at the fea- 112 

ture level that integrates abundance representation from HS and LiDAR datasets applying 113 

2D ResU-Net (2D Residual U-Net) [53,54]; (2) we automatically generate spectral libraries 114 

as a by-product for a local database expansion creating a spectral library for each defined 115 

class based on endmember extraction and forced class assignment based on a synthetic 116 

mixture including intraclass variability; (3) we propose a generic method for stable up- 117 

dating of local maps using a case study bitemporal HL-Fusion dataset. 118 

The article is structured as follows: Section 2 describes the dataset used in our study. 119 

Section 3 introduces the framework of our proposed method for multitemporal analysis 120 

of HL-Fusion data. Section 4 presents the results of segmentation optimization, spectral 121 

library generation, and the change detection approach. The results are further discussed 122 

in Section 5. Finally, Section 6 points out concluding remarks on our method and sugges- 123 

tions for future directions in this research field. 124 

2. Dataset 125 

The company Terratec AS collected airborne-based HS and LiDAR data in August 2019 126 

and June 2021 over Bærum municipality near Oslo, Norway (Figure 1).  127 

 128 

 129 

Our study area is located in Høvik with a coordinate extent of 588060, 6641500; 130 

588878, 6641735 WGS 84 / UTM zone 32N (Figure 2 a, b). The datasets contained bitem- 131 

poral cloud-free airborne-based HS images and LiDAR scans. The HS data were acquired 132 

by two HySpex sensors: VNIR-1800 (0.4 – 1.0 µm) and SWIR-384 (1 – 2.5 µm) with 0.3 and 133 

0.7 m spatial resolution, respectively. The HS data were preprocessed by conducting 134 

georeferencing and orthorectification using the PARGE software (Parametric Geocoding 135 

and Orthorectification for Airborne Optical Scanner Data) [55]. The geocoded radiance 136 

data were converted to reflectance, conducting atmospheric correction using ATCOR-4 137 

(Atmospheric and Topographic Correction for airborne imagery). Absorption features 138 

Figure 1. The area of interest located in Norway, in Baerum (red polygon on the figure). 
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associated with H2O and OH close to bands at 1.4 μm and 1.9 μm and noisy bands were 139 

excluded from further analyses.  140 

The LiDAR data were acquired using Riegl VQ-1560i, with five pulses per m2 and 141 

intensity at 1.064 μm. From the LiDAR-based point cloud (Figure 2d), noise and outliers 142 

were removed. Five different raster-based features were extracted based on other studies 143 

[8], including intensity from the first return, height derivatives such as slope, normalized 144 

Digital Surface Model (nDSM), multiple returns, and point density. All features were 145 

aligned to the spatial resolution of 0.3 m of the HS VNIR scene.  146 

2.1. Ground truth 147 

The ground truth consists of a local database in Norway (FKB database) that includes 148 

polygons of artificial objects such as buildings, railways, and roads manually updated 149 

from 2011 to 2019. Ground truth data were unavailable for low and high vegetation due 150 

to high dynamic and seasonal differences. Therefore these classes were extracted semi- 151 

automatically, calculating the Normalised Difference Vegetation Index (NDVI) for the HS 152 

scene [48] and distinguished high and low vegetation based on raster-based LiDAR fea- 153 

tures, relying on the method from Kuras et al. [35] (Figure 2).  154 

 155 

  156 

Figure 2. Our study area representing a) the HS scene from 2019, b) the HS scene from 2021, c) the ground truth data, and d) the 157 

LiDAR point cloud. 158 

These ground truth data were used for the dataset from 2019. For the dataset from 2021, 159 

we used segmentation results from 2019 as reference data. 160 

2.2. Data simulation 161 

In order to diversify the analysis and prove the proposed method's stability and 162 

correctness, we created simulated changes, adding a building in place of low and high 163 

vegetation. We assumed that adding a building in this location is feasible and typical for 164 

urban/suburban areas where vegetation is removed to build new residential 165 

neighborhoods. This building was not annotated in the ground truth in training. 166 

3. Proposed method 167 

The following section describes an approach for multitemporal HL-Fusion at the fea- 168 

ture level (Figure 3). The analysis begins with unsupervised endmember extraction sepa- 169 

rately for HS (Figure 3, box 1.1) and LiDAR data (Figure 3, box 1.2) for the first time point 170 

(Figure 3, Dataset A). From the created endmembers, abundance maps are generated for 171 

HS (Figure 3, box 2.1) and LiDAR data (Figure 3, box 2.2), retrieving the percentage of 172 

each endmember per pixel in the scene. These abundance maps and the prepared ground 173 

truth data (Figure 3, box 3) are fed into a segmentation algorithm (Figure 3, box 4). Then, 174 

analogous to the first dataset, the second time point (Figure 3, Dataset B) is analyzed, 175 
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starting from endmember extraction to generation of abundance maps for HS (Figure 3, 176 

box 5A and 6A) and LiDAR data (Figure 3, box 5B and 6B).  177 

 178 

    179 

Figure 3. Schematic workflow for multitemporal HL-Fusion at the feature level. 180 

Then, ground truth (Figure 3, box 7) is added to segmentation (Figure 3, box 8) along with 181 

retrieved abundance maps. From the results of the first segmentation from Dataset A and 182 

B, segments are extracted for each of the defined classes showing class intersections (Fig- 183 

ure 3, box 9.1) and segmentation differences between Dataset A and B (Figure 3, box 9.2). 184 

The most representative endmembers are extracted from each intersection and difference 185 

segments for the classes, such as low and high vegetation, building, road, and railway. In 186 

case endmembers from the difference group belong to one of the five predefined classes, 187 

synthetic mixing is applied (Figure 3, box 10) to effectively and automatically align 188 

endmembers from the already existing difference group to the corresponding class (Fig- 189 

ure 3, box 11) and to update initial endmembers extracted before the first segmentation 190 

(Figure 3, box 1.1, 1.2). From the updated endmembers, abundance maps are generated 191 

(Figure 3, box 12) and fed into the next iteration as optimized segmentation without pa- 192 

rameter optimization (Figure 3, box 3, 4, 7, 8). For spectral library generation, Intersec- 193 

tions, Differences, synthetic mixing, and alignment are applied (Figure 3, box 9.1, 9.2, 10, 194 

11). After another endmember alignment (Figure 3, box 11), a stable local spectral library 195 

with intraclass variability is generated as a by-product (Figure 3, box 13). The final step of 196 

the multitemporal analysis is change detection (Figure 3, box 14), where the original map 197 

to be updated (Figure 3, box 15) is compared with the segmentation results from Dataset 198 
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A, creating an updated map (Figure 3, box 16), which also shows the changes that have 199 

occurred in each of the five predefined classes. Analogously, the change detection can be 200 

applied on Dataset B (Figure 3, box 17), comparing the map from Dataset A (Figure 3, box 201 

16) to the segmentation results from Dataset B, generating an updated map (Figure 3, box 202 

18).  203 

3.1. Endmember extraction and abundance maps 204 

In our study, we implemented the state-of-the-art iterative endmember extraction 205 

(EA) algorithm N-FINDR [51] for HS and LiDAR data, respectively (Figure 3, box 1.1, 1.2). 206 

We generated normalized abundance maps based on the extracted endmembers (Figure 207 

3, box 2.1, 2.2) by applying the non-negativity-constrained least squares algorithm [56]. 208 

For HS EA, the preprocessed reflectance image was used to retrieve the most representa- 209 

tive endmembers. For EA of LiDAR data, we built a LiDAR feature space where the five 210 

most relevant raster-based features have been extracted, including slope, the intensity 211 

from the first return, multiple returns, normalized digital surface model (nDSM), and 212 

point density. All the features were normalized separately before EA due to significant 213 

differences in the value scale. The initially extracted endmembers for LiDAR data were 214 

used to generate abundance maps for each endmember, analogously to HS data. 215 

3.2. Semantic segmentation 216 

The final input to semantic segmentation algorithms (Figure 3, box 4) consists of 217 

abundance maps from HS and LiDAR data. We considered the 2D ResU-Net model archi- 218 

tectures in this study [53,54], comparing the segmentation process with and without train- 219 

ing data augmentation for 2019 (Figure 3, box 4) and 2021 (Figure 3, box 8) datasets with- 220 

out model parameter regularizations. The original U-net consists of an encoder part with 221 

multiple blocks of convolutions and max pools for feature extraction and a corresponding 222 

decoder with transposed convolutions for upscaling after each convolution block [57]. 223 

Skip connections between corresponding convolution blocks in the encoder and decoder 224 

are used for improved class location and signal propagation. The Residual U-net extends 225 

the original U-net with local skip connections in the convolution blocks, further enhancing 226 

signal pathways and granularity of predictions. In the ResU-Net model, we implemented 227 

2D convolutional operations, which are sufficient and not time-consuming in this type of 228 

land cover analysis [35].  229 

The 2D ResU-Net models were implemented in Python using the module Tensorflow 230 

with GPU functionalities [58]. To evaluate the model performance, we implemented the 231 

Matthews Correlation Coefficient (MCC) that effectively handles unbalanced classes, 232 

computing accuracy for each class independently [59] and F1 score [60].     233 

3.2.1. Implementation details 234 

For the segmentation, the study dataset was divided into 64x64 pixel patches, of 235 

which 70 % is training and 30 % is the test dataset. 20 % of the training data is used for 236 

validation. Training, validation, and testing were selected, considering all classes equally 237 

in training, validation, and testing. In addition, data augmentation was applied to training 238 

data by applying a 50 % overlap of each patch (Figure 4), of which no patch in the training 239 

dataset was part of the test dataset.  240 

 241 

Figure 4. Schematic illustration of data augmentation created for training dataset for 64x64 pixel patches with 50 % overlap. Image 242 

patches in the test dataset have an overlap of 0 %. 243 
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 244 

3.2.2. Multitemporal analysis – intersection and differences 245 

Given that the semantic segmentation is conducted for all available datasets X at time 246 

X1, …, Xn for classes C1, …, Ci, each estimated segment of a single class from C1, …, Ci is 247 

handled individually. 248 

For each class C1, …, Ci, common areas occurring in all datasets from different times 249 

X1, …, Xn are grouped into «intersection» (Figure 3, box 9.1). It means that a pixel classified 250 

as class C1 (e.g., high vegetation) in all datasets X1, …, Xn (e.g., 2019 and 2021) is assigned 251 

to the intersection group. For each intersection of a class C1, …, Ci, we extracted repre- 252 

sentative endmembers from all datasets X1, …, Xn. 253 

In contrast to an intersection, difference means that a pixel in dataset X1 was assigned 254 

to another class than in dataset(s) X2, …, Xn  (Figure 3, box 9.2). For each such difference 255 

of each class C1, …, Ci, we found representative endmembers and collected them in one 256 

difference group (Figure 5). 257 

 258 

Figure 5. The clustering principle of intersections (green) and differences (blue) for two datasets, X1 and X2, for class C1. 259 

3.3. Synthetic mixing for spectral library generation 260 

We assume some endmembers from the difference group can be assigned to any de- 261 

fined classes C1, …, Ci. Therefore, we synthetically mixed all intersection endmembers 262 

EMi0, …, EMin with all difference endmembers EMd0, …, EMdm and initial endmembers 263 

generated for the first segmentation in proportion 50:50 percent (Figure 3, box 10). After 264 

the synthetic mixing, we unmixed the new synthetic matrix spectrally (Figure 6). 265 

 266 

 267 

Figure 6. Spectral unmixing example based on synthetic mixing result. 268 
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The intuition behind the spectral unmixing in this study is to align difference and 269 

initial endmembers to any of the defined classes C1, … Ci, comparing all difference and 270 

initial endmembers to all intersection endmembers (Figure 3, box 11). Figure 6 presents a 271 

spectral unmixing example, where each class C1, …, Ci consists of ten intersection 272 

endmembers (Table 1).  273 

Table 1. Intersection endmember defined classes. 274 

Defined class Intersection EM 

road EMi0-EMi9 

building EMi10-EMi19 

low vegetation EMi20-EMi29 

high vegetation EMi30-EMi39 

railway EMi40-EMi49 

Given that the intersection endmember EMi0 belongs to the road class, we are search- 275 

ing for difference and initial endmembers with a similar unmixing value to EMi0. In this 276 

example, two difference endmembers, EMd5 and EMd65, are similar to EMi0 and were 277 

aligned automatically to the road class as the EMi0. For the updated intersection endmem- 278 

bers, abundance maps have been retrieved and summed up for each class separately. Such 279 

optimized intersection endmembers are the basis for a stable local spectral library (Figure 280 

3, box 13). 281 

The difference endmembers that were not aligned automatically to any defined clas- 282 

ses were used to retrieve abundance maps for the second segmentation iteration. How- 283 

ever, to avoid noise and endmembers that are not substantial, we calculated the average 284 

of each difference endmember occurring in our study area and limited the amount of the 285 

endmembers contributing with a value above 0.1 %. The updated intersection abundance 286 

maps, difference abundance maps, and LiDAR features (Figure 3, box 12) extracted for the 287 

first segmentation were merged and fed as input for the second segmentation iteration 288 

(Figure 3, box 4). 289 

3.4. Change detection 290 

In order to update the local map that served as the ground truth (FKB) for segmen- 291 

tation for the 2019 dataset, we subtracted each segment separately from the 2019 dataset 292 

from the FKB reference data (Figure 3, box 15) highlighting land cover changes (Figure 3, 293 

box 14). The resulting update map (Figure 3, box 16) indicates the changes in objects/sur- 294 

faces added or removed in 2019. This procedure was analogously repeated for change 295 

detection (Figure 3, box 17) for the 2019 (Figure 4, box 16) to 2021 dataset retrieving an 296 

updated map (Figure 4, box 18). Since there were no significant changes in the defined 297 

classes in artificial objects such as buildings and railways from 2019 to 2021, we simulated 298 

a change and added a random building in place of low/high vegetation in the dataset from 299 

2021. 300 

4. Experimental results 301 

This section provides results for the initial (first iteration) and optimized the second 302 

iteration after the abundance map update) segmentation task for 2D ResU-Net with and 303 

without data augmentation. The results of the spectral library generated from the best 304 

segmentation results of 2019 and 2021 are presented. Then, the results of the change sim- 305 

ulation are shown, as well as the results of the change detection for each of the defined 306 

classes taking into account the changes from the FKB reference data for 2019 and from 307 

2019 to 2021.  308 

 309 

 310 
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4.1. Segmentation results 311 

Table 2 presents the segmentation results for 2019 of the ResU-Net without and with 312 

data augmentation for initial segmentation (segmentation I) and optimized segmentation 313 

(segmentation II). The results are based on MCC for each class and the F1 score metric for 314 

overall segmentation. Corresponding segmentation maps are shown in Figure 7. 315 

Table 2. Segmentation results for the dataset from 2019 for the ResU-Net model based on MCC 316 
calculated for each class and overall F1 score. 317 

Color Dataset 2019 without augmentation 2019 with augmentation 

 Segmentation I II I II 

 Low vegetation 0.79 0.81 0.73 0.75 

 High vegetation 0.92 0.92 0.94 0.97 

 Building 0.88 0.94 0.97 0.99 

 Road 0.78 0.89 0.92 0.95 

 Railway 0.85 1 1 1 

 F1 0.818 0.831 0.814 0.843 

 318 

 319 

Figure 7. Segmentation results for the dataset from 2019 for the ResU-Net showing a) the HS scene in RGB color representation, b) 320 

the FKB reference map to be updated, c) the first segmentation iteration without data augmentation, d) the second segmentation 321 

iteration without data augmentation, e) the first segmentation iteration with data augmentation, and f) the second segmentation 322 

iteration with data augmentation. 323 

Table 2 shows that, regardless of the data augmentation process, the accuracy increases 324 

for both individual classes and the overall F1 score. Comparing the results of segmenta- 325 

tion without and with data augmentation, the segmentation with data augmentation 326 

achieves higher results in both initial (I) and optimized (II) segmentation. 327 

Similarly, the 2021 results are reported in Table 3, where, as in 2019, the initial (I) and 328 

optimized (II) segmentation results for segmentation without and with data augmentation 329 

are compared. The second iteration of segmentation in the main improves the accuracy 330 

results in both cases without and with data augmentation. Comparable to 2019, in 2021 331 

also, segmentation with data augmentation outperformed. 332 
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Table 3. Segmentation results for the dataset from 2021 for the ResU-Net model based on MCC 333 
calculated for each class and overall F1 score. 334 

Color Dataset 2021 without augmentation 2021 with augmentation 

 Segmentation I II I II 

 Low vegetation 0.7 0.81 0.8 0.81 

 High vegetation 0.76 0.91 0.95 0.97 

 Building 0.92 0.98 0.99 0.99 

 Road 0.82 0.91 0.99 0.99 

 Railway 0.99 0.98 1 1 

 F1 0.752 0.776 0.886 0.892 

 335 

 336 

 337 

Figure 8. Segmentation results for the dataset from 2021 for the ResU-Net showing a) the HS scene in RGB color representation, b) 338 

the reference map from 2019 to be updated, c) the first segmentation iteration without data augmentation, d) the second 339 

segmentation iteration without data augmentation, e) the first segmentation iteration with data augmentation, and f) the second 340 

segmentation iteration with data augmentation. 341 

4.2. Spectral library 342 

The spectral library was generated based on the results of the initial (I) segmentation 343 

of 2019 and 2021 and then updated after the results of the optimized (II) segmentation. 344 

The spectral library, shown in Figure 9, demonstrated the final spectra for each class, in- 345 

cluding low and high vegetation, buildings, roads, and railways. Each spectrum covers 346 

the 0.4-2.35 µm spectral range. Noisy bands from the preprocessing are not included ei- 347 

ther in the analysis or in the built spectral library. Each class contains the most representa- 348 

tive spectra within its definition, i.e., the building class consists of different roof materials 349 

depending on their complexity and heterogeneity in the selected study of interest. 350 



Remote Sens. 2022, 14, x FOR PEER REVIEW 11 of 19 
 

 

 351 

 352 

 353 

Figure 9. Spectral library of low and high vegetation, building, road, and railway generated after alignment after the II 354 

segmentation iteration.  355 

4.3. Change detection 356 

Figure 10 demonstrates the change detection results for the changes from the FKB 357 

reference data to 2019 and from 2019 to 2021 for classes such as buildings, roads, and rail- 358 

ways. Figure 11 depicts the changes in low and high vegetation from 2019 to 2021 only 359 

due to the lack of ground truth data available in the local database before 2019. 360 
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Figure 10. Change detection for buildings, roads, and railways from FKB reference data to 2019 (left) and from 2019 to 2021 (right). 362 

Different colors are used to highlight changes, i.e., orange for changed pixels (class present in the updated map), blue for changed 363 

pixels (class present in the map to be updated), white for unchanged pixels, and green for simulation. 364 

 365 

Figure 11. Change detection of low and high vegetation from 2019 to 2021. Different colors are used to highlight changes, i.e., 366 

orange for changed pixels (class present in the updated map), blue for changed pixels (class present in the map to be updated), and 367 

white for unchanged pixels. 368 

Table 4 presents the MCC accuracy results for segmentation on a dataset where a 369 

building was added in the 2021 dataset. Figure 12 highlights the simulated building addi- 370 

tion with the building found in the segmentation process.  371 

Table 4. The segmentation results of a simulated dataset from 2021. 372 

Color Dataset 2021 

 Low vegetation 0.79 

 High vegetation 0.92 

 Building 0.97 

 Road 0.99 

 Railway 1 

 F1 0.859 
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Figure 12. Simulated change in the dataset from 2021. The red dashed rectangle represents an added building in place of low/high 374 

vegetation. 375 

5. Discussion 376 

5.1. Segmentation process 377 

In the segmentation of high-dimensional data, dimension reduction is crucial. Unsu- 378 

pervised endmember extraction and retrieval of abundance maps provide a stable and 379 

reliable method for obtaining the most representative features of a scene that are not cal- 380 

culated based on statistics. Based on the segmentation results from 2019 and 2021, it has 381 

to be noted that only in single classes, such as railway in 2021, the second iteration of 382 

segmentation after optimization deteriorated accuracy from 99 to 98 %. Comparing all 383 

classes in general, low and high vegetation achieved significantly lower accuracy than the 384 

buildings, roads, and railways. This is because ground truth data for these classes were 385 

created semiautomatically, which is insufficiently accurate. In addition, in many places in 386 

our study area, vegetation partially covers some objects, such as roads and buildings, de- 387 

pending on the season in which the data acquisition campaign was carried out. For this 388 

reason, some road pixels were not found in the segmentation. The main aspect is that HS 389 

data do not penetrate the surface, and some extracted features from LiDAR, such as in- 390 

tensity, include information from the surface only, i.e., from the first laser return. Figure 391 

13 shows an example of high vegetation covering a road.  392 

 393 

Figure 13. An example of vegetation covering the road marked with a white dashed rectangle.   394 

In the I segmentation (Figure 13a), vegetation was identified on the road, degrading the 395 

road accuracy results. In the II segmentation, vegetation covering the road was reclassified 396 

to the unknown class. When a classification of new objects or surfaces is required, one of 397 

the new classes in this study of interest could be "vegetation on the road". Such infor- 398 

mation about vegetation covering main roads can be an indicator for municipalities to 399 

remove or secure high vegetation that threatens vehicular traffic. 400 

 In addition to the improved accuracy of the results in the second iteration of segmen- 401 

tation, after segmentation optimization, in most objects, the edges have been sharpened, 402 

and the geometry in the 2D plane is approximated to reality. This is especially noticeable 403 

in objects not marked in ground truth data but present in the analyzed dataset, such as 404 

building detection in Figure 14. 405 
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Figure 14. Improvement of the shape of an object on example building detection marked with a dashed white rectangle. 407 

A frequent challenge in multiclass segmentation using 2D convolutional operations 408 

is patch edge effects. These effects relate to the generation of "contours" of each 64x64 pixel 409 

patch in the classification results, meaning that contextual information from neighboring 410 

pixels is not included at the pixel patch edges (Figure 7c) [61]. This unintentional effect 411 

has been reported in previous studies, where Kuras et al. [35] implemented 3D instead of 412 

2D convolutional operations in the model, mitigating edge effects in the final segmenta- 413 

tion map. However, in this study, 3D convolutions require increased computation time, 414 

especially when applying data augmentation. 415 

In our study, the second iteration of the segmentation eliminates patch edge effects, 416 

thereby improving accuracy results (Figure 7d, f). On the other hand, data augmentation 417 

through a patch overlap of 50 % in the training dataset not only levels edge effects in the 418 

I segmentation already (Figure 7e) but also allows for more stable learning of the algo- 419 

rithm of localization patterns helping in object identification. 420 

Another important aspect worth discussing is achieving 100 % accuracy in some clas- 421 

ses. This is a sign of overfitting, which can be compensated for by reducing the complexity 422 

of the segmentation model. The splitting of training may have caused overfitting, and test 423 

data was carried out patch-wise rather than strictly object-wise, causing the same ob- 424 

ject/surface to occur both in training and test data. Also, the weight of each class may have 425 

been disproportionate, with the rest getting more focus in the segmentation. 426 

5.2. Spectral library 427 

 Since the defined classes in the segmentation in the urban environment are complex 428 

and heterogeneous, the automatically created spectral library for each class contains spec- 429 

tra belonging to different materials and surfaces within that class. One example is the road 430 

class which consists of not only the primary road material – asphalt or concrete, but also 431 

road surface markings which, due to the spatial resolution of 0.3 m, are mixed with the 432 

asphalt or the vehicle on the street. In Figure 9, we can observe that some of the spectra, 433 

especially in low and high vegetation, experience saturation caused by technical problems 434 

in data acquisition or atmospheric correction. Errors and artifacts in the spectral library 435 

can also be caused by the level adjustment between VNIR and SWIR sensors and the fact 436 

that these two cameras do not point to the same spot from the airplane, which is particu- 437 

larly problematic when dealing with a dynamic environment where, for example, vehicles 438 

are constantly moving. 439 

5.3. Change detection  440 

Change detection for all defined classes is shown in Figures 10 and 11. The most sig- 441 

nificant changes could be experienced when the updated map represented 2019. In 2019, 442 

several new buildings were detected and updated. Sometimes in building maps, we notice 443 

detected changes with already known buildings. This is because boats and cars on the 444 

properties were assigned to the building class. In the case of road change detection, as 445 

roads were defined, property entrances or alleys were not marked in the original reference 446 

data. In addition, the algorithm also detected changes when ground truth was prepared 447 

manually, and the object from the airborne-based image perspective slightly shifted or 448 

changed object edges.    449 
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Furthermore, it is crucial to point out that our novel framework has effectively iden- 450 

tified actual or simulated objects and when ground truth data are not aligned with the 451 

current position, as is the case with local map updates.  452 

Our framework allows the addition of new time point datasets, thanks to which the 453 

focus of the analysis can be on high-frequent and low-frequent changes or mobile and 454 

static object recognition in an urban scene. Moreover, adding another dataset allows for 455 

building a stable spectral library and features that can be transferred to other study areas. 456 

Objects and surfaces not identified during segmentation can be manually added, allowing 457 

for dynamic class extension of urban land cover. 458 

6. Conclusions  459 

This study presents a novel approach to feature-level-based multisensor data fusion 460 

of HS and LiDAR data proposing a method for an effective segmentation optimization 461 

based on the unsupervised endmember extraction and abundance map retrieval of HS 462 

and LiDAR data without parameter regularizations. Objects that have not been identified 463 

can be added manually, with the possibility of dynamic expansion and a variety of land 464 

cover classes. All the models achieved increased segmentation results after segmentation 465 

optimization. The ResU-Net with implemented data augmentation outperformed com- 466 

pared to models without data augmentation. In addition, a local spectral library has been 467 

generated automatically as a by-product that can be used to expand the local urban data- 468 

base and serve as a basis for further updates of this region. Based on the segmentation and 469 

generated spectral library, we created a change map of each defined class, creating a local 470 

map update.  471 

7. Future work 472 

Our novel approach serves as a promising basis for developing a change detection 473 

framework based on unsupervised segmentation. Such unsupervised segmentation 474 

would limit issues related to the preparation of the ground truth data, which are not al- 475 

ways available and updated for the algorithm to learn correctly segment complex objects 476 

and surfaces. The proposed framework of change detection applying fused HS and Li- 477 

DAR data at the feature level can be expanded with more datasets of the study area, al- 478 

lowing segmentation and spectral signatures of individual objects or surfaces to be more 479 

stable and reliable.  480 
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Abstract: The integration of imaging spectroscopy and aeromagnetics provides a cost-effective and
promising way to extend the initial analysis of a mineral deposit. While imaging spectroscopy
retrieves surface spectral information, magnetic responses are used to determine magnetization at
both shallower and greater depths using 2D and 3D modeling. Integration of imaging spectroscopy
and magnetics improves upon knowledge concerning lithology with magnetic properties, enhances
understanding of the geological origin of magnetic anomalies, and is a promising approach for
analyzing a prospective area for minerals having a high iron-bearing content. To combine iron
diagnostic information from airborne hyperspectral and magnetic data, we (a) used an iron absorption
feature ratio to model pseudo-magnetic responses and compare them with the measured magnetic
data and (b) estimated the apparent susceptibility along the surface by some equivalent source
modeling, and compared them with iron ratios along the surface. For this analysis, a Modified Iron
Feature Depth index was developed and compared to the surface geochemistry of the rock samples
in order to validate the spectral information of iron. The comparison revealed a linear increase in iron
absorption feature depths with iron content. The analysis was performed by empirically modeling
the statistical relationship between the diagnostic absorption features of hyperspectral (HS) image
spectra of selected rock samples and their corresponding geochemistry. Our results clearly show a link
between the spectral absorption features and the magnetic response from iron-bearing ultra/-mafic
rocks. The iron absorption feature ratio of Fe3+/Fe2+ integrated with aeromagnetic data (residual
magnetic anomaly) allowed us to distinguish main rock types based on physical properties. This
separation matches the lithology of the Niaqornarssuit complex, our study area in West Greenland.

Keywords: geological remote sensing; magnetics; hyperspectral; hyperspectral-magnetic integration;
ultramafic complex; Greenland; iron; susceptibility; imaging spectroscopy; data fusion

1. Introduction

In harsh environments such as in the Arctic, conventional mineral exploration tech-
niques are challenging due to inaccessibility and remoteness. Optical remote sensing and
airborne geophysics offer cost- and time-efficient tools to analyze mineral deposits based
on physical properties. Datasets from such methods typically cover large areas and provide
physical parameter information which enables the spatial description of the structural
and lithological conditions. This makes these methods particularly attractive in an early
exploration phase.

However, ore-formation typically involves several processes, and deposits are often
hosted in complex background geology and may be overprinted by subsequent tectonic
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or alteration processes. Therefore, it is rarely the case that a single physical parameter is a
diagnostic criterion for the mineralization and that a single method sufficiently describes a
deposit. Optical remote sensing and geophysical methods should be combined to address
these limitations since consideration of several physical parameters can significantly impact
a more successful mineral exploration [1,2].

The key component of the integration of magnetic and optical remote sensing with
lithological information is iron. Iron is the most relevant element since (1) a few iron
minerals are almost exclusively responsible for the overall magnetic properties of rocks
and, hence, anomalies measured in magnetic data, and (2) iron alteration minerals have
strong absorption features in multi-/hyperspectral data.

Magnetizations in rocks are mainly associated with ferromagnetic magnetite, other
iron-titanium oxide minerals, and the monoclinic sulfide pyrrhotite [3]. This makes mag-
netic measurements attractive for targeting several mineral deposits containing Fe-oxides
and sulfides [4,5]. However, most other minerals, including the alteration minerals of
iron (goethite, hematite), have no significant magnetic properties, so a comprehensive
lithological characterization is hardly possible based on magnetic data alone.

Magnetite has no characteristic spectral absorption features in the solar-reflective
spectral range. However, its presence can be estimated from Fe-alteration products, which
show more distinct spectral signatures [5,6]. The transformation of goethite and hematite
to magnetite was observed during laboratory heating experiments [7–9]. Another limiting
factor in an accurate geological analysis is that in many regions either the bedrock is
not fully exposed (e.g., partly covered by vegetation or soil layer) or the exposed bedrock
surface is primarily covered by lichens [10] as is common in the Arctic. Such lichen coverage
can lead to misidentification in the spectra and strongly hampers the mineral and rock
composition mapping from the spectral analysis [11,12].

Magnetic data might help to overcome the optical analysis limitations at the rock sur-
face in such cases. It enables tracing geological trends in areas where the information from
HS sensors is vague due to full or partial coverage of the rock surface by other materials.
Integration of the two methods would also assist in the assignment of magnetic properties
to the mineralogy and rock types by geologically contextualizing the magnetic data.

Despite many integration approaches combining optical remote sensing methods
(e.g., HS sensors with different spectral ranges [13–17], HS with LiDAR [18,19], or HS with
photogrammetry [20,21]), only a little research has been done to combine datasets from the
two groups (optical remote sensing and airborne/UAV geophysics) at the interpretation
stage for geological applications [22,23]. However, especially for ultramafic/mafic com-
plexes exhibiting distinct magnetic properties, the data integration of airborne magnetic
and hyperspectral (HS) imagery (HSM integration) appears to be particularly meaningful
in improving the knowledge about lithology.

Most applications combining such methods are seen in areas where bedrock is well-
exposed and only sparsely covered by vegetation, such as desert, high-alpine, or arctic
environments, and where both magnetic surveys and HS data of high resolution and good
quality exist at the same time. Geological characterization with HS data is possible in most
of these areas [12,24–30] because the bedrock is often well-exposed and is only slightly
covered by vegetation. Moreover, HS data allows a general mineralogical characterization
of the rock surface and can contribute to closing the gap of missing lithological information.
Many mineral exploration areas have been uniformly covered with HS airborne surveys
and local helicopter-borne magnetic surveys with dense line spacing (<200 m).

Although an HSM integration can provide largely complementary information about
the mineralogical composition and appears promising for several mineral exploration
target types in many regions, few papers have been published on where data from these
methods are combined [2,23,31,32].

This is likely due to the fact that the proper integration of HS and magnetic data
is not straightforward for several reasons. First, the measured magnetic responses are
generated by magnetization in the whole sub-surface and not only by its near-surface
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contributions. Furthermore, the magnetic method is known to have a low resolution,
such that the exact position and distribution of the magnetization in the ground cannot
be determined without additional information, and an infinite number of magnetization
distributions in the subsurface can describe the measured data response. This means that
without general assumptions about how the magnetization is distributed in the ground,
it is challenging to compare magnetics with HS properties at the surface reliably. This
situation is further complicated by the fact that magnetization is a vector quantity. This
vector quantity consists of an induced component parallel to the current Earth’s magnetic
field and a remanent component that can point in a different direction and reflects the
Earth’s magnetic field direction when rocks were formed and/or overprinted.

Therefore, it is expected that a simple comparison of data responses presented as
magnetic maps (typically given as residual magnetic anomaly) with image products from
the HS can only coarsely describe the relationships of magnetic and HS properties on the
ground. This is particularly true if magnetic surveys are gathered at greater flight heights
and wider line spacings, or when the geology is complex and varies over short distances, or
the remanent magnetization component is strong and points in a largely different direction
than the induced magnetization.

A plausible future solution for this problem could be to develop magnetic modeling or
inversion schemes, where the HS information is incorporated as constraining information
along the surface. Such approach would improve the resolution of the magnetics at the
surface and, hence, make the magnetization directly comparable to the hyperspectral image
results at each pixel. This would allow for a reliable presentation of the relationships
between hyperspectral image products and magnetizations in scatterplots and the use of
these as inputs in statistical analysis. However, to develop such schemes, it must first be
investigated how spectral and magnetic properties are related to each other, such that a
geologically reasonable constraint can be found that links the two datasets with each other.

This contribution aims to investigate if it is generally possible to gain more geologi-
cal information from mineral exploration sites and iron-bearing ultramafic complexes in
particular by combining airborne magnetic and HS data. In this contribution, we make
the first step in developing an approach to integrating airborne HS and magnetic data
properly. We apply an HSM integration using simple forward modeling and inversion
tests—fully aware of their limitations. In particular, we compare the resulting apparent
magnetic susceptibility estimates along the surface with iron ratios determined from the HS
data to make a geological characterization in terms of Fe-mineral variations. The study is
supplemented with hyperspectral laboratory and geochemical measurements on rock sam-
ples which helps to validate the observed relationships of the different physical parameters
in the airborne data and link them to mineralogical knowledge.

2. Study Area—The Niaqornarssuit Complex

As a test area, we selected the intrusive Niaqornarssuit Complex located within the
southernmost part of the Paleoproterozoic Nagssugtoqidian Orogen in West Greenland
(66.83◦N,−52.02◦E) which is explored for disseminated Ni and Cu sulfide mineralizations [33].
The area is fully covered both with a regional airborne hyperspectral survey (HyMAP [29])
and a local high-resolution helicopter-borne magnetic survey [34]. The rocks in the complex
are largely exposed at the surface, such that it satisfies the conditions to test the integration
of HS and magnetic data properly.

The Niaqornarssuit Complex formed in the Palaeoproterozoic from 2050 to 1750
Ma [35] is a layered ultramafic intrusion hosted in Archean gneisses. It is elliptically shaped
with a long axis of 1.8 km striking east-west, and a short axis measuring 0.9 km [36].
The complex is a peridotite lens consisting mainly of two homogeneous yellowish-green
weathered dunite bodies separated by a thin olivine-poorer peridotite zone with lherzoliteic
and harzburgitic composition surrounded by older basement orthogneisses (Figure 1).
Some limited observations of intrusive contacts and a significant chilled margin in the
southeastern part of the Niaqornarssuit Complex imply that the intrusion was embedded
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in older basement gneisses of the South Nagssugtoqidian Orogen [33]. The mafic and
ultramafic rocks of the study area experienced a metamorphic and tectonic overprint
forming the present shape of the complex.
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Figure 1. (A) True color HyMap image of the Niaqornarssuit Complex and (B) generalized geological
map (1:10,000) of the Niaqornarssuit Complex (modified from [37]) with 23 rock sample locations
(green marks) collected by the mineral exploration company 21st North Exploration and geochem-
ically analyzed by the University of Potsdam. The white (A) and black (B) dashed polygon lines
outline the ultramafic complex with a highlighted intrusion.

The gently undulating rolling terrain with moderate relief mostly lacks distinct
vegetation except in low-lying south-facing slopes and depressions with 1–2 m high
shrubs. However, up to 90% of the exposed bedrock surfaces are widely covered by
lichens (Figure 2) [12,28,37].
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2 × 1 km size [37].

The exploration company 21st North collected more than 160 samples from the com-
plex and defined the stratigraphy of the complex with the following rock units [33]:

(I) A chilled margin with a black aphanitic-fine-grained peridotite rock composition is
located at the contact zone to basement gneisses (navy blue color in Figure 1) and
contact-metamorphic granites (light blue color in Figure 1). This formation is 5–30 m
thick, sheared, and contains a variable amount of olivine, pyroxene, and oxides;

(II) A unit with magnetite-chromite-rich homogeneous medium-grained dunite that
contains common peridotite-pyroxenite layers and intrusive dikes. The unit is mainly
present in two dunite bodies (green beige color in Figure 1);

(III) A unit that comprises medium- to coarse-grained peridotite olivine-rich at the bottom
and pyroxene-rich at the upper level (maroon color in Figure 1);

(IV) A homogenous unit of coarse-grained to pegmatitic pyroxenite that forms a massive
block in the northeastern part of the complex (orange color in Figure 1);

(V) A discontinuous layer of medium-grained and banded metagabbro (magenta color in
Figure 1) interleaved with hornblende-gneiss rocks.

The complex is characterized by strongly weathered gossans and small rusty beds
hosted by peridotite and pyroxenite layers at the surface. The weathered zone con-
sists of strongly oxidized malachite-stained gossan boulders. Fresh sulfides such as
pentlandite, pyrrhotite, and chalcopyrite are rarely found due to their low resistance
to weathering [33,37]. These mineralizations at the surface are almost entirely restricted to
the rusty beds of the eastern dunite body.

In this study, the focus of our analysis lies on II (dunite), III (peridotite), and IV
(pyroxenite) rock units of the mafic-ultramafic intrusion, and we did not further consider
the surrounding host rock (see Section 2). The intrusive rocks mainly consist of mafic
minerals (olivine, pyroxene, and amphibole) and minor amounts of felsic minerals and
other accessories.
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All rock material for our laboratory measurements was collected exclusively from the
eastern part of the complex since we used samples from the 21st North that concentrated
their investigations on this region showing most ore concentrations.

3. Mafic and Ultramafic Rocks

Ultramafic rocks are the main component of the Earth’s mantle which initially formed
when the Earth differentiated into an iron-rich core and a silicate mantle [38]. Peridotites
containing more than 40% olivine can be distinguished from pyroxenites characterized
by an olivine content of less than 40% [39,40]. Dunites are peridotites with a very high
olivine content of more than 90%. Since in this study we are analyzing both peridotites and
dunites, for simplicity, peridotites are referred to as peridotites with between 40 and 90%
olivine content.

Iron is the common element to characterize ultramafic rocks with optical remote sens-
ing and the chemical element retaining magnetic properties [3]. It is the most common
element in the Earth’s crust and is exposed at the Earth’s surface in nearly all rocks, espe-
cially in the ultramafic bodies [41] and, hence, well-suited to generally distinguish different
lithologies for such ultramafic intrusions. Ferrous iron (Fe2+) mainly occurs in the original
mantle minerals such as olivines and pyroxenes [42]. Minerals reacting with water or
atmosphere undergo a process of oxidation and alteration, resulting in the formation of iron
oxide/hydroxide minerals (ferric iron Fe3+) as hematite (Fe3+

2O3), goethite (Fe3+O(OH)),
limonite (Fe3+O(OH)·nH2O), and magnetite (Fe3+

2Fe2+O4) [43]. Olivine, the main compo-
nent of dunite, weathers very quickly and undergoes a serpentinization process under the
right atmospheric conditions producing secondary minerals such as serpentines [44].

3.1. Spectral Signatures of Ultramafic Rocks

Ferrous (Fe2+) and ferric (Fe3+) iron have distinct absorption features close to 1000 nm
and 650 nm, respectively (Figure 3).

However, not all minerals containing iron show distinct absorption features within
the spectral range of 400 to 2500 nm (Figure 4), such as magnetite which can be easily
confused with, e.g., the Fe-bearing sulfide mineral chalcopyrite. Furthermore, magnetite is
an accessory mineral in intrusive rocks and is typically not identifiable in airborne HS data.

The ferrous iron content in the ultramafic rocks is dominant and complies with the
higher ferrous absorption bands (close to 1000 nm). For dunite, containing almost all
olivine (having iron included as Fe2+), only absorption feature at 1000 nm is exhibited [45].
Altered minerals containing ferric ions in Fe-O by oxidation exhibit a significant fall-off
of the reflectance intensity in the UV-blue region (100–400 nm) of the electromagnetic
spectrum [45]. Some colored Fe minerals display absorption features in visible light
(400–700 nm) called color centers. These spectral characteristics are not caused by the
material’s chemistry but by electronic processes [5].

In this study, iron absorption features close to 850 nm related to Fe2+–Fe3+ intervalence
charge transfer are not included in the calculations. This band is not indicative of ferrous
or ferric iron and overlaps with the absorption feature at 1000 nm.

3.2. Magnetism in Ultramafic Rocks

Ultramafic rocks such as pyroxenites, peridotites, and serpentinized dunites have
typically high concentrations of magnetic minerals [4]. Primary ferromagnetic magnetite is
the most significant magnetic mineral here, although its content in the rock is relatively low
(<1 volume percent) and classified as an accessory. In addition, secondary magnetite forms
during the serpentinization process of ultramafic rocks:

3Mg3FeSi2O3 + 6H2O + O→ (Mg,Fe)6Si4O10(OH)8 + Fe3O4
Fe-bearing forsterite serpentine magnetite

(1)
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Figure 3. Laboratory examples of spectral signatures in the spectral range of 400 to 2500 nm of (A) 
peridotite (olivine 40–90%), (B) dunite (olivine > 90%), and (C) pyroxenite (olivine < 40%) of col-
lected rock samples from the Niaqornarssuit Complex. The measurements were conducted on the 
weathered surfaces of the rock samples from the study site (Figure 1). Blue rectangles represent the 
spectral range of absorption features from ferrous (Fe2+) and ferric (Fe3+) iron. 
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(A) peridotite (olivine 40–90%), (B) dunite (olivine > 90%), and (C) pyroxenite (olivine < 40%) of
collected rock samples from the Niaqornarssuit Complex. The measurements were conducted on the
weathered surfaces of the rock samples from the study site (Figure 1). Blue rectangles represent the
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Ultra-basic rocks with Fe-bearing forsterite and orthopyroxene react with water and
are altered to serpentine and secondary magnetite during serpentinization [47]. The sec-
ondary magnetite amount is small and non-linearly correlated with the serpentinization
degree [48,49]. However, it is relevant in the comprehension of the mechanism and evolu-
tion of the upper mantle and lower crust [50]. Magnetism increases with serpentinization
until the metamorphic grade of amphibolite facies is reached [51]. At higher grades, ultra-
mafic rocks become deserpentinized, and magnetite disappears due to the replacement of
iron by other elements [3].

Since olivine and pyroxene are relatively weakly magnetic (paramagnetic: µ = 12–540
and 12–330, respectively [4]), minerals responsible for features in the spectra are not
considered to be mainly responsible for stronger magnetic responses despite the significant
content of olivine and pyroxene in mafic rocks [52].

4. Data Acquisition

The dataset consists of several data types analyzed in the HSM-integration approach
including airborne and laboratory measurements. The airborne data comprises hyperspec-
tral (HyMAP) and magnetic data (a local helicopterborne survey). The laboratory scale
analysis includes HS scans of rock samples from the ultramafic complex using an imaging
spectrometer—HySpex, and Laser-Induced Breakdown Spectrometer (LIBS) measurements
to obtain the surface geochemistry.

4.1. Airborne Surveys
4.1.1. Magnetic Survey

The magnetic data were acquired as part of a combined time-domain electromagnetic
and magnetic helicopter-borne survey in 2012 by Geotech Ltd. from Aurora, Canada, [34],
using a horizontal magnetic gradiometer with two cesium magnetometers (Table 1).

Table 1. Magnetic gradiometer properties [34].

Magnetic Gradiometer Horizontally Separated

Mean Altitude [m] 87

Average speed [km/h] 80

Sampling interval [s] 0.1

Sensitivity [nT] 0.001

Traverse line spacing [m] 100 and 200

Tie line spacing [m] 2000

The magnetometers were placed on a loop hanging ~24 m below the helicopter and
had a horizontal distance of ~12.5 m from each other. A GPS navigation system and a
radar altimeter were built-in, allowing to generate a local Digital Elevation Model (DEM)
of the terrain. The helicopter flew with an average speed of 80 km/h at a mean altitude of
87 m, such that the magnetic sensors were positioned on average 63 m above the ground.
Magnetic data were recorded with a sampling interval of 0.1 s. The split-beam cesium
vapor magnetometer had a sensitivity of 0.001 nT. General in-line and tie-line spacings
were 200 m and 2000 m, respectively, but the denser in-line spacing of 100 m was used
across the mafic intrusion (Figure 5). A combined magnetometer and GPS base station was
located at the Kangerlussuaq airport, about 60 km away [33].
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The total magnetic intensity map obtained through preprocessing (of the data from
the two magnetometers) that included, among others, diurnal corrections and micro-
leveling [34], is shown in Figure 5.

Since we focus on near-surface anomalies, we removed the impact of the core field
by subtracting the IGRF (International Geomagnetic Reference Field) (box 14 in Figure 6)
from these preprocessed data. Finally, we applied a 2-D Butterworth high-pass filter with a
cut-off wavelength of 3000 m (filter order of 8) to a grid (cell sizes: 20 × 20 m), which was
created from the residual magnetic data points by minimum curvature gridding (box 15 in
Figure 6). Afterwards, the filtered values were determined at the measurement locations by
means of sampling the grid.

An additional filter to prepare the magnetic data for the HSM integration could be
a Reduce-To-Pole transformation that removes the effect of the Earth’s magnetic field
direction on the shape of magnetic anomalies from the induced magnetization. We did
not apply the Reduce-To-pole correction in this study since the study area is close to
the magnetic south pole; hence, the differences are minor, but the correction might be
considered for surveys conducted at lower latitudes.



Remote Sens. 2022, 14, 4877 10 of 23
Remote Sens. 2022, 14, 4877 10 of 23 
 

 

 
Figure 6. Generalized process chain of the proposed data integration approach. 

An additional filter to prepare the magnetic data for the HSM integration could be a 
Reduce-To-Pole transformation that removes the effect of the Earth’s magnetic field direc-
tion on the shape of magnetic anomalies from the induced magnetization. We did not 
apply the Reduce-To-pole correction in this study since the study area is close to the mag-
netic south pole; hence, the differences are minor, but the correction might be considered 
for surveys conducted at lower latitudes. 

4.1.2. Hyperspectral Survey 
The HS HyMAP data were acquired in South West Greenland in 2002 [29] (Table 2).  

Table 2. Key characteristics of the HyMap hyperspectral sensor [53] and HySpex cameras (AS). 

Sensor HyMap 
HySpex 

VNIR-1600 SWIR-320-e 
Sensor type hyperspectral hyperspectral 
Altitude [m] 2500  

Setting airborne laboratory 

Wavelength [nm] 
450–890 

1950–2480 400–1000 1000–2500 890–1350 
1400–1800 

Bandwidth [nm] 15–16 18–20 3.7 6.25 
Spatial resolution  3–10 m 24 μm 53 μm 

Detector 
HyMap MK 1 

512 pixels 
Si CCD 

1600 × 1200 
HdCdTe 
320 × 256 

Figure 6. Generalized process chain of the proposed data integration approach.

4.1.2. Hyperspectral Survey

The HS HyMAP data were acquired in South West Greenland in 2002 [29] (Table 2).

Table 2. Key characteristics of the HyMap hyperspectral sensor [53] and HySpex cameras (AS).

Sensor HyMap
HySpex

VNIR-1600 SWIR-320-e

Sensor type hyperspectral hyperspectral

Altitude [m] 2500

Setting airborne laboratory

Wavelength [nm]

450–890

1950–2480 400–1000 1000–2500890–1350

1400–1800

Bandwidth [nm] 15–16 18–20 3.7 6.25

Spatial resolution 3–10 m 24 µm 53 µm

Detector HyMap MK 1
512 pixels

Si CCD
1600 × 1200

HdCdTe
320 × 256

FOV across track [◦] 61.3 17 14

Pixel FOV across track [mrad] 2.0 0.18 0.75

Pixel FOV along track [mrad] 2.5 0.36 0.75
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The whisk-broom sensor was mounted on a Piper Navajo Chieftain aircraft flown
~2500 m above the mean sea level, giving the scanner’s swath width of 3000 m [53,54].
The data comprise 53 flight lines covering 7500 km2. For this study, three flight lines were
selected. The geocoded radiance data were converted to at-surface reflectance (box 10
in Figure 6), adjusting illumination levels using ATCOR4 software with rugged terrain
optimization [11]. The features associated with atmospheric H2O and OH close to 1400 and
1900 nm bands were excluded for further analysis.

The images with residual 106 channels were mosaicked using ENVI® version 5.6.
Moreover, clouds, shadows, water, snow, ice, and steep terrain with low illumination
were masked from hyperspectral images. The albedo differences in the atmospherically
corrected data are caused by the bidirectional reflectance distribution effects (BRDF) [55],
and the atmospheric correction causes the remaining artifacts. The final hyperspectral
images had 20 × 20 m pixel sizes later used to discretize magnetic modeling and inversion
(see Section 5.2).

4.2. Laboratory Measurements

We used 23 rock samples from the eastern part of the Niaqornarssuit Complex for
laboratory measurements (boxes 1 to 9 in Figure 6). The samples represent the main
lithological rock types in the study area, including peridotites and pyroxenites. The exact
sampling locations for all rocks on a 1:10,000 geological map are shown in Figure 1. All
23 samples were scanned in the hyperspectral laboratory on the weathered sample side to
imitate the real acquisition conditions of the airborne HyMap sensor that mainly measured
weathered rock surfaces in the study area. In order to obtain the samples’ lithogeochemistry,
additional whole-rock analysis was performed.

Spectral Data

In the laboratory, the rock specimens were scanned using two HS imaging spectrom-
eters, HySpex VNIR-1600 and SWIR-320-e sensors (Table 2). Laser-Induced Breakdown
Spectrometer (LIBS) was then used to identify and quantify the first few micrometers
of the sample surface’s chemical components. LIBS is an analytical technique used to
determine the elemental composition of materials. A focused, pulsed laser beam is directed
at a sample surface, where laser energy absorption and material ablation produce high-
temperature microplasma. Small amounts of the measured material are dissociated and
ionized at the laser focal point, and during cooling, atomic/ionic emissions in the plasma
are generated. An integrated detector was used to spectrally/temporally detect the plasma
signals and record the emission lines of all elements present in the material. The resulting
LIBS spectrum represents the complete chemical composition of the analyzed material [56].
LIBS data using the SciAps Z-300 was collected within the 190–950 nm wavelength range.
The 50 Hz laser emits 5–6 mJ per pulse and analyzes every element in the periodic table.
The LIBS measurements were taken pointwise with a fourfold shot at each homogeneous
region where HySpex mean spectra were determined.

5. Proposed Method

The presented integration approach is set up to provide a first analysis suited to
characterize exposed iron-rich geologies by a combination of optical and magnetic proper-
ties. The whole process chain is depicted in Figure 6. The analysis starts with comparing
modified iron feature depths (MIFDs) in the laboratory and lithogeochemical information
of rock samples—Result 1. In the next step, the MIFDs calculated from airborne data
are compared with the MIFDs of the rock samples on a laboratory scale—Result 2. Then,
airborne-based MIFDs image information is combined with airborne magnetic results by
applying magnetic modeling and inversion tests. Results from the integrated analysis are
finally compared with the lithology of the ultramafic complex—Result 3. It has to be noted
that the laboratory results are based on measurements of only 23 rock samples that were
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distributed within and nearby the eastern dunite body. Therefore, all considerations and
discussions are related to this part of the ultramafic complex.

5.1. Preparation of Laboratory Optical Remote Sensing Data

The original laboratory HS raw data in 16-bit integer digital numbers (DN) from the
HySpex spectrometer were transformed to radiance, followed by conversion to reflectance
data (box 2 in Figure 6) using an in-house algorithm [57]. The approach is an iterative
log-polar phase correlation technique based on least square regressions from Averbuch
and Keller that reduces spatial non-uniformities and detects the reflection of white [58].
The reflectance retrieval also included a geometric alignment and a leveling adjustment
between the HySpex system sensors—VNIR (400–1000 nm) and SWIR (1000–2500 nm) for
the spectral overlap region of both sensors (VNIR and SWIR) between 940 and 1000 nm.

The absolute reflectance of laboratory measurements was calculated using the white
reference’s whole reflectance spectrum (VNIR and SWIR) [57]. Depending on the target’s
albedo, the white reference of 5, 20, 50, 90, or 95% can be chosen to resemble the reflection
factor of the sample. In this way, the optimal saturation of the measurement is achieved.
The extrapolated irradiance of radiance spectra in all pixels was normalized and built
up the reflectance data as output. The calculated reflectance data in the laboratory were
adapted to the spectral resolution of the airborne images from HyMap, simulating the
HyMap properties in the laboratory (box 3 in Figure 6). The simulated laboratory data were
further analyzed applying supervised spectral unmixing (box 4 in Figure 6) to identify the
surface component and retrieve the fractional abundance of the pure elements at every
pixel of the HS scene in each rock sample.

For spectral unmixing, the Bounded Variable Least-Squares algorithm (BVLS) was
applied to find the percentage of each endmember in each pixel, assuming that measured
spectra at each pixel are mixtures of different endmembers [59]. The BVLS results in
abundance maps. For this approach, a user-defined spectral library was considered that
consists of (1) reference spectra that were measured on pure minerals and lichen using the
HySpex spectrometer (Table 2) and (2) spectra extracted from the USGS Digital Spectral
Libraries: splib06 [60] and splib07a [46].

Next, the Principal Component Analysis (PCA) [61] (box 5 in Figure 6) was applied to
the abundance maps to find abundance clusters in each sample. The simulated BVLS results
were individually considered in the PCA using the related covariance matrix. The PCA
was used to remove the redundancy in the spectral data, extract spectrally homogeneous
regions within a sample, and retrieve a mean reflectance spectrum for each abundance
cluster (box 6 in Figure 6). The calculated mean spectrum could be more straightforwardly
used than the lower-resolution airborne-based data. It was assumed that an airborne pixel
spectrum could be considered a spatio-spectral, quasi-linear mixture of multiple millimeter
spectra. A PCA-based dimensional reduction of regional unmixing abundances might
reflect the fractal scaling property between meter and millimeter pixel spectra, which was
required in this study.

After retrieving the mean spectra for each abundance cluster, we used the LIBS
device to determine the surface geochemistry of the rock sample’s homogeneous regions
(abundance clusters) (box 7 in Figure 6). For this purpose, LIBS was used without a
beforehand prepared iron calibration curve. It has to be noted that LIBS does not provide
information about ferrous and ferric iron separately. Therefore, we calculated a ratio of
the primary mantle elements iron (Fe) to magnesium (Mg) for every spectrum and used it
for further analysis (box 8 in Figure 6) to get a semiquantitative result. It has to be noted
that for some rock samples, we extracted more than one homogeneous region resulting in
multiple LIBS scans on one sample.

A new iron index was developed to relate the iron content from the LIBS measurements
with the spectral signatures. Such an index was calculated for each mean spectrum for
ferrous (MIFD1000) and ferric iron (MIFD650), respectively (box 9 in Figure 6). We assumed
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that the depth of absorption feature of a given element increases with the chemical content
of that element in the sample.

The new iron index—Modified Iron Feature Depth index (MIFD)—is based on the Iron
Feature Depth (IFD) classification tool for hyperspectral data [62], providing the spatial
distribution of iron-bearing minerals due to iron absorption features. However, our MIFD
uses division instead of subtraction to avoid negative values in ferrous and ferric iron
ratios (Equations (2) and (3)) and to suppress remaining micro shadow effects that impact
the at-surface reflectance retrieval. The MIFD algorithm is based on the left ńlef t and the
right shoulder wavelength ńright of a feature, its absorption center wavelength ńcenter, and
corresponding reflectance values rlef t, rright, rcenter, respectively (Figure 7).

Remote Sens. 2022, 14, 4877 13 of 23 
 

 

that for some rock samples, we extracted more than one homogeneous region resulting in 
multiple LIBS scans on one sample.  

A new iron index was developed to relate the iron content from the LIBS measure-
ments with the spectral signatures. Such an index was calculated for each mean spectrum 
for ferrous (MIFD1000) and ferric iron (MIFD650), respectively (box 9 in Figure 6). We as-
sumed that the depth of absorption feature of a given element increases with the chemical 
content of that element in the sample. 

The new iron index—Modified Iron Feature Depth index (MIFD)—is based on the 
Iron Feature Depth (IFD) classification tool for hyperspectral data [62], providing the spa-
tial distribution of iron-bearing minerals due to iron absorption features. However, our 
MIFD uses division instead of subtraction to avoid negative values in ferrous and ferric 
iron ratios (Equations (2) and (3)) and to suppress remaining micro shadow effects that 
impact the at-surface reflectance retrieval. The MIFD algorithm is based on the left 𝜆𝑙𝑒𝑓𝑡 
and the right shoulder wavelength 𝜆𝑟𝑖𝑔ℎ𝑡 of a feature, its absorption center wavelength 𝜆𝑐𝑒𝑛𝑡𝑒𝑟, and corresponding reflectance values 𝑟𝑙𝑒𝑓𝑡, 𝑟𝑟𝑖𝑔ℎ𝑡, 𝑟𝑐𝑒𝑛𝑡𝑒𝑟, respectively (Figure 7).  

 
Figure 7. Schematic illustration of the MIFD1000 parameter estimation on a spectrum example of a 
peridotite sample (analogous to MIFD650). 

The depth is estimated by setting an interpolated continuum between both shoulders 
of the absorption feature and calculating the quotient between the interpolated line 𝑙𝑖𝑛 𝑖𝑛𝑡 
and given absorption center 𝑟𝑐𝑒𝑛𝑡𝑒𝑟 by the following formula: 𝑙𝑖𝑛𝑒௜௡௧ ൌ 𝑟௟௘௙௧ ൅ ൫𝑟௥௜௚௛௧ െ 𝑟௟௘௙௧൯ 𝜆௖௘௡௧௘௥ െ 𝜆௟௘௙௧𝜆௥௜௚௛௧ െ 𝜆௟௘௙௧  (2)

𝑀𝐼𝐹𝐷 ൌ 𝑙𝑖𝑛𝑒௜௡௧𝑟௖௘௡௧௘௥  (3)

For the MIFD retrieval in this study, the iron spectral features close to 1000 nm (re-
lated to ferrous iron) and 650 nm (related to ferric iron) are set up as absorption centers 
(Figure 7).  

MIFD650 and MIFD1000 absorption depth estimates were calculated on all 23 rock sam-
ples (approximately on two regions of each sample) measured by HySpex and from the 
airborne HS HyMap image at the ultramafic complex (box 11 in Figure 6). Depending on 
the optical sensor, the closest bands to 650 nm and 1000 nm are selected as the centers for 
absorption features 𝑟𝑐𝑒𝑛𝑡𝑒𝑟. The MIFD at 1000 nm is considered as more reliable for air-
borne-based HS data than the 650 nm band since the 650 nm is positioned close to the end 
of the spectral region, which may distort the results. In contrast, the MIFD at 650 nm iron 
feature is more reliable than the one at 1000 nm in the HS data obtained by HySpex under 
laboratory conditions. This is due to the detector jump effect mainly caused by a misalign-
ment between the spectra of VNIR and SWIR detectors. To achieve semiquantitative 

Figure 7. Schematic illustration of the MIFD1000 parameter estimation on a spectrum example of a
peridotite sample (analogous to MIFD650).

The depth is estimated by setting an interpolated continuum between both shoulders
of the absorption feature and calculating the quotient between the interpolated line lineint
and given absorption center rcenter by the following formula:

lineint = rle f t +
(

rright − rle f t

)λcenter − λle f t

λright − λle f t
(2)

MIFD =
lineint
rcenter

(3)

For the MIFD retrieval in this study, the iron spectral features close to 1000 nm (related
to ferrous iron) and 650 nm (related to ferric iron) are set up as absorption centers (Figure 7).

MIFD650 and MIFD1000 absorption depth estimates were calculated on all 23 rock
samples (approximately on two regions of each sample) measured by HySpex and from
the airborne HS HyMap image at the ultramafic complex (box 11 in Figure 6). Depending
on the optical sensor, the closest bands to 650 nm and 1000 nm are selected as the centers
for absorption features rcenter. The MIFD at 1000 nm is considered as more reliable for
airborne-based HS data than the 650 nm band since the 650 nm is positioned close to
the end of the spectral region, which may distort the results. In contrast, the MIFD at
650 nm iron feature is more reliable than the one at 1000 nm in the HS data obtained
by HySpex under laboratory conditions. This is due to the detector jump effect mainly
caused by a misalignment between the spectra of VNIR and SWIR detectors. To achieve
semiquantitative information about the correlation between MIFD650 and MIFD1000 and
Fe/Mg-ratio, the Fe/Mg-ratio values determined for rock samples in the laboratory were
used as validation points since the locations of the analyzed samples are known (Figure 1).
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5.2. Magnetic Forward Modeling and Inversion for the Integration of Hyperspectral and Magnetic Data

To combine the magnetic and hyperspectral information from the air-/helicopterborne
surveys with each other, we choose two strategies—a magnetic forward modeling approach
and a magnetic inversion approach. For both strategies, we limited our investigation to a
rectangle area of 3820 × 3300 m with the Niaqornarssuit Complex in its center (see yellow
polygon in Figure 5), and we determined the ratio of MIFD (MIFD650/MIFD1000) at each
pixel of the HS image having cell sizes of 20 × 20 m. In both approaches, we used the
high-resolution DEM determined from the magnetic helicopter survey to describe the
topography in our models (Figure 8C), and we considered the same magnetic data (residual
magnetic anomalies after IGRF correction and high pass-filtering; see Section 4.1.1. and
Figure 8A) with their exact positions and heights for the analyses.
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(B) Inversion results from an equivalent dipole layer modeling. The dipoles are arranged in a
uniformly spaced grid along the surface topography and are located in the center of the HS pixels.
The precise DEM derived from the airborne survey (C) is used as the topography estimate. Dashed
lines outline the shape of the ultramafic complex.

We used the software Oasis Montaj [63] for the magnetic forward approach. The
model consisted of a single layer of cuboidal cells (number of cells: 192 × 166) that were
arranged along the topography and had precisely the same horizontal extent and locations
as the HS pixels and a small vertical dimension of ∆z = 5 m.

We filled modeling cells along the surface with the MIFD values, conducted magnetic
modeling, and calculated the responses at the data points. We assumed that the iron ratios
represent some pseudo-magnetization (see box 12 in Figure 6). Since the magnetization
direction in all cells was aligned parallel to the Earth Magnetic Field, it was considered
that the magnetizations had only an induced (susceptibility) component. The amount of
lichen coverage was considered in the modeling by weighting the MIFDs estimates by its
rock surface percentage. For the MIFD650 parameter, the lichen cover of the study area was
increased by 30% to reduce the lichen influence on the spectral information of rocks.

We compared these modeled pseudo-magnetic responses with the processed and
filtered residual magnetic anomaly data in cross-plots (see boxes 13 and 16 in Figure 6) and
assigned a color code that represents the mapped lithology immediately underneath the
data point locations.

Since two data responses and, hence, equivalent entities are compared in the modeling,
this approach is preferable to a simple comparison of the actual MFID values at the ground
and the residual magnetic anomaly data, where the former is directly associated with
physical properties. However, the latter is a data response (measured at some flight height),
not a physical parameter at the ground.

A drawback of this easily accomplishable modeling approach is that total responses
at the data points are derived from a linear combination of the individual responses
from the magnetizations of the different cells. Accordingly, the response at a data point
is not only affected by the magnetization immediately underneath but also from other
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locations. However, since the magnetic field rapidly decays with distance (between 1/r2

and 1/r3, where r is the distance between the source location and data point) and since
flight altitudes were shallow (see Table 1), it is appropriate to assume that the data response
is predominantly associated with the magnetization of rocks located underneath.

We applied a magnetic inversion approach to account for this limitation and directly
relate magnetic properties with the hyperspectral iron features along the surface topography
(box 17 in Figure 6). In this approach, we estimated apparent magnetic susceptibilities for
a layer of magnetic dipole sources (e.g., [63,64]) that were arranged in a regularly spaced
grid along the surface topography, where the dipole locations coincided with the pixel
centers of the HS images (192 × 166 dipole sources with a grid spacing of 20 m both in
x- and y-direction). The dipoles were oriented parallel to the Earth’s magnetic field, such
that it was assumed that the magnetization had no remanent component whose direction
deviated from one of the induced magnetizations. We used the same filtered residual
magnetic anomaly data as input data for the forward modeling approach.

The apparent susceptibilities were determined using a self-developed Python script
with an iterative deterministic Gauss–Newton inversion scheme. A regularization term
in the inversion (“smoothing”; e.g., [65]) stabilized the inversion results and ensured that
apparent susceptibility values only gradually changed in areas with little data coverage
and, hence, model resolution. The weight of the regularization term λ was carefully selected
and decreased with the number of iterations (λ ranges from 1.0 to 0.4) to ensure that the
resulting data misfit was reasonably low and little impacted by the regularization.

The final inversion result (Figure 8B) after 50 iterations had a low RMS misfit of 5.8 nT.
The magnetization estimate at the ground allows a direct comparison with the MFID
values in cross-plots (boxes 18 and 19 in Figure 6) and an exact spatial assignment of the
lithological units.

Although an (apparent) susceptibility distribution was assigned directly to the surface,
these estimates still suffer from inaccuracies due to the limited resolution of the magnetic
method. The resolution in horizontal directions is estimated to be in the range of 50–150 m
by considering a dense flight line pattern and shallow flight heights (see Section 4.1.1). A
more precise estimate of the resolution could be determined for each pixel by analyzing the
resolution matrix or the model covariance matrix [66], which is beyond the scope of this
conceptual study. Further inaccuracies are introduced by the fact that some contributions
of the dipole source values are still associated with magnetic sources that are not located
immediately at the surface despite the high-pass filter that generally reduces the impact
of deeper-seated magnetic sources. Finally, the remanent part of the magnetization that
points in a different direction than the Earth Magnetic Field is not considered in the
modeling such that the response of this part is assigned to the induced magnetization
component. This means that the determined apparent susceptibilities, which were finally
compared with the Fe ratios in the cross-plots, are a mixture of reduced and remanent
magnetization contributions.

6. Results
6.1. Fe/Mg Ratio and Modified Iron Feature Depth Index

Result 1—laboratory scale: The first preliminary result presents the Fe/Mg ratio
plotted against the estimated sum of ferrous (MIFD650) and ferric (MIFD1000) modified iron
feature depths for dunites (red) and peridotites (blue) (Figure 9).

The Fe/Mg content ratio was calculated on the basis of the LIBS measurements on
hand specimens to display the dependency of the iron content on its absorption feature
depths. The absorption features were extracted from the hand specimens measured in
the laboratory in the simulated HyMap resolution (coarser spatial and spectral resolution
of spectra). Figure 9 shows an overall linear trend indicating that the absorption feature
depth tends to increase with increasing Fe-content or decreasing Mg-content for dunites
and peridotites.
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Figure 9. Fe/Mg ratio versus MIFD of summed ferrous and ferric iron absorption depths for dunites
(red) and peridotites (blue) calculated for HyMap spectral resolution in the laboratory. r values
represent the correlation coefficients for each lithology. Dashed lines show the fitted linear trendlines
for each lithology with the corresponding color.

Result 2—airborne scale: Analogously, ferrous and ferric MIFDs were calculated
for airborne HyMap scenes of the ultramafic complex. The Fe/Mg ratio values from
rock samples were plotted against the ferric MIFD650 (Figure 10) and ferrous MIFD1000
(Figure 11) from HyMap data. Both figures show a robust, increasing linear trend for
peridotite with a large correlation coefficient of 0.85 and 0.68) and a more vague decreasing
linear trend for dunite (with lower correlation coefficients of −0.23 and 0.14).
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Figure 10. In-situ Fe/Mg ratio of the validation points versus MIFD650 for HyMap data. Dashed lines
show the fitted linear trendline for each lithology with the corresponding color. r values represent the
correlation coefficient for each lithology.

The dunite body in the eastern part of the ultramafic complex shows a high abundance
of large MIFD1000 values (dark red color), whereby MIFD650 values are lower abundant
(light green color) in this area compared to its surroundings (Figure 12).
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Figure 12. Results of the MIFD650 and MIFD1000 calculation for the HyMap scene. The red and green
colors represent MIFD1000 and the MIFD650 associated with ferrous and ferric iron, respectively. The
black dashed line outlines the study area—the Niaqornarssuit Complex.

Fe3+ is the product of Fe2+ oxidation, forming secondary iron oxides/hydroxides on
weathered rock surfaces. The generally high values for Fe3+ at 650 nm are partly associated
with the oversaturation of the absorption band by the contribution of vegetation and lichen
that partially covers the exposed rock surfaces in the study area. The combination of low
MIFD650 and high MIFD1000 of the eastern dunite block compared to the remaining part of
the ultramafic complex suggests that this area is less affected by alteration.

6.2. Integration of Hyperspectral and Magnetic Airborne Data

Result 3—airborne scale: The relationship between the residual magnetic anomaly
data, ferrous MIFD1000, and ferric MIFD650 were analyzed by the forward modeling and
inversion results approach. The predicted pseudo-magnetic responses from the Fe ratio
(MIFD650/MIFD1000) (Figure 13B) are plotted against the high pass filtered residual mag-
netic anomaly data (Figure 13C) for the modeling approach in Figure 13A. The lithological
information in Figura 13A is extracted from a geological map prepared by the company
21st North (Figure 1B).
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Figure 13. (A) Correlation plot between the residual magnetic anomaly data (after IGRF removal and
high-pass filtering) and the pseudo-magnetic responses calculated by forward of MIFD650/MIFD1000-
ratios that are considered as “susceptibility” values at the surface. The lithologies located immediately
underneath data point locations are color-coded: dunites (orange), peridotites (gray), and pyroxenites
(yellow) (B,C) show the calculated pseudo-magnetic response of the MIFD650/MIFD1000-ratio and
the residual magnetic anomaly map, respectively. The dashed lines sketch the shapes of mapped
dunites (orange), peridotites (gray), and pyroxenites (yellow) lithological units.

7. Discussion

This study introduced a novel and robust approach for the geological characterization
of an ultramafic complex with elevated magnetic properties based on integrating optical
and magnetics datasets. This was achieved by establishing relationships between the
residual magnetic anomaly data, ferric/ferrous ratios built from iron absorption feature
indices, and lithological information (Figure 13). Primary lithologies in the complex are
classified into three lithological groups (dunites, peridotites, and pyroxenites) that can
be clearly distinguished based on how magnetic responses and susceptibility estimates
correlate with iron absorption features from airborne-based hyperspectral data.

Magnetization depends on the primary magnetite’s rock composition and oxidation
state [47]. As expected, areas dominated by peridotite are associated with the highest mag-
netization compared to areas dominated by dunite and pyroxenite. Lower magnetization
values for dunites could indicate that the minerals in dunite are less ferruginous than in
peridotites, thus containing more Mg.

Furthermore, the iron in dunite is also associated with chromite, which is not influ-
enced by serpentinization and prevents the iron from being released [47]. Chromite has
ferromagnetic properties [4], but the magnetization is lower than in magnetite.

Olivine weathers very quickly at and close to the surface and may form paramagnetic
hematite that contains only ferric iron [67]. Ferric iron is stable under atmospheric condi-
tions; therefore, the magnetization is lower for strongly weathered than for fresh rocks. In
the plot, pyroxenites are weakly magnetized even at a high ferric/ferrous ratio. However,
the magnetization increases slightly with increasing ferric iron content.
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Considering the relationships in Figure 13, it becomes clear that it is partly difficult to
distinguish dunite, peridotite, and pyroxenite-dominated rocks from magnetic data only.
Similarly, it is impossible to distinguish pyroxenite and peridotite-dominated rocks only
from hyperspectral iron ratios. However, separated clusters for the three lithologies can
be observed by the combinations of both data types indicating that lacking diagnostic
characteristics in one of the methods are provided by the other method.

The results highlight the benefit of the newly developed approach of combining the
MIFD and residual magnetic anomaly data to both (1) detect which lithology is dominated
by ferromagnetic magnetite found disseminated as an accessory mineral and (2) estimate
how the oxidation state is related to the lithologies at the same time. Our results show that
the correlation between residual magnetic anomaly, iron absorption features, and lithology
(HSM integration) can be found in proxies. Furthermore, resolution enhancement of the
residual magnetic anomaly data helps to unravel nondominant anomalies.

HS data acquired under laboratory settings provide detailed spectral information
about the lithological units and rock types in the complex. Against that, a slight change
in the illumination or the measuring angle and spectrometer-dependent measurement
errors can bias the laboratory results [68,69]. Furthermore, reflectance spectra of an object
acquired with different sensors may differ. A reliable mineral classification of HS data in
the laboratory should rule out these error sources by applying a consistent spectral library
of pure minerals measured using the same instrument utilized for sample analysis [70,71].
One step that needs to be followed before interpreting HS images consisting of two sensors
with different spectral ranges (VNIR, SWIR) is the leveling adjustment. Due to this jump
effect at 1000 nm, the result of combined VNIR and SWIR detectors can alternate the
spectrum [57]. No detector jump is known in the case of HyMap, although the 650 nm
absorption band is positioned close to the end of the spectral range, oversaturating the
650 nm absorption feature. Moreover, the 1000 nm band is more pronounced than the
650 nm band in almost all extracted spectra. The reason could be the spectral width of the
absorption band close to 1000 nm that can be superimposed by the flanks of water vapor
absorption features at 940 and 1130 nm.

It must be noted that the current approaches to combining airborne magnetic and
hyperspectral data have several limitations. The magnetic forward modeling and inversion
approaches assume that the magnetization only consists of an induced magnetization
component (susceptibility) but not of a remanence component. In addition, the resolution
of the magnetic method is limited such that the pixel values obtained from the magnetic
modeling and inversion approaches have some inaccuracies and, hence, details in the cross-
plots are not entirely correct. Another limitation is that a lichen spectrum has an absorption
band close to 600 nm and could change the ferric iron absorption feature; moreover, lichen
grows on specific lithologies such as peridotites, where the lichen can deteriorate spectral
signature in the 400–2000 nm spectral region. In addition, the spectral signatures of ferrous
(1000 nm) and ferric (650 nm) iron are distinctive due to the limited lichen cover in this
range. Another iron absorption feature at 880 nm has been neglected in the analysis due to
the high lichen presence in this spectral range. Therefore, an optimal weighting of the iron
features and lichen presence is critical [12].

At multiple scales, e.g., laboratory, airborne-based, satellite-based, and spectral, in-
formation may not always be comparable [72]. Our results show that, regardless of scale,
both laboratory and airborne-based iron absorption features are stable, making the HSM
integration and validation of the results more accessible and feasible.

8. Conclusions and Outlook

This study proposed a novel method to integrate optical remotely sensed and aeromag-
netic data using forward modeling and inversion approaches. This study is the first step in
the geological analysis of ultramafic complexes based on multidisciplinary research with a
strong focus on non-invasive mapping and remote sensing methods. This approach can
help to improve the knowledge about the study site’s regional lithology and distribution
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of rocks and minerals by combining the partly complementary information from hyper-
spectral image products (Fe iron ratios) and magnetic properties. It is a promising way to
analyze a prospect area with high iron-bearing mineral potential and can be considered as
a starting point to integrate both data types by performing a more advanced hyperspec-
tral constrained magnetic inversion. Our study on the ultramafic complex demonstrates
that detailed airborne HSM-integration results can enhance our understanding of the geo-
logical origins of magnetic anomalies. It appears to be particularly useful to thoroughly
characterize the distribution of Fe minerals, e.g., for iron-oxide and sulfide deposits.

Such a deposit must retain magnetic properties induced by the presence of both ferrous
and ferric iron in minerals. We have shown that the HSM integration can be utilized based
on chemical and physical rock properties presenting that the absorption feature depths
of ferrous and ferric iron rise with the increasing ferrous and ferric iron amount in the
analyzed dataset. The main benefit of the HSM integration is a significantly higher spatial
resolution of the hybrid model and, thus, a better exploration possibility.

In our integration of imaging spectroscopy and aeromagnetics at an airborne scale, we
used only the near-surface information in the forward modeling and inversion approaches.
However, more research is needed to integrate hyperspectral imaging information into
magnetic modeling or inversion approaches that consider models of both the near surface
and at larger depths and are suited for complete geological characterization. Moreover, it is
essential to find proper solutions to incorporate hyperspectral information as meaningful
constraints in magnetic inversions. Such constrained inversions will improve the resolution
of the magnetic models at shallow depths, making results from cross-plot more reliable
and precise.

As a result, several theoretical assumptions and practical considerations should be
considered before and while applying this approach:

1. We suggest collecting samples of the whole investigation area, including information
about the sample’s orientation in the ground, to analyze the laboratory’s susceptibility
and remanent magnetization. The rock samples should be geochemically analyzed,
focusing on whole-rock analysis and titration to determine the rock’s ferric and ferrous
iron content;

2. Since the magnetic properties can only be regionally correlated with the lithology,
more research in a different climate and diverse iron-bearing deposits considering
new parameters should prove our approach’s robustness.

Accordingly, a precise correlation of magnetic and HS properties is only possible if
a proper estimate of the magnetization along the surface is determined using a modeling
inversion technique. We can imagine that a magnetic inversion approach constrained by
HS surface information is a possible strategy that can solve such problems in the future
and better link the lithology at the surface obtained from hyperspectral with the magnetic
anomalies determined in the (shallower) subsurface.
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ABSTRACT 

 

In the last decades, remote sensing sensors, such as 

hyperspectral systems or LiDAR scanners, have been used 

for urban mapping. However, an analysis in the urban 

environment is very complex in applications, e.g., road 

detection, city management, and urban planning. One of the 

important urban features is the detection of the road edges. 

In this study, an approach on multisensory hyperspectral and 

LiDAR data fusion (HL-Fusion) is introduced for road edge 

detection using different machine learning algorithms, such 

as Support Vector Machines, Random Forests, and 

Convolutional Neural Networks. The first results show that 

the Random Forest algorithm outperformed in the 

experiments on the study area at Oslo's surroundings in 

Norway. This study opens a window for further 

investigation on machine learning algorithms and a better 

understanding of HL-Fusion capabilities. 

 

Index Terms— Hyperspectral, road edge detection, 

LiDAR, machine learning, data fusion, remote sensing 

 

 

1. INTRODUCTION 
 

Precise, cost- and time-efficient urban mapping has been an 

essential task for city management, navigation systems 

development, and more. One of the advanced methods in 

urban classification is airborne-based image analysis. In 

particular, road detection and road edge detection have 

proven to be crucial in each of those applications. Road 

edge detection has already been investigated in the computer 

vision research field using airborne-based RGB [1] and 

grey-scale images for rural areas [2]. For the automatic road 

detection approach from RGB-based images, diverse 

methods have been proposed [3, 4]. Although the RGB 

systems analysis is a conventional computer vision method, 

exceeding the visible range (0.4 – 0.7 μm) of the 

electromagnetic spectrum enables the use of multi- or 

hyperspectral imagery and dense spectral sampling for the 

latter [5].  

In the last decades, active and passive remote sensing 

has been widely used for urban analysis, such as landcover 

mapping, urban planning, urbanization changes, 

biodiversity, and road detection [6]. Active remote sensing 

such as Light Detection and Ranging laser scanner (LiDAR) 

provides geometric and textural properties of targets and 

precise elevation extraction in a time-efficient way for large 

areas [7]. The elevation information can be used to 

differentiate between road and curbside. However, the 

automated classification of exact road edges based on 

LiDAR data is challenging due to its low spatial resolution 

and commonly one available wavelength, limiting the 

classification of complex urban structures based on their 

spectral signatures. 

In comparison, the benefit of using passive remote 

sensing, such as hyperspectral imaging, is the ability to 

recognize the material properties due to its unique 

absorption features, called spectral fingerprints in the visible 

and near Infrared (VNIR: 0.4 – 1.0 μm) and the short wave 

Infrared (SWIR: 1.0 – 2.5 μm) [8,9].  

The strategy to apply hyperspectral and LiDAR data 

fusion (HL-Fusion) has already been proposed by 

Weinmann et al. [10] for a small urban area. Their approach 

was to apply color and spectral information from VNIR 

hyperspectral and shape information from the LiDAR 

dataset for urban object classification, such as road, 

buildings, sidewalk, and vegetation. However, combining 

elevation information from LiDAR, such as normalized 

Digital Surface Model (nDSM), high spectral and spatial 

information from hyperspectral data (VNIR and SWIR), can 

help to deliver robust and accurate road edge mapping that 

includes spectral-spatial-elevation context [10, 11].  

Machine learning algorithms are currently used to 

classify urban objects based on remotely sensed data. 

However, different algorithms achieve the best results when 

detecting different features. Therefore, knowledge is 

required on the features to be appropriately classified. 

Standard classifiers in urban landcover classification are 

Support Vector Machine (SVM) and Random Forest (RF). 

SVM handles high dimensional hyperspectral data and deals 

with small training datasets; therefore, it is widely applied in 

the urban analysis based on hyperspectral data [12], LiDAR 

[13], and HL-Fusion [14]. RF provides high accuracy of the 

hyperspectral data classification, high processing speed, 

retaining relevant  spectral  information  without  overfitting 



 

 

 

Figure 1 Training dataset in Sandvika, Oslo 

surroundings in Norway (672x2560 pixels). 

[15]. Moreover, RF has also been used to LiDAR data [16] 

and different HL-Fusion methods reviewed by Debes et al. 

[17].  

A more advanced classification method in deep 

machine learning is Convolutional Neural Network (CNN), 

applied for urban landcover mapping on hyperspectral data 

[17] and HL-Fusion [18], among others. CNN automatically 

learns abstract features and does not require prior 

knowledge about the class distribution in the hyperspectral 

scene [19]. 

In this study, we fuse hyperspectral and LiDAR data to 

extract road edges in Oslo and its surroundings. We apply 

machine learning algorithms, such as SVM, RF, and CNN, 

and compare them to each other in the road edge extraction. 

The structure of this work is as follows. Section 2 

presents the study area. In section 3, the methodology on the 

road edge detection based on HL-Fusion is explained. 

Section 4 provides the results and their discussion. Section 5 

concludes the study and shows future perspectives and 

suggestions for further research. 

 

2. STUDY AREA 

 

The airborne hyperspectral and LiDAR data have been 

acquired simultaneously by the Terratec AS Company in 

August 2019 and April 2020. The dataset contained cloud-

free airborne-based hyperspectral and LiDAR data over 

Bærum municipality near Oslo, Norway. The hyperspectral 

data were acquired using two HySpex sensors: VNIR-1800  

(0.4 – 1.0 μm) and SWIR-384 (1.0 – 2.5 μm) with 0.3 and 

0.7 m spatial resolution, respectively. The LiDAR data were 

acquired using ALS70 and Riegl VQ-1560i, with five 

emitted pulses per m2 and intensity at 1.064 μm. The 

hyperspectral signatures were preserved using Nearest-

neighbor interpolation. The study area shows a complex 

urban environment with various urban objects, such as road, 

vegetation, building, waterbody, train track (Figure 1, 2). In 

our experiments, we divided the study area into smaller 

parts due to the large files and high-dimensionality of the 

data. 

 

 

Figure 2 Test dataset in Sandvika, Oslo surroundings in 

Norway (480x1600 pixels). 

 

3. METHODOLOGY 

 

In this study, the following approach of HL-Fusion for road 

edge delineation was carried out. Two different HL-Fusions 

have been applied: 1) LiDAR and radiance data 2) LiDAR 

and reflectance data. Since the hyperspectral dataset 

contains data from two different sensors, VNIR and SWIR, 

the spatial resolution was unified to 0.3 m pixel size. The 

geocoded radiance data were converted to reflectance, 

adjusting illumination levels using ATCOR-4 (Atmospheric 

and Topographic Correction for airborne imagery) software 

[21]. For the radiance and reflectance data, individually, the 

Normalized Difference Vegetation Index (NDVI) was 

applied to mask the study area's vegetation. Further, the 

Principal Component Analysis (PCA) was applied to 

hyperspectral VNIR and SWIR data to reduce the high 

dimensionality of the data and extract spectrally 

homogeneous regions. The first three principal components 

(PCs) have been used as input for classification algorithms, 

covering 99.5 % variance.   

The LiDAR-derived features include the intensity 

values of 1.064 μm from the first return and normalized 

Digital Surface Model (nDSM). For the HL-Fusion, 

hyperspectral and LiDAR data were geometrically 

coregistered [22]. The nDSM was used to mask out the 

elevated objects, such as trees and buildings. For the road 

edge delineation purpose, the study area's main urban 

objects except for roads have been masked in the image, 

such as train track, waterbody, vegetation (trees, grass), and 

buildings. 

Since we implemented a supervised classification to 

identify roads, train tracks, vegetation, and waterbody, the 

labels have been generated manually pixel-wise directly 

from the training dataset retaining the pixel count similar for 

each class. For this study, the following machine learning 

algorithms, SVM, RF, and CNN, were applied to the 

radiance and the reflectance HL-Fusion data. We split the 

dataset in training – 70 % and testing – 30 %. For the CNN 

model, the training data are split into patches of 9x9 pixels 

each. Three convolution layers with 30 filters and 3x3 filter 

kernel sizes are applied to each patch. To minimize 



 

 

 

Figure 3 The first results for RF on road edge detection based on  HL-Fusion.  

Table 1 Comparison of classification results for reflectance 

(Ref) and radiance (Rad) HL-Fusions. F1 score corresponds 

to the road class. 

 

overfitting and enhance generalization, we add a dropout 

layer. We chose ReLU as the activation function, 

"categorical_crossentropy" as the loss function, and 

Stochastic Gradient Decent (SGD) as the optimization 

algorithm. Since the CNN training requires a large amount 

of data, we applied data augmentation by rotating, zooming, 

and flipping existing images. The final step was to delineate 

the road edges and produce a map with road lines applying 

the Canny Edge detector on the image, maintaining road and 

low vegetation classes. 

 

4. RESULTS AND DISCUSSION 

 

The classification results were evaluated, calculating the 

overall accuracy (OA), F1-score, and computation time 

(CT)  (Table 1). The initial results show that the RF 

classifier outperformed for reflectance and radiance HL-

Fusions compared to SVM and CNN algorithms, achieving 

93 % accuracy (see Table 1). The RF can handle multiclass 

issues, is less sensitive to noise was already used for HL-

Fusion [10]. CNN’s poor performance can be related to 

limited training samples and high-dimensionality of the 

data, leading to overfitting and longer computing time. 

Figure 3 presents one of the first road edge delineation 

results for reflectance HL-Fusion-based RF classification, 

achieving 93 % accuracy. 

However, there are misclassification spots in the road 

delineation results (Figure 3). One of the road detection 

challenges is the lack of identification of smaller roads, 

which can be caused by the too low resolution of the 

hyperspectral images and incorrect shadow classification. 

Another aspect is that the edges of some of the roads are not 

straight, broken, or misclassified. The main reason is that 

the road edges are often covered by buildings or trees in 

airborne-based images due to the inability of hyperspectral 

sensors to penetrate the surface. 

Better F1 score road class results for each classifier for 

radiance data show that the atmospheric correction must not 

be required to achieve high urban object classification 

results. The reason is that any further processing steps can 

lead to artifacts misclassifying targets of interest. However, 

the multitemporal analysis results on radiance data may not 

deliver such a final overall accuracy of the classification 

since the reflectance data are more reliable and repeatable 

than radiance data. 

 

5. CONCLUSION AND OUTLOOK 

 

This study evaluated different machine learning 

classification algorithms for road edge detection based on 

HL-Fusion. Our main objectives were to provide insights 

into the capabilities of using multisensor data fusion in 

urban mapping, considering one of the essential features in 

many applications, such as road edge detection. The 

machine learning-based classifier – RF provided the best 

accuracy results for radiance and reflectance HL-Fusion.  

Although deep learning analysis attracts more and more 

attention, ensemble learning has proved to be the best choice 

in this classification problem. However, we believe that 

deep learning is a promising basis for exploring HL-Fusion 

 SVM RF CNN 

 Rad Ref Rad Ref Rad Ref 

OA [%] 83 92 92 93 80 77 

 F1 [%] 82 77 88 79 60 57 

Time [s] 27.71 5.52 47.64 5.82 450.06 321.5 



 

 

further and combining more algorithms in one analysis to 

improve data reduction, image segmentation, classification, 

and post-processing of the data.  

The next step in this study will be to analyze 

multitemporal radiance and reflectance data from August 

2019, April 2020, and September 2020. The proposed 

method will be tested in an area with known new roads not 

covered by the vector data, especially Oslo and its 

surroundings. 

Further research will also explore how the HL-Fusion 

can be utilized to determine the microtopography along the 

roads and detect curbsides and other urban microstructures. 

We also want to explore deep learning algorithms' potential, 

collecting more training data and other deep learning 

algorithms to extract time-efficiently deep features in the 

spectral-spatial context and object-based classification. 
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