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Summary 
 

The estimation of the energy production of wind farms is a key factor for the development of 

wind energy projects. Currently, these estimations utilize only a few onsite measurement points 

to estimate the wind resource at the location of the wind turbines by means of a wind flow 

model. One of the most advanced wind flow models utilized in the wind energy industry for 

this purpose are the steady-state computational fluid dynamic (CFD) models. These models 

have proven to be successful in modelling the wind flow in complex terrain. Nevertheless, there 

are some limitations in their applicability at sites with complex weather patterns. 

In this PhD thesis, these limitations are addressed by coupling a CFD model with a 

mesoscale meteorological model (MMM). MMMs are widely used for weather forecast and 

can reproduce the complex weather phenomena that a CFD model lacks. In this study, the 

framework to couple both models consists in utilizing the mesoscale simulation results to 

compute the boundary conditions of the CFD model. Two variants of the meso-microscale 

coupling approach are here studied. 

The first approach consists in utilizing the average values of the mesoscale fields by 

wind directional sector. It is shown that this approach improves the wind estimations in 

complex terrain and in areas that are located at the wake of the terrain features of a site. 

Nevertheless, the approach presents important limitations in sites where the wind blows from 

few wind directions. The second approach addresses this limitation by extracting weather 

patterns from the mesoscale simulations by means of a fully automated clustering 

methodology. This classification technique is capable of extracting the predominant weather 

patterns and organizing them in a meaningful way. Overall, by downscaling the extracted 

patterns the modelling error is reduced compared with the mesoscale model. Such a 

methodology has a lot of potential for wind turbine wake studies as well as for forecasting 

solutions that utilize CFD models. 
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Chapter 1 
 

1Introduction 
 

The goal of this section is to provide to the reader a context for the research described in this 

PhD thesis. Both the motivation of this research and their objectives are presented. Finally, the 

contents of the thesis are outlined, including the relation between the scientific articles of this 

thesis. 

 

1.1 Motivation of the research 
Wind energy generation has been identified by the Intergovernmental Panel on Climate Change 

as one of the renewable technologies with the highest mitigation potential due to its relatively 

low lifecycle greenhouse gas emissions and competitive costs.1 The latter has driven a 

continuous increase in the total installed capacity of wind energy around the world.2 By far, 

the most important factor for the profitability of a wind energy project is the total amount of 

energy produced,3 which in turn depends on the available wind resource and wind farm layout. 

In the planning phase of a wind energy project, energy produced by wind farm is estimated 

through a process called wind resource assessment. The main goal of this process is to predict 

the windiest locations within a given area. Due to the cost, it is only possible to concurrently 

measure wind speed and its associated variables (such as wind direction, ambient temperature 

and atmospheric pressure) in a limited number of locations within a given site considered for a 

wind farm. Therefore, a method is required to extrapolate few measurements to other locations 

of interest. For this purpose, the wind industry typically uses the so-called numerical wind flow 

models. These models are designed to predict the spatial variation of the wind by modelling 

the physical behavior of the wind flow.  

 

The wind flow models that are mostly utilized for wind resource assessment in the industry can 

be classified into two categories: linear models and computational fluid dynamic (CFD) 

models. Historically, linear models4 have been popular within the wind industry because of 

their low use of computational resources. These models solve a linearized version of the 

equations that govern the motion of the fluids (Navier-Stokes equations). However, these linear 

models might not capture the influence of the terrain on the wind flow accurately, especially 

in complex terrain.5 On the other hand, CFD models numerically solve the Navier-Stokes 
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equations by making assumptions about the flow conditions. Different types of CFD models 

exist, which are mainly differentiated by the way they model the turbulence. The most popular 

CFD models in the wind energy industry utilizes the steady-state version of the Reynolds-

Averaged Navier-Stokes (RANS) equations. RANS models have improved performance 

compared with linear models (Figure 1.1), while keeping the computational cost relatively low. 

More advanced CFD models, which are based on large-eddy simulations or unsteady RANS 

simulations, are commercially available for wind resource assessment. However, they are used 

to a lesser extent due to their high use of computational resources.6 Therefore, the focus of this 

study is on steady-state RANS models. 

 

 
Figure 1.1. Average improvement of the estimated annual energy production (AEP) when using CFD versus 
linear models for 50 sites with different terrain complexity. Reproduced from Hristov et al. (2014).7 

 

The wind flow solution obtained by a steady-state RANS model depends on the selected 

boundary conditions. These boundary conditions make explicit assumptions about the wind 

conditions, such as wind speed, wind direction, temperature and turbulence. In the wind energy 

industry, the boundary conditions are typically assumed to follow analytical formations based 

on the Monin-Obukhov similarity theory,8 as well as to be invariant across the simulated 

domain. This way of prescribing boundary conditions, referred to in this study as standalone 

simulations, are sufficient for many wind energy projects. Nevertheless, they present important 

limitations in sites with complex weather systems, where real conditions can not only differ 

from this analytical formulation, but also present a significant spatial variation (Figure 1.2). 
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Figure 1.2. Comparison of the boundary conditions for standalone and coupled simulations. Left panel: 
comparison of the vertical profile of horizontal wind speed. Right panels: comparison of vertical planes of 
horizontal wind speed. 

 

A necessary step towards improving steady-state microscale models is to have more realistic 

boundary conditions. The approach that is investigated in this thesis consists of computing the 

boundary conditions from models that can simulate the weather, the so-called mesoscale 

meteorological models (MMM). This approach is referred to in the literature as direct meso-

microscale coupling.6 Nested domains in the MMM are used to physically downscale the global 

circulation to the regional winds and then to the atmospheric boundary layer wind flow (Figure 

1.3). It is expected that the wind flow solution of a direct meso-microscale coupling approach 

would benefit from both more realistic weather conditions by the MMM and from a proper 

inclusion of the local orography by the microscale model. Recently, publicly available 

mesoscale data have been published at the New European Wind Atlas database.9 Other similar 

mesoscale simulation databases exist, like the Dutch Offshore Wind Atlas.10 It is expected that 

this kind of databases will be increasingly common in the future, and in order to exploit them, 

the development of direct meso-scale coupling methodologies is required. 
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Figure 1.3. Spatial scale ranges of different wind flow modeling approaches. Adapted from Sanz et al. 
(2017).6 

 

1.2 Brief review of meso-microscale coupling literature 
As reported in Paper I, meso-microscale coupling models are widely studied within the wind 

modelling field. Most of the reviewed literature on meso-microscale coupling can be classified 

according to the modelling approach utilized at the microscale level: 

 
i. Direct coupling using an unsteady microscale model like large-eddy simulations or 

unsteady RANS 
 

ii. Direct coupling using a steady-state microscale model to simulate some timesteps 
 
iii. Steady-state microscale model using analytical boundary conditions, which is then 

scaled by the mesoscale wind speed at a given grid point(s) 
 

As previously mentioned, approach (i) is not feasible for most of the wind industry given the 

extensive use of computational resources; while approach (ii) is mostly used for urban studies 

(like pollution dispersion) in order to simulate a specific event. Approach (ii) cannot be applied 

for wind resource assessment since it would require simulating too many timesteps (for 

example, each hour of a year). Approach (iii) has applications in wind energy for site screening 

or for the elaboration of wind atlases. Nevertheless, this approach does not solve the problem 

of unrealistic boundary conditions as it also uses analytical boundary conditions to force the 

model, and the mesoscale results are only used to scale the model. In wind resource assessment, 

the scaling is typically conducted using onsite measurements, which are regarded as a better 

representation of real wind conditions. 

 

There are two challenges when using direct meso-microscale coupling with steady-state models 

for wind resource assessment purposes. First, it is necessary to define how many and which 
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mesoscale fields would be used to compute the boundary conditions. The idea is that the 

selected or computed fields are representative for the most predominant conditions at the site. 

Secondly, once having these representative mesoscale fields, a procedure to compute the 

boundary conditions is required. This is a problem that is commonly addressed by the studies 

that use approaches (i) and (ii), and much of their insights were used in this study. Nevertheless, 

in most of the studies the problem of finding representative mesoscale fields is typically not 

addressed. From the literature survey, the only work that deals with this problem is the study 

carried out by Duraisamy (2014).11 In that study, the 3-D simulated mesoscale timeseries are 

classified using a k-means clustering approach, obtaining 64 fields that are then downscaled 

with a microscale model. The validation of the methodology in that study is rather limited as it 

is only applied at one site. Another shortcoming is that the applied clustering approach requires 

to define a priori the total number of clusters, which can lead to repeated or insufficient clusters. 

The study presented in this PhD is similar in the sense that classification approaches are applied 

to obtain representative mesoscale fields, which are then downscaled. However, this PhD thesis 

is focused as well on the automatization of the mesoscale classification and on a wider 

validation of the capabilities of the meso-microscale coupling models. 

 

1.3 Objectives of the research 
The aim of the research presented in this PhD thesis is to develop methodologies that enable 

the combined use of MMM simulations with steady-state RANS modelling for wind resource 

assessment applications. The main challenge of this meso-microscale coupling method is to 

cope with the different ways these models deal with time. MMM simulations are time 

dependent (also called transient), while steady-state RANS models are time independent. Thus, 

the challenge is to establish the number of coupled simulations needed to fairly represent the 

different conditions simulated by the MMM. This challenge is analogous to determining how 

many and which frames of a video are required to sufficiently convey the information contained 

in it. 

 

It is expected that some information from the mesoscale simulation will be lost through the 

coupling procedure. On the one hand, the use of a steady-state model in the microscale will 

necessarily be unable to transfer transient phenomena, especially during unstable conditions. 

On the other hand, due to the simpler physics modeled by the RANS model used in this study, 

it is not possible to take into account the same physical processes as the mesoscale model.  
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Therefore, an additional objective of this study is to have a better understating of the limitations 

of the direct coupling methodologies developed. It is important to determine in a quantifiable 

manner which modelling approaches are more adequate for different types of terrain 

complexity, atmospheric stability conditions and local weather phenomena. 

 

In summary, the specific objectives of this research are: 

i. Develop meso-microscale coupling methodologies for steady-state microscale models 
that utilize a reasonable number of simulations (≤ 36) 
 

ii. Quantify the gain in utilizing the developed meso-microscale coupling methodologies 
for different type of terrain and weather conditions 
 

iii. Identify the limitations of the developed meso-microscale coupling methodologies and 
the possible solutions to further enable their use for wind resource assessment 
 

In the research articles of this thesis, two meso-microscale coupling methodologies are 

developed. In Papers I and III, a directional average approach is utilized, while Papers II and 

IV utilizes an approach based on neural networks. Both methodologies comply with using a 

reasonable number of simulations. Furthermore, the approach based on neural networks 

achieve this in a fully automated manner. In the articles, the coupling methodologies are 

validated at different sites with a variety of terrain and wind conditions. The capability of the 

coupling methodology to downscale different mesoscale wind patterns is evaluated 

qualitatively and quantitatively. 

 

1.4 Thesis outline 
The remaining of the PhD thesis is structured as follows: In Chapter 2, all the materials and 

methodologies utilized through the research are presented. These consist of the datasets used 

for the modeling and validation of the studied sites, as well as their corresponding mesoscale 

simulations. In the same section, technical details are provided for the microscale model and 

for the meso-microscale coupling methodology. Finally, the error metric utilized in the 

validation study is described. To avoid repetition, detailed information presented in the 

research articles of this thesis are not repeated in this synopsis. This especially applies to the 

datasets of the validation sites, the coupling methodologies and the validation metric. In 

Chapter 3, the results and findings of the articles are summarized. The results are organized 

into three main topics: (i) capabilities of the classification techniques utilized, (ii) capabilities 

of the coupled simulations to downscale mesoscale patterns and (iii) validation study results. 
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This PhD thesis contains four research articles, and the relation between them is outlined in 

Figure 1.4. The research contained in these articles can be summarized as a development and 

validation of two meso-microscale coupling methodologies. The main difference between the 

methodologies is the procedure utilized to obtain the representative mesoscale fields. One of 

these methodologies correspond to a simple approach that consists of using the average values 

of the MMM variables to prescribe the boundary conditions to the microscale model, which is 

proposed and validated in Paper I. In parallel to this work, a more sophisticated classification 

methodology was proposed in Paper II. This classification methodology is based on a machine 

learning technique, called self-organizing maps (SOM), to obtain prevalent patterns in a dataset 

in a fully automated fashion. In Paper II, the focus was only on the classification methodology 

and on proving its capabilities in classifying relevant wind patterns, in particular, wind speed 

profiles. Paper III further develops the work of Paper I, by introducing some improvements 

and more importantly, making use of a larger sample of sites and observational points to 

validate the coupling methodology. Finally, Paper IV utilizes the same classification method 

developed in Paper II to obtain the predominant patterns of a mesoscale simulation. These 

patterns are downscaled and validated using an identical coupling methodology as in Paper III. 

 

 
Figure 1.4. Relation of the research papers in this PhD thesis 

 
 



 



 

 
 

2Datasets and methodologies  
 

The datasets and methodologies used to carry out this PhD study are presented in this chapter. 

In Figure 2.1, the relationship between these elements is outlined. The terrain datasets are 

utilized to build the digital terrain models of the microscale model of WindSim. This 

microscale model is coupled with the mesoscale simulations through a transferring procedure. 

The simulation results of this procedure are compared to the results of the standalone WindSim 

model, which are utilized as a benchmark. The results from both models are compared against 

onsite measurements using crosscheck prediction errors. 

 

 
Figure 2.1. Relation of the models, methodologies and datasets used in this PhD thesis. The main 
contributions of the research are in the meso-microscale coupling procedure (indicated in bold). 

 

The contributions of the research conducted in this thesis are mainly in the meso-microscale 

coupling procedures. Other minor contributions were introduced in the microscale modeling 

and in the crosscheck prediction error procedure of WindSim. Further technical details on the 

datasets, methodologies and models are provided in the following subsections. 

 

2.1 Validation sites 
Six sites, which are listed in Table 1, are used in this PhD study. All of them correspond to 

commercial wind energy generation projects in different states of development. Datasets from 

most of the projects were only provided for the purpose of this research, and therefore 

georeferenced data and absolute values of the measurements are not disclosed. The only site 

without restrictions regarding the datasets is Honkajoki. Non-public datasets for the Honkajoki 
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and CA sites were provided by the Novia University of Applied Sciences in Finland and RWE 

Renewables Americas LLC in the US, respectively. The remaining datasets were provided by 

Mainstream Renewable Power in Chile. 

 
Table 1. Validation sites used in the research articles of this PhD thesis. 

Name Location Meteorological conditions Paper 
Honkajoki Finland Very stable conditions I 
CM Southern Cone Near-neutral to stable conditions III 
CA North America Very stable conditions III 
CL Southern Cone Strong day-night cycle  III 
CK Southern Cone Strong day-night cycle III and IV 
PS Southern Cone Near-neutral to stable conditions III 

 

None of the projects presented in Table 1 were utilized in Paper II. Instead, the locations of the 

FINO-1 and Cabauw meteorological towers were used. Due to the nature and scope of Paper 

II, no measurements were required, and these locations were only used because they are well-

known experiments in the wind energy community. For each of the sites listed in Table 1, three 

kinds of datasets are used to carry out the study: 

1) Wind measurements 

2) Terrain 

3) Mesoscale simulations 

An overview of the datasets is presented in Figures 2.2-2.7. In the following subsections details 

of the datasets are provided. 
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Figure 2.2. Terrain and wind characteristics at the Honkajoki site. The locations of the measurement are 
indicated by black circles in the maps. Polar and radial axis of the wind rose correspond to the wind 
direction (°) and frequency (%), respectively. The instrument used to compute the wind characteristics is 
indicated above of the bottom-right panel. 

 

 
Figure 2.3. Same as Figure 2.2 but for the CM site. 
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Figure 2.4. Same as Figure 2.2 but for the CA site. 
 

 
Figure 2.5. Same as Figure 2.2 but for the CL site. 
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Figure 2.6. Same as Figure 2.2 but for the CK site.  
 

 
Figure 2.7. Same as Figure 2.2 but for the PS site.  

 

2.1.1 Wind measurements 

Onsite measurements of the wind conditions at the sites were obtained through different 

instruments. The type of instruments utilized for these measurements are some of the ones 

typically used for wind resource assessment: cup anemometers, wind vanes and light detection 

and ranging (LiDAR) systems (Figure 2.8). The measured variables that are used in the 

validation studies of this thesis are the wind speed and wind direction, which are averaged 

every 10 minutes. Other measured variables that were not directly used in the study include 

turbulence intensity (or standard deviation of the wind speed), vertical wind speed, 
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temperature, humidity and pressure. Most of these variables are used for suitability studies and 

energy yield calculations, which are beyond the scope of this work. 

 

 
Figure 2.8. Instruments utilized at the CL site. Left and center panels: Anemometer and wind vane, 
respectively, mounted in a meteorological mast. Right panel: Deployed LiDAR. Courtesy of Mainstream 
Renewable Power. 

 

Cup anemometers and wind vanes were calibrated using the parameters provided by external 

laboratories. The data collected from cup anemometers and wind vanes are cleaned for invalid 

or unrealistic values, as well as for icing events, utilizing the Windographer software (Figure 

2.9). Cup anemometers and wind vanes are mounted into meteorological masts. Usually two 

anemometers are mounted per vertical level in order to prevent tower distortion (Figure 2.10). 

The data from both anemometers are combined into one timeseries, which considers the mast 

wake for a given range of wind directions.  

 

The data collected by the LiDARs is already filtered from low quality measurements by the 

software included in the instrument. The data from some LiDAR brands had to be cleaned or 

corrected due to improper wind direction measurement. Further details on the type and number 

of instruments per site can be found in Papers I, III and IV. 
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Figure 2.9. Example of an icing event (indicated in yellow). The cup anemometer and the wind vane @20m 
are affected by icing. Instruments @60m may also be partially affected by icing. Temperature and/or 
humidity measurements help to identify icing events. 

 

 
Figure 2.10. Example of tower distortion of measurements. The red line indicates the average ratio between 
the wind speed measured at anemometers B and A (radial axis) for a given wind direction (polar axis). 

 

The measurement campaign of each site complies with the standards of the International 

Electrotechnical Commission, Measnet and/or other local standards. Out of the studied sites, 

Honkajoki is the only one that has measurements in just one location. For this reason, 
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validations at this site were only possible in the vertical direction. The sites Honkajoki, CM 

and CA present a high wind shear (Figures 2.2, 2.3 and 2.4), while the sites CL and CK present 

low wind shear (Figures 2.5 and 2.6). Both conditions are likely to be related to the predominant 

atmospheric stability conditions at the sites. Among them, Honkajoki and CA are the sites 

where the wind is the most evenly distributed between the different wind directions (Figures 

2.2 and 2.4). The opposite is true for the CL and CK sites, where the wind mostly comes from 

one wind direction (Figures 2.5 and 2.6). 

 

2.1.2 Digital terrain model 

The most important factors that influence the behavior of the local wind flow are related to the 

terrain conditions. These conditions are represented in the digital terrain model of the site, 

which consists of a 2-D grid of point values of terrain elevation and roughness length. In 

forested sites additional information is required, which consist of the location of the forest, 

canopy height, forest sparsity and tree species. In the WindSim model, this information is used 

to set certain grid cells of the model as forest by defining them as a semi-permeable obstacle. 

More details on the forest modelling are provided in Section 2.2.  

 

For the sites of this PhD thesis, the terrain elevation was obtained from the databases of the 

Shuttle Radar Topography Mission,12 the Canadian Digital Elevation Data,13 the Finish 

National Land Survey14 and from LiDAR campaigns conducted by the project owner or 

commercial providers, like WorldDEM. Roughness length maps are constructed from land 

cover maps obtained from open databases like the GlobeLand30,15 the US National Land Cover 

Database 200116 and/or commercial sources. These land cover maps are translated into 

roughness maps following conversion tables, usually based on the work of Davenport (1960).17 

In the case of the CL and CK sites, a constant roughness value for the entire domain is used 

instead, as they present a very homogeneous terrain type and more detailed information of the 

terrain is not available in the aforementioned databases. Further characteristics of the digital 

terrain models can be found in Papers I, III and IV. 

 

There is a wide variety of terrain complexity among the modeled sites. Honkajoki and CA have 

a relatively flat terrain (Figures 2.2 and 2.4). CL and PS also present a relatively flat terrain, 

but with some hilly areas and other terrain features (Figures 2.5 and 2.7). The terrain of the CK 
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site is relatively even with an overall inclination towards the north (Figure 2.6). By far, the 

most complex site is CM (Figure 2.3). 

 

2.1.3 Mesoscale simulations 

About one-year worth of mesoscale simulations are available for each of the modelled 

locations. These simulations were produced using the Weather Research Forecasting (WRF) 

model.18 Depending on the site, the runs were conducted by the High Performance Computing 

Center North (HPC2N),19 Vortex SL20 or one of the co-authors of Paper II (Table 2). Further 

technical details about the settings of the WRF simulations are provided in Papers I, II and III. 

The postprocessing of the results was conducted using a time resolution of 1 hr for the outputs. 

The simulated periods were selected in order to cover the longest concurrent period measured 

at all observational points at each site. 

 
Table 2. Source of the WRF simulations utilized in the research articles of this thesis. 
 

Site WRF version Conducted by 
Honkajoki 3.7.1 HPC2N 
FINO-1 3.6.1 Co-author in paper 
Cabauw 3.6.1 Co-author in paper 
CM 3.7.1 Vortex SL 
CA 3.7.1 Vortex SL 
CL 3.7.1 Vortex SL 
CK 3.7.1 Vortex SL 
PS 3.7.1 Vortex SL 

 

2.2 WindSim 
In this study, the steady-state RANS model that is part of the commercial software WindSim 

is utilized as a microscale model. The model predicts the spatial perturbations of the wind speed 

for a given set of boundary conditions. For wind resource assessment applications, it is assumed 

that the solution of the model is Reynolds number independent, i.e. the spatial wind 

perturbations are independent of the wind speed. For example, if the model predicts variation 

of X% in the wind speed between point A and point B, this percentual change is independent 

of the wind speed at point A. However, wind speed perturbations are still dependent on the 

direction of the wind, and therefore several simulations with different wind directions are 

typically conducted to assess a site.  
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The governing equations of the WindSim’s CFD model correspond to the RANS equations,21 

assuming steady-state (derivatives in time =0) and incompressibility (constant density). All 

equations in this subsection are given in Einstein notation. Sub-indexes �, � = 1, 2, 3  

correspond to north, east and vertical components, respectively. Mass conservation is 

expressed as:  ������ = 0 (1) 

 

where �� and �� correspond to the �-component of the wind speed vector and of the cartesian 

coordinate, respectively. The conservation of momentum in the horizontal direction is 

expressed as: 

�� ������ = − 1	 �
��� + ���� �� 
������ + ������ � − ������������ � = 1,2 (2) 

 

where 
 is the pressure, 	 is the air density and � is the air viscosity. The conservation of 

momentum in the vertical direction has an additional forcing term when thermal effects 

(atmospheric stability) are present:  

�� ������ = �� − ��� � − 1	 �
��� + ���� �� 
������ + ������� − ������������� (3) 

 

where � is the gravitational acceleration, � is the potential temperature and �� its reference 

value. For neutral simulations � = �� and therefore the extra forcing term =0. The potential 

temperature is influenced by advection, thermal diffusion and turbulent heat transfer, expressed 

as: 

�� ����� = ���� �� � ������ − (����������)� (4) 

 

where � is the kinematic molecular diffusivity for heat in air. The turbulent terms in Equations 

(2), (3) and (4) are parametrized as: 

����������� = −��  
������ + ������ � + 23 ��,� (5) 

(����������) = −��!" � ������ (6) 
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where ��,� is the Kronecker delta and !"(=1) is the turbulent Prandtl number for heat transfer. 

The turbulence viscosity �� is obtained from the standard # − $ turbulence model as 

formulated by Lauder and Spalding (1974):22 

�� = %& #'$  (7) 

�(��#)��� = ���� ���!*
�#���� + 
* + 
- − $ (8) 

�(��$)��� = ���� ���!.
�$���� + %./ $# (
* + %.�
-) − %.' $'#  (9) 


* = ��  
������ + ������ � ������  (10) 


- = − ��!" � 1� ����� (11) 

 

Here # corresponds to the turbulent kinetic energy (TKE) and $ to its dissipation rate (EDR). 

The values of the model constants %&, !*, !., %./, %.' and %.� are presented in Table 3. The 

term 
- is used in Equation (8) when thermal effects are present, otherwise 
- = 0.  

 
Table 3. Values of the model constants of the standard 4 − 5  turbulence model used by Lauder and 
Spalding (1974).23 %& !* !. %./ %.' %.� 

0.09 1.0 1.3 1.44 1.92 1.0 
 

Since the potential temperature gradients in coupled simulations can be much more stably 

stratified than the analytical formulations, some limits were introduced to the values of 
-. In 

order to prevent too low turbulence in very stable conditions, 
- is limited in Equation (8) by 
- = max(−678
*, 
-), where 678 = 1 − %.//%.� = 0.25.24 On the other hand, 
- is limited 

in Equation (9) by 
- = max(0, 
-).25 These limits were used introduced Paper III and also 

used in Paper IV. Further justification of this addition is provided in Paper III. 

 

In WindSim, forest is modelled by defining the grid-cells where it is located as a porous media. 

Therefore, source/sink terms <�, <* and <. are added at the right side of the governing  equations 

of momentum (Equation (2) and (3)), TKE (Equation (8)) and EDR (Equation (9)), 

respectively. These terms are parametrized as:26 <� = −	>?@������ (12) 
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<* = >? ABC@����� − B?��#D (13) 

<. = >? A%.EBC $# ��� − %.FB?��$D (14) 

 

where >? is the drag coefficient of the forest and BC, B?, %.E, and %.F are model constants, 

whose values are shown in Table 4. >? values are chosen for each grid-cell defined as forest, 

depending on tree sparsity, tree species and the geographical location of the forest. 

 
Table 4. Values of the forest constants according to the formulations of Sanz (2003)27 using the model 
constants in Table 3. BC B? %.E %.F 

1 6.51 1.24 1.24 
 

2.3  Meso-microscale coupling procedure 
The meso-microscale coupling procedure consists of two steps. First, a set of mesoscale fields 

that are representative of the predominant wind conditions at the site are obtained. Secondly, 

these representative mesoscale fields are transferred into the microscale model as boundary 

conditions. Paper II is focused only on the first step, while the other papers deal with both. 

Details about the procedures utilized at each step are provided in the following sections.  

 

2.3.1 Computation of representative mesoscale fields 

In this PhD thesis, two methodologies were proposed to obtain representative mesoscale fields. 

One consists of averaging the wind conditions per directional sector, while the other obtains 

these conditions in an automated fashion utilizing neural networks. The first approach is 

regarded as a simple method that resembles the normal modeling approach used in the wind 

industry (one simulation per directional sector). The second method requires a further 

understanding of the abstraction done by the neural map. Nevertheless, it provides a powerful 

tool to easily explore the wind conditions that occur in a site in a comprehensive manner.  

 

A common procedure for both methodologies is to filter timesteps that have an average wind 

speed below 3 m/s, for all grid points between 50 and 150 m a.g.l. and that lie within the 

microscale domain. This way, all mesoscale timesteps that are not of interest for wind energy 

generation are filtered out. The variables of interest of the obtained mesoscale fields are ��(� =1,2,3), � and the planetary boundary layer height. 
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2.3.1.1 Directional average 

The first methodology proposed in this study consists in averaging all timesteps of the 

mesoscale simulation timeseries according to their wind direction. This procedure generates 

one representative wind condition per desired wind direction. The approach implicitly assumes 

that the wind conditions for a given wind direction are relatively similar in time. This 

assumption holds true in many wind energy projects, especially at sites where the wind rose is 

well spread across wind directions or if the site is strongly influenced by sea-land or mountain-

valley winds.28,29 In any case, this assumption is also made when running a standalone 

microscale model. Therefore, the use of this methodology does not present additional 

assumptions with respect to the normal application of the microscale model in wind resource 

assessment. It is expected that by downscaling the obtained mesoscale fields, the wind flow 

solution will be better for wind directions strongly influenced by mesoscale circulations (Figure 

2.11). 

 

 
Figure 2.11. Expected application of different microscale modelling approaches. The dots correspond to 
onsite measurements and the lines to the prediction of the model. 

 

Further technical details on the averaging procedure are provided in Papers I and III. The 

differences between the procedures used in those papers are presented here. In Paper I, the 

mesoscale fields of � are directly averaged, while in Paper III the values of �� and  G� =  � −�� are separately averaged instead. Then, the average field of � is calculated as �̅ =  G����� + �����. 

This second approach better captures the average atmospheric stability condition (contained in G�) as it is not distorted by its absolute value. On the other hand, the mesoscale fields in Paper 

I are classified by their atmospheric stability in addition the wind direction. Due to the small 

gain in model performance compared to the extra use of computational resources, as well as 
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difficulties in classifying onsite measurements by atmospheric stability, the method was not 

pursued in Paper III. A final difference is that in Paper III an additional coupling approach was 

introduced, which consists in filtering the � mesoscale fields. In the same paper this approach 

is compared with coupled models without temperature filtering and without using the 

temperature fields at all. 

 

2.3.1.2 Two-level SOM clustering  

The second methodology proposed in this PhD to obtain representative mesoscale fields is 

based on a self-organizing map (SOM).30 A SOM is a grid of interconnected nodes that are 

positioned in the space of the input data (Figure 2.12). The positions of the SOM nodes are 

iteratively modified in such a manner that the nodes are transferred closer to locations with a 

high density of input data points and further away from data-sparse areas (Figure 2.12c). This 

procedure is called training and it is repeated up to a prescribed number of iterations. Once the 

SOM is trained, it is possible to visualize the clustering structures of the data by plotting the 

distance between each node and its neighbors (Figure 2.12d).  

 

 
Figure 2.12. Example of the SOM training procedure with a dataset with 20 nodes and three clusters. 
Darker (lighter) shading in the SOM before (b) and after (d) training represents longer (shorter) 
distances between the node and its neighbors. Reproduced from Paper II. 

 

As commented in the literature survey conducted in Paper II, most of the studies in meteorology 

that use SOM, directly use the nodes as a clustering solution. Nevertheless, such an approach 

presents certain problems. First of all, there is a practical constraint regarding the possible 

number of obtainable clusters, as the SOM can only be composed of a non-prime number of 

nodes. Additionally, neighboring nodes portray similar characteristics and therefore redundant 

patterns would be obtained. A more conceptual problem of this approach, as pointed out by 

Wu & Chow (2004),31 is that the purpose of a SOM is to extract and visually display the 

structure of the input data, while clustering is to partition the input data into groups. The 
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previously mentioned studies that directly use the nodes to cluster seem to mix these two 

objectives. 

 

An important feature of SOMs is that the map preserves topological ordering. In other words, 

the nodes that are located close to each other share certain traits. For the context of this study, 

this implies that neighboring nodes share similar wind speed, wind shear, temperature shear 

and/or other characteristics (see for example Figure 2.13). This feature facilitates the 

characterization and understanding of the different conditions that occur in a site. By plotting 

different variables, it is possible to find relations (typically non-linear) among the different 

variables. For example, in Figure 2.13 it is possible to visually relate the speed and direction 

of the wind with the atmospheric stability conditions at the site.  

 

 
Figure 2.13. Representative wind speed (left) and ∆J (right) values of the nodes of a SOM of dimensions 
25 × 25 used to classify WRF-simulated 3-D mesoscale fields at CK. The wind direction in the left panel is 
indicated by black arrows. The SOM partition is indicated by black lines. Adapted from Paper IV. 

 

In order to use the SOM for clustering purposes, a two-level SOM clustering (SOM2L)32 

approach is utilized. The SOM2L consists of partitioning (i.e. clustering) the nodes of the SOM 

(as illustrated in Figure 2.13). Several clustering techniques can be used for this stage, like k-

means or hierarchical clustering. The disadvantage of using these techniques is that the total 

number of clusters has to be prescribed a priori. Therefore, in this study it has been opted 

instead for a methodology that exploits the topological ordering of the SOM. Specifically, the 

cluster centers are defined as the local minima of the distance between each node and its 

neighbors (Figure 2.14).33 The remainder of the SOM nodes are then assigned to a cluster 

following Ward’s criterion.34 



Datasets and methodologies 

24 
 

 

 
Figure 2.14. Partition of the SOM based on the local minima of KL . The local minima are indicated by the 
red dots and the partitions by the red lines. KL  corresponds to the average distance between a node and its 
neighbors. Reproduced from Paper IV. 

 

As a result, the application of the SOM2L methodology to the mesoscale simulations provides 

a set of mesoscale patterns. If the input data correspond to 3-D mesoscale fields (as in Paper 

IV), these patterns represent a variety of the predominant wind conditions at the site. In contrast 

to the method that uses the directional averages explained in section 2.3.1.1, the patterns 

obtained with the SOM2L can yield several wind conditions for the same wind direction 

(Figure 2.15). Moreover, very infrequent wind directions will not be found in the extracted 

patterns. Further technical details of the parameters used in the SOM2L are provided in Paper 

II and IV. Detailed justification of the selection of these parameters are provided in Paper II 

and the references therein. As argued by Vesanto and Sulkava (2002),33 the distance map “may 

have some local minima which are a product of random variations in the data”. In order to 

prevent this, in Paper IV a smoothening function is applied to the distance map before 

computing the local minima. 
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Figure 2.15. Conceptual comparison between the directional average coupling of section 2.3.1.1 (left) and 
the SOML2 coupling (right) for one directional sector. The dots correspond to onsite measurements and 
the lines to the prediction of the model. 

 

2.3.2 Transferring of mesoscale fields to the microscale model 

Once representative mesoscale fields are obtained, they are transferred into the microscale 

model as boundary conditions. There are six variables that are prescribed as boundary 

conditions: �/, �', ��, �, # and $. The values of �/, �', �� and � are computed by interpolating 

the mesoscale values onto the microscale grid. Vertical interpolations are first conducted 

utilizing the cubic spline method. Then, horizontal bilinear interpolations are conducted. If the 

interpolations are conducted in the inverse order (horizontal first, vertical second) the 

interpolated values might have some discontinuities, especially close to the ground.  

 

The lowest vertical level of the WRF simulations results are typically located at approximately 

10 m above the ground. It is very common that a few grid points of the microscale model are 

located bellow this height. Therefore, the WRF values of �/, �' and � are extrapolated using 

Monin-Obukhov similarity theory equations8 with the two lowest vertical levels of the WRF 

domain, located at ⁓10 m and ⁓30 m. To compute the necessary parameters like the Monin-

Obukhov length or the friction velocity, the gradient method35 is utilized. In few occasions, this 

method is not applicable because of very low winds speeds and/or very high temperature 

gradients.36 In these cases, the values are obtained from the average of the surrounding grid 

points. The values of vertical wind speed are simple prescribed as �� = 0. 

 



Datasets and methodologies 

26 
 

The values of # and $ are computed using the analytical formulas derived by Han et al. (2000).37 

These formulas are also based in the Monin-Obukhov similarity theory. Most of the parameters 

required to apply these formulas are the same as the ones utilized in the extrapolations. In 

addition, the planetary boundary layer (PBL) height values transferred from the mesoscale are 

utilized. These values are obtained by horizontally interpolating the PBL height from the 

mesoscale simulations.  

 

Further technical details of the interpolation and extrapolation procedures, as well as on the 

computation of # and $ are provided in Paper I. In Papers III and IV, the methods to compute 

the values are very similar. The only difference is that in Paper I the � values are interpolated 

with respect to the height above ground level (a.g.l.), while in Papers III and IV they are 

interpolated with respect to the height above sea level (a.s.l.). As shown in Figure 2.16 the 

approach used to interpolate � has an important impact in its vertical structure. It is important 

to preserve the PBL height transferred from the mesoscale (implicitly in the contained in the � 

field) since the top of the PBL blocks the vertical motion of the flow. The site used in Paper I 

(Honkajoki) is very flat and therefore the � field is barely distorted. In Paper III, most of the 

sites have a more complex terrain than Honkajoki, which made necessary to introduce this 

improvement in the interpolation procedure. 
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Figure 2.16. Comparison of vertical planes of potential temperature for different interpolation 
procedures. 

 

2.4 Validation metric 
As mentioned in Section 1.1, the purpose of the wind flow simulations in wind resource 

assessment is to extrapolate the wind measurements. These extrapolations consist in obtaining 

the wind speed at a target location M (typically a wind turbine) by multiplying the measured 

wind speed at a reference point 6 by a factor (Figure 2.17b). This factor is called the speed-up 

ratio <�, and it is calculated as: 

<�(6, M) = ���N (15) 

 

where �N and �� are the modeled wind speeds at points 6 and M (Figure 2.17a). Therefore, the 

performance of a model is quantitatively evaluated by comparing the modeled <� with the 

measured one, between selected pairs of measurements. Specifically, the mean values of <� 

and wind speeds are utilized to calculate the so-called crosscheck prediction O
P as: 

O
P(6, M) = <�(6, M)������������ �N���� − ������������  
(16) 
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It is possible to calculate one O
P per pair of measurement points. The specific error metrics 

utilized in Papers III and IV are based on the O
P values. These metrics were utilized in these 

research articles to facilitate the discussion of extrapolation errors when several reference and 

target points are evaluated simultaneously. For further technical details, the reader is referred 

to those articles. 

 

 

 
Figure 2.17. Example of the calculation of the speed-up ratio (a) and measurement extrapolation (b). 
Adapted from Paper I. 

 

 



 

3Summary of main results 
 

In this chapter, the main results of this PhD thesis are presented. The findings can be ordered 

in three categories: (i) capabilities of the SOM2L classification, (ii) capabilities of coupled 

simulations and (iii) validation results of the meso-microscale coupling methodologies. 

Findings (i) focuses only in the strengths of the proposed classification, independent of the 

application. Findings (ii) and (iii) are related qualitatively and quantitatively results to the 

simulations of the coupled models.  

 

3.1 Capabilities of the SOM2L classification 
The SOM2L methodology proposed in Paper II provides in a fully automated manner the 

predominant patterns in the input data. In Paper II, the methodology was capable of finding 

wind speed profiles of various shapes. Some of these shapes correspond to well-known profiles, 

such as high shear, low shear or low-level jets. It was found that some of the obtained profiles 

had similar shape as the ones manually obtained in a observational study by Peña et al. (2014)38, 

as shown in Figure 3.1. It is clear that the use of the SOM2L approach can be a better alternative 

to a more arduous manual approach. 

 

 
Figure 3.1. Comparison of a few wind speed vertical profiles reported by Peña et al. (2014)38 against the 
SOM2L-based results. Reproduced from Paper II. 
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In Paper IV, the SOM2L is applied to the 3-D mesoscale fields simulated for the CK site. The 

SOM2L clearly provides distinctive patterns, regarding wind speed, wind direction and 

atmospheric stability. The methodology allows for an easy characterization of these patters. In 

particular for this site, relationships regarding wind direction, atmospheric stability, wind 

shear, time of the day and season were effortlessly explored due to the ordering provided by 

the SOM. Furthermore, a total number of 14 patterns were found, which is adequate for the 

computational resources typically available in the industry for downscaling purposes. 

 

3.2 Capabilities of coupled simulations to downscale mesoscale patterns 
Mesoscale models can reproduce some wind patterns that are not possible to obtain when 

utilizing a standalone microscale model. For some of the representative mesoscale fields, the 

coupled models are capable to downscale such mesoscale patterns. As shown in Figure 3.2, the 

overall mesoscale pattern is sustained in the microscale domain. However, the wind flow is 

modified by the microscale model by including the influence of finer terrain features in the 

local wind flow. As discussed in Paper III, the microscale model includes the influence of the 

mesoscale model in a better way in complex terrain, when the thermal effects are considered. 

 

 
Figure 3.2. Horizontal planes of wind speed @ ⁓100 m from sector 150° at the CM site for mesoscale (left) 
and coupled (right) simulations. The black lines in the map correspond to the contour lines of terrain 
elevation for every 50 m. Adapted from Paper III. 
 

Some wind patterns that are of interest for the wind energy community, namely strong wind 

turning and low-level jets, were reproduced by the WRF simulations. The coupled simulations 

are able to downscale these patterns into the microscale. As reported in Paper III, these patterns 

are very different from the ones obtained when using analytical profiles. In the case of the wind 

turning (Figure 3.3), the standalone microscale simulation does not present a turning at all. The 

same is true in the case of the low-level jets (Figure 3.4), as analytical formulations follow 
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logarithmic shapes. For both patterns it was found that the use of atmospheric stability is 

necessary to maintain the wind turning and the low-level jet shape. 

 

 

 
Figure 3.3. Horizontal planes of wind speed @ ⁓100 m from sector 300° at the CK site for mesoscale (left) 
and coupled (right) simulations. The black arrows indicate the direction of the wind. The black lines in 
the map correspond to the contour lines of terrain elevation for every 50 m. Adapted from Paper III. 
 

 
Figure 3.4. Vertical planes of wind speed from sector 0° at the CK site for mesoscale (left) and coupled 
(right) simulations. The black line corresponds to the digital terrain height. Adapted from Paper III. 
 

3.3 Validation results 
In this section the meso-microscale coupling results are evaluated. As mentioned in Section 

1.1, the wind flow models are utilized to extrapolate onsite measurements. Therefore, the 

performance of the models is compared with respect to their capability to accurately do such 

extrapolations. The comparisons are conducted by using the crosscheck prediction errors 

explained in Section 2.4. This error metric is obtained by extrapolating a measurement to the 

location of another measurement and comparing the prediction against the observed values. 
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Further technical details of the meso-microscale coupling results using the mesoscale fields 

obtained from the directional average and from the SOM2L, can be found in the Papers III and 

IV, respectively. 

 

3.3.1 Meso-microscale coupling using directional average 

In Figure 3.5, the coupled models that utilize the directionally averaged mesoscale fields are 

compared against the mesoscale and the standalone microscale simulations. For vertical 

extrapolations, the coupled simulations have for most sectors smaller errors than the mesoscale 

or standalone simulations. Improvements of the coupled results respect to the mesoscale 

results, are mainly due to a better accounting of the influence of the finer features in the terrain. 

This is more evidently when comparing the results of the CM site, which is very complex. 

Moreover, in CA, where the terrain is very flat, the differences are rather small and actually 

mesoscale simulations perform slightly better as the wind profile is mostly influenced by the 

weather conditions rather than the terrain. Differences between coupled and standalone 

simulations are in general lower, as the latter uses analytical profiles whose parameters were 

adapted to the observed profiles. Nevertheless, there are important differences in the 

performance at some sectors. The source of these differences is the limitation of the analytical 

boundary conditions to reproduce non-analytical shapes. For example, very stable conditions 

present at CA were, as expected, associated with very high wind shear. This shear is well 

reproduced in the standalone simulation close to the ground. Nevertheless, it fails in 

reproducing very fast vertical changes of shear that are observed at the site as they do not follow 

an analytical shape. In the case of the CL site, very low shear profiles are observed due to the 

presence of wide low-level jets that are not possible to capture in the standalone simulations. 
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Figure 3.5. Comparison of crosscheck prediction errors between the mesoscale and coupled simulations 
(top panels), and standalone and coupled simulations (bottom panels). Adapted from Paper III. 
 

For horizontal extrapolations in complex terrain (e.g. CM site), the coupled model performs 

better than the mesoscale and standalone simulations. This indicates that to properly model 

such sites it is not only sufficient to utilize models with finer resolution, but also with the 

adequate stability conditions. In the case of the very flat and very stable sites (e.g. CA site), it 

is better not to couple the potential temperature and run with neutral stratification instead. As 

discussed in Paper III, the inclusion of the atmospheric stability under these conditions results 

in too low turbulence in the microscale model to transfer the momentum downwards. At the 

remainder of the studied sites, the relative performance of the mesoscale and coupled 

simulations are very dependent on the wind direction. If the wind is perturbed by even smalls 

obstacles like small valleys, rivers, ridges or small hills, the coupled simulations tend to 

perform better. It must be noted that even when the mesoscale and coupled errors are similar, 

the latter have much finer features in the wind flow due to their higher resolution. Similar as 

with the vertical extrapolation, the coupled models perform better than the standalone 

simulation for most sectors, independent of the terrain or stability conditions. Depending on 

the sector, these differences are product of improver stability conditions in the standalone 

model (due to limited information) or due to the influence of mesoscale patterns that are 

significantly different to the analytical formulations. 
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3.3.2 Meso-microscale coupling using SOM2L patterns 

Similar to the results in Section 3.3.1, most of the extracted patterns by the SOM2L are 

significantly modified by the microscale model. The main factors for these modifications are 

the finer terrain features included in the microscale model as well as the propagation of the 

wind conditions at the inlets into the domain. For most patterns with stable atmospheric 

conditions (patterns 1, 2, 4 and 8; see Figure 3.6), the microscale model reduces the error 

significantly, ranging from 4 to 15 % in error reduction (Figure 3.7). For most patterns with 

unstable atmospheric conditions (patterns 5, 9, 11 and 13) the microscale simulation performs 

worse than the mesoscale one, with an error increase between 3 to 7 %. A similar trend is 

observed for the neutral simulations, where the most stably stratified (pattern 12) has an error 

reduction of 2% and the most unstably stratified (patterns 6 and 10) have an error increase of 

7% and 4% after downscaling, respectively. Overall, the error is reduced by 2.7% when using 

the downscaling procedure. 

 

The mesoscale and microscale simulations of the SOM2L patterns produce very similar vertical 

profiles of wind speed. In addition, for most patterns both simulations reproduce well the 

measured winds speed profiles. For patterns with unstable atmospheric conditions (patterns 5, 

9, 11, 13 and 14), the wind speeds profiles are particularly well reproduced. For patterns 4, 7 

and 8, none of the models is able to reproduce the negative shear observed at the measurements. 

These deviations are due to the inability of the WRF model to reproduce the height of the jet 

for these patterns, a defect that is transferred to the microscale model. In the case of the pattern 

3, the jet height is well reproduced and therefore is also correct in the microscale. 
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Figure 3.6. Extracted (top row) and downscaled (bottom row) patterns 1, 2, 4 and 8. The wind direction is 
indicated by the black arrows. Adapted from Paper IV. 
 

 
Figure 3.7. Left panel: Comparison of the crosscheck prediction errors between the mesoscale and 
downscaled patterns. The arrow and color of each circle indicate the wind direction and the atmospheric 
stability condition of the pattern, respectively. Right panel: Crosscheck prediction error reduction after 
downscaling the patterns. Reproduced from Paper IV. 
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4Conclusions and further work  
 

Two methodologies have been proposed for the coupling of mesoscale simulations with steady-

state CFD microscale model. The first methodology utilizes the average values of the variables 

of interest per directional sector. Such a methodology is an easy way to produce more realistic 

boundary conditions for the microscale model. However, in some cases the averaged values of 

different weather conditions do not provide a good representation of the mean state of the 

atmosphere. The second proposed methodology derives predominant weather patterns utilizing 

a two-level self-organizing map clustering technique. This clustering technique fully automates 

the obtention of the mesoscale patterns and splits them according to their characteristics. 

Compared to the previous method, the loss of information is much lower as the averaging of 

values is conducted over similar mesoscale fields. This methodology is also able to deal with 

sites with different weather conditions despite of having similar wind directions.  

 

Further remarks of the research conducted in this thesis are provided in the following 

paragraphs. In addition, recommendations for further research are provided for each topic. 

 

4.1 Coupled models for wind resource assessment 
Coupled simulations reproduce better the observed profiles compared to standalone 

simulations, if the shape of the profiles does not follow analytical formulations. Otherwise, the 

difference between the models is rather low. However, vertical validations in this study (and 

in general) are rarely conducted for heights higher than 150 m. For these heights, the coupled 

simulations present more realistic wind shear compared to the standalone simulations as the 

analytical formations (which are based on Monin-Obukhov similarity theory) are usually not 

valid anymore. This is important to consider in wind resource assessment as wind turbines get 

higher and higher. Coupled simulations tend to better reproduce the profiles at higher heights 

because of the information about the wind shear provided by the mesoscale model. However, 

the coupled models also perform better than the mesoscale model in vertical extrapolations 

because the latter are not able to properly take into account the influence of the surface on the 

lower part of the profiles. 

 

For horizontal extrapolations, the use of coupled models performs better compared to 

mesoscale or standalone microscale models. In the case mesoscale models, the coupled models 
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are simple more beneficial due to their higher resolution. In the case of microscale simulations, 

the coupled models have the advantage of a proper stability effects without the need of 

tweaking the stability conditions. Furthermore, make use of spatial distribution of the 

atmospheric stability in the site. This appears to be as important as using a finer resolution. 

which is of big importance for a proper modelling in complex terrain. Even if mesoscale 

simulations perform similar than the coupled model in terms of errors (typically at relatively 

flat terrain), the coupled model is able to include finer features in the wind flow, like rivers or 

forest clearings. This makes the coupled approach more advantageous for the micro-siting of 

the wind turbines.  

 

For very stable conditions at flat sites, the coupled model is not capable to perform well in both 

vertical and horizontal extrapolations, simultaneously. Vertical extrapolations are better than 

any of the other models when thermal effects are considered. For horizontal extrapolations, the 

mesoscale and coupled models where similar, if in the latter neutral stratification is considered. 

When stable stratification is used instead, there is not sufficient turbulence in the microscale 

model to transfer momentum downwards. For very stable conditions, the wind has a quasi-

laminar behavior, while turbulence models like the k-ε standard model are designed for 

turbulent flow. In order to enable the use of steady-state CFD models for meso-microscale 

coupling, it is recommended to further research modelling alternatives or modifications to 

RANS. This may include the addition of forcing terms based on observational data (nudging). 

 

The validation study carried out through this work can be extended to other problems in wind 

resource assessment, like assessing the sensitivity of the energy yield and/or wind farm layout 

due to the use of mesoscale, standalone or coupled approaches. Moreover, it is recommended 

to further investigate and validate the turbulence intensity simulated by these set-ups. The 

turbulence intensity is key for site suitability studies of the wind turbines, which is important 

for wind energy project developers as well as for wind turbine manufacturers.  

 

4.2 Two-level self-organizing map clustering methodology 
The two-level self-organizing map technique proposed in this PhD thesis can in an objective 

manner extract the predominant wind patterns from a dataset. The methodology does not 

require any a priori prescription of cluster size and prevents the use of excessively large number 

of clusters by reducing redundant classes. The self-organizing map allows for the analysis of 
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how the extracted patterns evolve with respect to time and space, and therefore associate them 

with underlying atmospheric phenomena or processes. The SOM2L has a lot of potential for 

different applications in wind energy. Below, some possible applications are listed:  

 
i. With use concepts from the field of symbolic dynamics, it would be possible to study 

the evolution of certain wind patterns. Predominant sequences of patterns can be then 
be identified to be downscaled 
 

ii. Classification of onsite measurements to explore the different conditions monitored by 
the instruments 
 

iii. The patterns extracted from measured or simulated datasets can be used as states in 
Markov chains (or similar) for data reconstruction or for the generation of a typical year 
 

iv. Wind energy forecasting frameworks  
 
The applications listed above are only tentative and they require further research to be properly 

implemented. 

 

4.3 Potential of coupled models using SOM2L 
For the studied site in Paper IV, the meso-microscale coupling framework utilizing SOM2L 

improves the wind estimations compared with the use of the mesoscale model. Nevertheless, 

the microscale model is not able to properly downscale some of the obtained wind conditions. 

The reason is that the microscale model is only able to provide information from the inlets into 

the domain. Therefore, any pattern that is located within the domain and not “seen” at the inlets 

is not kept in the microscale simulation. In general, the weather conditions at the studied site 

were rather extreme (from very stable to very unstable stratification). Further validation of the 

methodology is required for simpler weather conditions as well as for more complex terrain. 

 

Assuming that it is possible to properly downscale the extracted patterns by the SOM2L, the 

proposed framework has a lot of potential for wind turbine wake simulations. In order to resolve 

the turbine wake in a steady-state CFD model, different wind speeds for the same wind 

direction must be simulated. This increase the number of total simulations dramatically, even 

more if different atmospheric stability classes must be taken into account. With the SOM2L, 

infrequent combinations can be skipped, and only simulate the predominant ones.  
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Abstract
A methodology to couple Numerical Weather Prediction (NWP) models with steady-state Computational
Fluid Dynamic (CFD) models for wind resource assessment applications is proposed. NWP simulations are
averaged according to their atmospheric stability and wind direction. The averaged NWP simulations are used
to generate the initial and boundary conditions of the CFD model. The method is applied using one year of
Weather Research and Forecasting (WRF) simulations at the Honkajoki wind farm in Finland and validated
by Sonic Detection and Ranging (SODAR) measurements at the site. It is shown that coupled simulations
reproduce a more realistic shear for heights above 150 m. In terms of estimated energy production, there is
not a big difference between coupled and standalone models. Nevertheless, a considerable difference in the
horizontal wind speed patterns can be seen between the coupled and non-coupled approaches. The WRF
model resolution has only a small influence on the coupled CFD results.

Keywords: Mesoscale microscale coupling, Wind energy resource assessment, Computational Fluid Dynam-
ics (CFD), Physical downscaling, Boundary conditions

1 Coupled Computational Fluid
Dynamics models in wind resource
assessment

Recent wind energy projects are being increasingly de-
veloped in areas with high terrain complexity. In this
kind of terrain, Computational Fluid Dynamic (CFD)
models have shown much better performance compared
to linear models (Hristov et al., 2014), which have
been traditionally used by the wind industry. Further-
more, it has been shown that linear models overpre-
dict the horizontal wind speed for terrain slopes higher
than 20°, whereas CFD models accurately predict the
wind (Yamaguchi et al., 2002). For these reasons, over
recent years CFD models have become more preferred
for wind resource assessment. Among commercial CFD
codes for wind resource assessment, mostly steady-state
modelling is available because of its reasonable use of
computational power.

The simulated flow of CFD models depend on the
prescribed initial and boundary conditions. Typically,

∗Corresponding author: Pablo Durán, Norwegian University of Life Sciences,

Universitetstunet 3, 1430 Ås, Norway, e-mail: paduran@nmbu.no

these boundary conditions are imposed as analytical log-
arithmic wind profiles. CFD models that utilize this
type of boundary conditions are referred in this work as
“standalone”. This approach has been traditionally used
in the wind industry given their simplicity and relatively
good performance when the atmospheric conditions are
predominantly neutral. Nevertheless, those theoretical
profiles often deviate from the observed wind profile in
the area. One way to use profiles that are more realis-
tic is to use atmospheric data calculated by Numerical
Weather Prediction (NWP) models. The use of atmo-
spheric conditions derived from an NWP model to feed
a local-scale model is referred in the literature as meso-
to-microscale modelling.

NWP models can reproduce mesoscale and regional
wind circulation phenomena such as baroclinic pressure
systems and thermal winds. Therefore, they can provide
more realistic boundary conditions for CFD models than
simple analytical profiles. The use of NWP model data is
very common in the wind industry because of its global
coverage for several decades (Al-Yahyai et al., 2010).
Nevertheless, even the finest mesoscale NWP models,
with horizontal grid resolutions of several hundred of
meters, are not sufficient for the correct representation
of the orography. This prevents a good microscale wind
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Figure 1: Spatial resolution and advantages of different numerical models used to simulate the wind flow.

Figure 2: Example of boundary conditions for standalone (left panel) and coupled (right panel) CFD simulations.

resource estimation, especially in complex sites (Bilal
et al., 2016a). It is expected that this drawback can be
corrected by coupling them with microscale models like
RANS CFD models, which have a horizontal grid res-
olution of tens of meters (Fig. 1). For this reason, the
meso-to-microscale models are being widely studied in
the industry and literature.

Meso-microscale methodologies that integrate input
from an NWP model into a nested CFD model with finer
grid are defined as physical downscaling methods (Sanz
Rodrigo et al., 2017a). Different physical downscaling
methods differ mainly in the downscaling procedure, the
mesoscale and microscale model used, and their appli-
cation (Table 1). The Weather Research and Forecasting
(WRF) model (Skamarock et al., 2008) is one of the
most commonly used NWP models and therefore it is
expected that it is also one of the most commonly used
for downscaling purposes. On the other hand, the most

used CFD models correspond to large eddy simulation
(LES) and Reynolds-averaged Navier–Stokes (RANS)
models. Many RANS model codes exist, among which
WindSim, OpenFOAM, FLUENT and VENTOS are the
most cited in the literature.

In general terms, LES models are more accurate
but more computational demanding in comparison with
RANS models (Duraisamy, 2014). For this reason,
RANS CFD models are more commonly used in the
wind energy industry (Duraisamy, 2014; Veiga Rodri-
gues et al., 2016). In the current study the CFD Software
WindSim, which uses steady-state RANS equations, is
used.

There are two main approaches for physical down-
scaling of mesoscale model results using CFD models.
One approach is to run the CFD simulation using ana-
lytical boundary conditions and scale the 3-D CFD wind
field with the mesoscale wind speed at one or several se-
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Table 1: Classification of previous studies that use meso-microscale coupling. RANS based models are highlighted in bold.

Model

Mesoscale Microscale Application Reference(s)

WRF WindSim Wind energy Bilal et al., 2016a; Bilal et al., 2016b; Castellani et al., 2006; Meissner et al., 2015

WRF OpenFOAM Wind energy Boutanios et al., 2010; Leblebici et al., 2014; Leblebici and Tuncer, 2015

Urban flow Miao et al., 2013; Zheng et al., 2015

WRF HELIOS Wind energy Gopalan et al., 2014; Sitaraman, 2013; Sitaraman et al., 2013

Others FLUENT Wind energy Li et al., 2010; Schneiderbauer and Pirker, 2010

Urban flow Li et al., 2007; Solazzo et al., 2006

Others* VENTOS Wind energy Veiga Rodrigues et al., 2008, 2016

Urban flow Veiga Rodrigues and Palma, 2014

WRF LES Wind energy Liu et al., 2011; Lundquist et al., 2008; Mirocha et al., 2013, 2014; Mirocha and

Kirkil, 2010; Moeng et al., 2007; Muñoz-Esparza et al., 2014; Sanz Rodrigo et al.,

2017b

Urban flow Kinbara et al., 2010; Liu et al., 2012; Nakayama et al., 2011

MM5 Various CFD Urban flow Baik et al., 2009; Nozu et al., 2009; Solazzo et al., 2006; Takemi et al., 2006

Others Linear Wind energy Al-Yahyai et al., 2012; Badger et al., 2014; Carvalho et al., 2013; Murakami et al.,

2003; Yu et al., 2006

*Mostly WRF

Table 2: List of publications that conduct meso-microscale physical downscaling with RANS CFD models.

Reference Downscaling method Type of simulation Long term statistics or duration Application

Li et al., 2007 Direct coupling Steady-state Selected NWP time-steps Urban wind flow

Zheng et al., 2015 Direct coupling Steady-state 2 days approx. Urban wind flow

Folch et al., 2016 Scaled Default CFD Steady-state 24 directional sectors Gas dispersion

Sanz Rodrigo et al., 2010 Scaled Default CFD Steady-state 12 directional sectors Regional wind map

Bilal et al., 2016a Scaled Default CFD Steady-state 12 directional sectors Wind energy production

Duraisamy et al., 2014 Direct coupling Steady-state Clustering Wind energy production

lected grid points. The second approach, referred to as
direct coupling in the literature (Sanz Rodrigo et al.,
2017a), uses the NWP model output to define the initial
and boundary conditions of the CFD simulation (Fig. 2).
The scope of this study is to explore the capabilities of
the latter approach.

Most of the literature about coupled RANS CFD
models is focused on unsteady simulations which al-
lows for the temporal description of wind flow (Baik
et al., 2009; Castro et al., 2015; Li et al., 2010; Veiga
Rodrigues et al., 2016; Veiga Rodrigues and Palma,
2014; Schneiderbauer and Pirker, 2010). Wind re-
source assessment models used in the wind industry
are usually validated with measurements covering some
years, which makes unsteady simulations too expen-
sive in terms of time and computational power. Hence,
steady-state simulations are preferred in the wind indus-
try. However, most of the previous studies on coupled
steady-state CFD models (see Table 2) have not explored
direct coupling for wind energy applications.

In this work, we propose a direct coupling methodol-
ogy for steady-state CFD simulations for wind resource
assessment purposes. It intends to improve the CFD sim-
ulations by transferring the average wind speed patterns

from the mesoscale model to the CFD model. The con-
sideration of different atmospheric stability conditions
in the coupling procedure allows the CFD to capture the
observed predominant wind flow conditions, while still
making a reasonable use of computational resources in
the context of the industry.

This paper is divided into five sections. In Section 2
details about the validation site, datasets, coupled nu-
merical models and validation methodology, are pre-
sented. In Section 3 the coupling methodology applied
to the WRF and WindSim models is presented. In Sec-
tion 4 the coupling model is evaluated to then provide
conclusions in Section 5.

2 Dataset, models and methods

In the following subsections, the measurement data as
well as the data and set-up used to build the WRF
and CFD models are presented. Finally, the validation
methodology used in this study is explained.

2.1 Validation site and data sets

The Honkajoki wind farm is used as a validation site of
the proposed methodology. The wind farm consists of
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Figure 3: a) Measured vertical profile of mean horizontal wind

speed and b) wind rose at 100 meters.

9 Nordex N117/2400 units with a hub height of 120 m
and a rotor diameter of 117 m. The site is located in
Honkajoki municipality of Satakunta region, in Finland,
about 3.5 km to the southeast of the town of Honkajoki
and around 45–50 km east from the coast. The terrain
at the site is flat, with an absolute height difference
of approximately 33 m within the area modelled in the
microscale domain. The surface cover consists mainly
of forest with presence of an urban area belonging to the
Honkajoki town, in the north-west corner of the site.

The wind conditions have been monitored through a
SODAR positioned at the coordinates 61.98° N, 22.32° E
and elevation 117.1 m, between 19 February 2016 and
19 April 2017. For this period ten-minute averages and
standard deviations of horizontal and vertical wind com-
ponents are available at altitudes between 50 m and
200 m above ground level (a.g.l.) with a vertical res-

olution of 5 m. The measured vertical profile of mean
horizontal wind speed has a higher shear compared to
a neutral wind profile as shown in Fig. 3. This is due
to a strong influence of stable atmospheric conditions
in the site, which are common in mainland Finland.
As presented in Fig. 3, the main wind directions are
southerly (180°) and south-westerly (210° and 240°).

2.2 WRF model

In this study WRF version 3.7.1 is forced with the
National Centers for Environmental Prediction Cli-
mate Forecast System Reanalysis (CFSR) 6-hourly data
(Saha et al., 2010) and is run for 1 year from March
2016 to March 2017. The WRF version used in this
work contains most of the improvements made in Po-
lar WRF (Hines and Bromwich, 2008), a modified ver-
sion of the model optimized for the polar regions and
is therefore suitable for this year-long simulation. The
wind farm parameterization scheme available in WRF
based on Fitch et al. (2012) is switched on in all model
domains and set up for the Honkajoki wind farm using
turbine data provided by the manufacturer. This scheme
assumes that the wind turbines act as a momentum sink
on the mean flow transferring a fraction of the kinetic
energy into electricity and the rest into turbulent kinetic
energy. The latter represents the mixing of the ambient
flow by the turbines.

The following physics parameterizations are se-
lected: Goddard (six-class) Cloud Microphysics Scheme
(Tao et al., 1989); Rapid Radiative Transfer Model for
Global Circulation Model Applications (Iacono et al.,
2008) with climatological aerosol distribution (Tegen
et al., 1997) for both short-wave and long-wave radi-
ation; Monin-Obukhov surface layer scheme (Monin
and Obukhov, 1954) with the Mellor-Yamada Naka-
nishi and Niino level 2.5 Planetary Boundary scheme
(Nakanishi and Niino, 2004, 2006); Noah land surface
model (Chen and Dudhia, 2001); and Betts-Miller-
Janjić (Janjić, 1994) cumulus scheme with precipitat-
ing convective cloud scheme (Koh and Fonseca, 2016).
The WRF model configuration used in this work is the
one found to give the best agreement with observed data
at the Honkajoki site out of the different configurations
considered for the month of April 2016.

Three domains were used in the WRF model experi-
ments (Fig. 4). The setup of domains 1 and 2 are identi-
cal to the ones used by Wang et al. (2019). Domain 1
has a spatial resolution of 15 km and comprises the
entire Scandinavian Peninsula (144×160 grid nodes).
Domain 2 uses a 3 km resolution and includes most
of the Botnia-Atlantica region (301×381 grid nodes).
Domain 3 uses a 600 m resolution, centered over the
Honkajoki wind park (96×96 grid nodes). The model
has 60 vertical levels, spanning up to 30 hPa (∼25 km).
A higher vertical resolution in the Planetary Boundary
Layer is used, with about 20 levels in the lowest 200 m.
In domain 2 and 3, the cumulus parametrization scheme
is not used and instead convection is explicitly resolved
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Figure 4: Spatial extent of domain 1 (d01), domain 2 (d02), domain 3 (d03) of the WRF model used in the simulations. The microscale

CFD domain is indicated as a black rectangle in the lower-right panel. The sodar position is indicated with a star in the top- and bottom-right

panels.

by the model. In domain 1, grid nudging towards CFSR
is employed. The water vapor mixing ratio is nudged
in the mid- and upper-troposphere while the horizon-
tal wind components and potential temperature pertur-
bations are nudged in the upper-troposphere and lower
stratosphere. The nudging time-scale is set to 1 h for all
variables.

In order to limit the accumulation of integration er-
rors, following Lo et al. (2008), each month’s run is bro-
ken into three overlapping 11/12-day periods with the
first day regarded as model spin-up. For example, for

March 2016 the model is run from 29th February to

11th March, 10th March to 21st March and 20th March to
1st April. The output is stored every 3 h, 1 h and 10 min
for the domains 1, 2 and 3, respectively. For this work,
the output of grids d02 and d03 are used.

The albedo, vegetation fraction and leaf area in-
dex used in the WRF simulations are derived from
the National Oceanic and Atmospheric Administration
Advanced Very High Resolution Radiometer (AVHRR)
multi-year data (Csiszar and Gutman, 1999; Gut-
man and Ignatov, 1998). The other land surface pa-
rameters are assigned to each land category from a
1 km AVHRR data spanning April 1992 to March 1993
(Loveland et al., 2000). The terrain input used in the
WRF runs is interpolated from a ∼925 m spatial reso-
lution dataset generated by the United States Geological
Survey (USGS) that comes with the WRF pre-processor.

2.3 WindSim model
The CFD software WindSim is used to simulate the
wind flow in the microscale model domain. The Wind-
Sim CFD model is based on RANS equations for mo-
mentum, turbulence and temperature, using the standard

k-ε turbulence closure scheme. More information about
the governing equations of the model are detailed in the
works of Gravdahl (1998). To consider atmospheric
stability effects in the atmosphere the potential temper-
ature equation is solved explicitly. The change of the
mean potential temperature is influenced by advection,
thermal diffusion and turbulent heat transfer (Meissner
et al., 2009). Forest is modelled in accordance to Busch
(2017).The software solves the atmospheric steady-state
flow for a given set of initial and boundary conditions
through numerical methods. In this study, the Coriolis
force is not included in the microscale modelling. Wind
turbines are not explicitly represented in the microscale
model. For energy calculations in Section 4.4, an analyt-
ical wake model is used to account for the impact of the
wind turbines.

The digital terrain model has a horizontal spatial
resolution of 20 m×20 m. In the vertical direction, the
grid extends up to 450 m, with a finer vertical spa-
tial resolution towards the ground, which has a grid
size lower than 10 m for heights below 100 m a.g.l
(Fig. 5). The modelled area is a rectangle of approx-
imately 4.8 km×6.6 km, with the lower left corner at
565,498 m east 6,867,799 m north and the upper right
at 570,318 m east 6,874,439 m north in the Universal
Transverse Mercator coordinate system, Zone 34.

Data about the elevation and canopy of the site
was retrieved from the National Land Survey of Fin-
land (https://www.maanmittauslaitos.fi/en). This web-
site provides laser altimetry data and various resolution
altimetry models for most of Finland. The datasets re-
trieved from this website correspond to elevation model
data with a horizontal resolution of 2 m and point-like
laser scanning data depicting objects on the ground with
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Figure 5: The left and right columns display a schematic view of

the vertical grid distribution at the position with maximum and min-

imum elevation, respectively, in the CFD domain. For visualization

purposes up to 200 m a.gl. is displayed.

Table 3: Canopy height (hc) ranges used to model the forest. For a

given range, one canopy height and a number of cells are used to

build the forest in the model.

Canopy height

range (m)

Modeled Canopy

height (m)

Number of

grid cells used

1 < hc ≤ 2.5 1.75 1

2.5 < hc ≤ 5 3.75 2

5 < hc ≤ 7.5 6.25 3

7.5 < hc ≤ 10 8.75 4

10 < hc ≤ 12.5 11.25 5

12.5 < hc 13.75 6

their respective horizontal and vertical coordinates. The
data was retrieved in December 2018. Both datasets
were aggregated into the 20 m resolution grid of the
CFD model. The canopy height was obtained by sub-
tracting the elevation from the laser altimetry data and
then used to model 6 layers of forest (Table 3). For
canopy heights lower than 1 m it was assumed that
no forest was present and therefore they correspond to
grassland. By visual inspection, for important areas of
the site the aerodynamic roughness data was manually
corrected, like farmlands, asphalt, residential areas and
buildings (Fig. 6).

2.4 Validation methodology

In wind resource assessment studies, it is necessary
to extrapolate measurements taken at one point, to the
planned turbine positions in order to assess the wind
energy potential. The horizontal and vertical transfer in
space of those measurements need to be done either by
analytical formulas or by 3-D models, like RANS CFD.
For wind energy applications, RANS CFD model results
are Reynolds number independent (Bachant and Wos-
nik, 2016; Berg et al., 2011). This means that wind flow
relative perturbations caused by the orography are inde-
pendent of the wind speed. In other words, the ratio be-

tween the wind speed values at two different locations of
the simulated domain are independent of the wind speed.
Such ratio is defined as the “speed-up ratio” and is the
variable used to quantify the performance of the micro-
scale model. Since the speed-up ratios depend only on
the orography, they also depend only on the wind di-
rection. In this study, 12 different wind directions are
simulated, generating 12 sets of speed-up ratios.

The validation of the microscale model consists in
first “transferring” the wind speeds from a reference
measurement to the location of a target measurement
(Fig. 7). The transferring is performed by multiplying
the wind speeds at the reference, uR, by the correspond-
ing speed-up ratio, SU. For a given measured wind direc-
tion at the reference point αR, the speed-up ratio is ob-
tained by linearly interpolating the speed-ups of the two
closest wind directions. For example, if the total num-
ber of simulated directional sectors, D, is 12 as in this
study, and the measured direction is 15°, the SU is inter-
polated from the speed-ups modelled for wind directions
0° and 30°. The transferred values are compared to the
measured wind speed at the target, uT . The performance
of the model is then quantified by the crosschecking pre-
diction error, XPE, defined as:

XPE(R, T ) =∑N(R,T )

t=1

uR(t)·
N(R,T )

·∑N(R,T )

t=1

SU(αR(t))
N(R,T )

−∑N(R,T )

t=1

uT (t)
N(R,T )∑N(R,T )

t=1

uT (t)
N(R,T )

(2.1)

N(R, T ) is the total number of concurrent measured
timesteps t between the reference R and the target mea-
surement T , and αR is the measured wind direction at the
reference point. In contrast to validation metrics used in
WRF or Unsteady RANS models, where deterministic
values are compared, the objective of the XPE is to vali-
date the simulated speed-up ratios and not the simulated
wind speed values.

Crosschecking prediction errors can also be obtained
for a particular directional sector, in which case is de-
noted as XPEΛ(R, T ), with Λ = {(i − 1) · 360°/D, i =
1, . . . ,D}. In this case, the same expression as in equa-
tion (2.1) is used, with the summation limited to αR val-
ues within the range [Λ − 360°/2D,Λ + 360°/2D], in
which case the total number of concurrent timesteps is
denoted as NΛ(R, T ).

3 Meso-to-microscale coupling
methodology

The WRF simulations results are used to drive the
microscale wind flow model. Representative WRF fields
are generated for different atmospheric stability condi-
tions and wind directions by averaging the WRF data.
These averaged fields are used to generate the initial and
boundary conditions of the CFD model. The averaging
and transferring methodologies are detailed in the fol-
lowing subsections.
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Figure 6: Satellite image (left), elevation (center) and aerodynamic roughness length (right) of the CFD digital model. In the satellite image

the position of the wind turbines of the Honkajoki windfarm is shown as well as relevant areas in the domain.

Figure 7: Example of measurement transfer using RANS CFD model results.

3.1 Calculation of representative atmospheric
conditions

The meso-microscale coupling could be conducted by
running one microscale simulation for each timestep of
the WRF data. With this procedure, the estimation of
the annual energy production of a wind energy project
would require 8760 steady-state simulations for hourly
WRF data. This high demand of computational re-
sources is prohibitive in the industry, and therefore, a
method to generate representative boundary conditions
has been proposed.

The developed methodology consists in generating
one representative mesoscale field per wind direction
and/or per atmospheric stability condition, from the
1-year WRF simulation. These fields are computed by
averaging all WRF data with the same representative
main wind direction and atmospheric stability. The main
wind direction is determined by averaging the wind di-
rections of all WRF grid-points at the inlets of the micro-

scale domain between 60 m and 160 m a.g.l. By using
this procedure, it is expected that the main mesoscale
conditions at the heights of interest for wind energy gen-
eration can be captured.

When atmospheric stability is considered, the rep-
resentative atmospheric stability is estimated from the
shear exponent of one vertical profile of horizontal wind
speed (Sutton, 1949). This profile is obtained by av-
eraging in the horizontal direction the wind speeds of
all WRF grid-points inside the CFD domain. All verti-
cal levels between 50 and 100 m are used to compute
the shear exponent. The thresholds used to classify the
atmospheric stability are based on the work of Whar-
ton and Lundquist (2012) and the reference therein.
Shear exponents <0.1 are considered unstable, >0.2 are
considered stable and between those two thresholds it is
considered neutral.

In this work, two versions of the proposed coupling
methodology are used, one without considering atmo-
spheric stability, here referred as to “all-stabilities”, and
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the other considering three atmospheric stability classes:
unstable, neutral and stable. All-stabilities simulations
correspond to the average of all WRF timesteps through-
out the year for a given wind direction, whereas the other
simulations average the WRF timesteps throughout the
year that belong to a particular stability class. The aver-
aging procedure is conducted for each of the 12 direc-
tional sectors, yielding a total of 12 WRF fields for each
of the four cases.

The averaging is conducted at each grid-point of the
WRF domain. The following variables from the WRF
model are considered in the coupling: (i) wind veloc-
ity vector, (ii) potential temperature, (iii) boundary layer
height and (iv) friction velocity. These variables are di-
rectly averaged except for the horizontal components of
wind speed and friction velocity. In the case of horizon-
tal wind speed, magnitude and direction are averaged in-
stead. Then the horizontal components of the wind are
calculated by projecting the averaged horizontal wind
speed according to their averaged direction. On the other
hand, the averaged friction velocity is computed using
the root mean square of the friction velocities.

3.2 Boundary conditions for CFD simulations

In RANS CFD simulations the values of all variables are
iteratively re-calculated inside domain until they con-
verge to a stable solution. This iterative procedure starts
from a set of initial values which, in the case of steady-
state CFD simulations, are fixed at the lateral and top
boundaries during the whole simulation. The prescribed
variables are the horizontal wind speed u, potential tem-
perature θ, turbulent kinetic energy (TKE), k, and its en-
ergy dissipation rate (EDR), ε. In this study, two sets
of initial and boundary conditions are used: 1) stan-
dalone and 2) coupled. For standalone simulations, the
boundary conditions are computed from analytical pro-
files. For coupled simulations, wind speed and poten-
tial temperature are directly interpolated from the WRF
model, while TKE and EDR are calculated using vari-
ables derived from the WRF model, in a similar fash-
ion as Duraisamy (2014). One year of WRF output is
used to generate the boundary conditions for the coupled
simulations. Each of these simulations is compared with
standalone simulations using similar wind direction and
atmospheric stability.

3.2.1 Standalone CFD simulations

Analytical profiles are prescribed for every given wind
direction. These profiles are derived from the Monin-
Obukhov similarity theory in Han et al. (2000):

u (z) =

⎧⎪⎪⎨⎪⎪⎩
u∗
κ

[
ln
(

z
z0

)
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(
z
L

)
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(
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)]
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L = − θ0u3∗
κg(wθ)

=
θ0u2∗
κgθ∗

(3.9)

Here u∗ is the friction velocity, uG is the geostrophic
wind, z0 is the roughness length, h is the atmospheric
boundary layer height, κ (= 0.4) is the Von Karman con-
stant and L is the Monin-Obukhov length. The convec-
tive velocity scale, the gravitational acceleration, the ref-
erence temperature and the surface sensible heat flux

are denoted as w∗, gθ0 and (wθ) respectively. ψm and
ψh are the stability correction functions for wind speed
and potential temperature, respectively (Businger et al.,
1971; Dyer, 1974). It is assumed zh0 = 0.1z0 (Gar-
ratt, 1992). If neutral conditions are considered, the
friction velocity is computed by enforcing u(h) = uG
in equation (3.1). Otherwise, the friction velocity is ob-
tained from a prescribed reference speed uref at a certain

height zref by u(zref) = uref. The values of θ∗ and (wθ)
are computed from equation (3.9). At the top boundary
of the CFD model, a no-friction wall is prescribed. Wind
direction is assumed to be constant with height.

3.2.2 Coupled CFD simulations

For coupled CFD simulations, wind speed and potential
temperature boundary conditions are computed by in-
terpolating and extrapolating the WRF values onto the
microscale grid. Vertical interpolation is conducted us-
ing cubic spline interpolation and horizontal interpo-
lation by linear interpolation. In the case of the wind
speed, the interpolation is conducted with respect to
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the height above ground level, whereas for the po-
tential temperature it is conducted with respect to the
height above sea level. For the grid cells of the micro-
scale domain below the lowest vertical level of the
WRF model (z�), extrapolation is conducted using equa-
tions (3.10) and (3.11), where u� and θ� are the wind
speed and potential temperature at the lowest vertical
level of the WRF domain. u∗ is retrieved from the WRF
model, L is computed using the gradient method (Arya,

1998), θ∗ is computed from equation (3.2) and (wθ) is
computed from equation (3.9).

u(z) = u� − u∗
κ

[
ln

(z�
z

)
− ψm

(z�
L

)
+ ψm

( z
L

)]
(3.10)

θ(z) = θ� − θ∗
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[
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(z�
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)
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)
+ ψh

( z
L

)]
(3.11)

Because interpolated values might not conserve mass in
the microscale domain, mass conservation is enforced
at the top and lateral boundaries. As done in Veiga
Rodrigues et al. (2016), the correction factor φb for the
normal velocities at the boundary b is calculated from
equations (3.12) and (3.13). Here Ai is the grid area
and S b is the set of points belonging to the boundary
b ∈ [1, 5] (four lateral boundaries plus top boundary).
ṁb corresponds to the mass flow, where positive sign
indicates that mass is flowing into the domain.

φb = 1 − sgn(ṁb)

∑5
k=1

ṁk∑5
k=1 |ṁk |

(3.12)

ṁb =
∑
i∈S b

ρAiu⊥,i (3.13)

TKE and EDR cannot be directly transferred from the
mesoscale model to the microscale model. Coarser grids
cannot describe smaller fluctuations of the wind flow,
and therefore, the amount of TKE in a grid-box would
be higher compared to a finer grid (Moeng et al., 2007).
Therefore, TKE and EDR are computed using equations
(3.3), (3.4) and (3.5) in a similar fashion as Duraisamy
(2014). Here u∗ and h are horizontally interpolated from
the WRF domain.

4 Comparison of the coupled and
standalone simulations

The methodology presented in Section 3 is used to pro-
duce representative WRF data for the previously de-
fined atmospheric stability conditions: (i) all-stabilities,
(ii) unstable, (iii) neutral and (iv) stable. The representa-
tive WRF fields of each of the 12 directional sectors are
used to force the coupled microscale CFD models. In
order to assess the improvement of the coupled method-
ology, the results are compared for each stability case
with their corresponding standalone microscale simula-
tions and the averaged WRF field.

Standalone simulations correspond to the standard
application of CFD models in the wind industry for

wind resource assessment. The values used to compute
the boundary conditions of the standalone microscale
simulations are presented in Table 4. These values were
selected in order to have a good fit with the observed
SODAR profile for each respective atmospheric stability
case.

To calculate the simulation error of each atmospheric
stability case, the measurements are also filtered accord-
ing to the measured shear exponent between 50 and
100 m. The classification of measurements is performed
over 30-min averages in order to reduce the noise. The
same thresholds used in the classification of the WRF
fields are used for the measurements. The frequency dis-
tribution of the atmospheric stability in the WRF simu-
lations and measurements is presented in Fig. 8. Domain
2 and 3 of the WRF model have identical wind roses and
therefore only the last is presented. The wind rose of the
WRF simulations is quite similar to the measured one
when all data is compared. This is also true for the stable
case but not for the unstable and neutral case. Neverthe-
less, over the full year, the proportion of stability classes
in the WRF simulations and SODAR is similar, with a
slight over representation of neutral cases in the WRF
model.

The main purpose of wind flow models is to extrap-
olate measured wind horizontally and vertically. Typi-
cally, measurements are conducted at about 60 to 120 m
and vertically extrapolated to higher heights and/or hor-
izontally extrapolated at places where wind turbines
would like to be placed. For this reason, all comparisons
in this section were conducted using the measured wind
speed at 80 or 120 m as a reference. Only wind speeds
above 3 m/s were considered for the calculation of the
wind profiles and errors, since they are of interest for
wind energy calculations. Only directional sectors with
a frequency higher than 5.5 % (∼15 days) are discussed
in the following section. This assures that the discussion
is based on observation with statistical significance.

4.1 Vertical profiles of horizontal wind speed

For each atmospheric stability case, the profiles of hori-
zontal wind speed simulated at the SODAR position by
the different approaches are compared. The approaches
correspond to one set standalone simulations and two
sets of coupled simulations. Each of these sets corre-
spond to one simulation per directional sector. In addi-
tion, the averaged profile of the WRF d02 and d03 at the
SODAR position are shown for each case. The profiles
were scaled to match the SODAR wind speed at 80 m in
order to validate the speed-up ratios, as discussed in the
previous paragraph. This qualitative comparison is pre-
sented for the most frequent wind directions at 80 m for
all-stabilities and stable cases (Fig. 9 and Fig. 10). The
number of occurrences for the neutral and unstable case
are very low, therefore only the sector with the highest
frequency will be shown (Fig. 11).

When all stabilities are considered (Fig. 9) there are
not important differences between the coupled and stan-



282 P. Durán et al.: Meso-microscale coupling for wind resource assessment Meteorol. Z. (Contrib. Atm. Sci.)
28, 2019

Figure 8: Wind roses of the representative direction of the WRF d03 timesteps (top) and of the measured wind at 100 m by the

SODAR (bottom) for the different stability classes: all stabilities (magenta), unstable (red), neutral (green) and stable (blue). In the right

panels the frequencies of the stability classes within the simulated and measured period, respectively, are displayed. Next to the bars, the

number of 30-min timesteps per stability is shown.

Figure 9: Simulated horizontal wind speed vertical profiles for the main wind directions for all stabilities. Standalone, coupled and WRF

simulated profiles are shown. At the top-left corner of each panel, the directional sector and its frequency is displayed. Coupled-d02 and

Coupled-d03 are forced using WRF output from grids d02 and d03, respectively.
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Table 4: Prescribed physical parameters used to compute the boundary conditions of each standalone microscale simulation.

Atmospheric stability condition Input variables

All stabilities uref = 6.13 m/s zref = 100 m h = 400 m θ0 = 280 K L = 150 m

Unstable uref = 4.39 m/s zref = 100 m h = 1000 m θ0 = 280 K L = −200 m

Neutral uG = 6.30 m/s h = 500 m

Stable uref = 6.26 m/s zref = 100 m h = 400 m θ0 = 280 K L = 100 m

Figure 10: Same as Fig. 9 but for stable atmospheric conditions.

Figure 11: Same as Fig. 9 but for unstable (left) and neutral (right) atmospheric conditions.
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dalone approaches. In some sectors, the coupled simula-
tions present a better performance (sectors 0° and 210°),
in some sectors the standalone profiles fit better (sec-
tors 30°, 240°, 330°) and for some sectors, they can be
quite similar (sectors 180°, 270°, 300°). In most of the
presented sectors, differences are rather small. In addi-
tion, for most sectors the microscale simulations present
a better performance compared with the profile obtained
from the WRF model. It is interesting to note that there
is not a big difference between the coupled simulations
forced by the WRF outputs from d02 and d03.

Despite these inconclusive results, it is important to
highlight that coupled simulations tend to present a more
realistic shear for heights above 150 m. Standalone sim-
ulations presents a rather high and constant shear above
80 m. In the coupled simulations, the shear decreases to-
wards higher heights, which is also seen in the measure-
ments. It is then expected that coupled simulations have
a better performance when extrapolating measurements
to higher heights. Standalone simulations cannot repro-
duce this since their boundary conditions use wind speed
profiles assuming that Monin-Obukhov similarity theory
is valid up to the boundary layer height.

For stable simulations (Fig. 10), the coupled simula-
tions are as good or better than the standalone approach
for sectors 0°, 30°,180°, 210°, 240° and 270°. In sectors
0°, 240° and 270° the improvements are important. In
most sectors, both coupled sets of simulations behave
similarly. Nevertheless, the one forced by the highest
resolution WRF output (d03) presents a lower perfor-
mance for sectors 240° and 270°. For all sectors, the di-
rect use of the WRF output gives worse results, as the
shear is lower than the measured one. The most proba-
ble reason for the lower shear is that in stable cases the
wake from the wind farm is sustained longer and there-
fore underestimating the wind speed.

In the same way as when all stabilities were con-
sidered, standalone simulations present a high and con-
stant shear above 80 m. This is not the case for the cou-
pled simulations, which present a more realistic shear at
higher heights. In addition, the coupled simulations us-
ing the WRF d03 output shows a change in the shear
at 150 m in sectors 240°, 270° and 300°. Nevertheless,
this cannot be seen in the measurements.

The number of occurrences for unstable and neutral
cases is too low in order to draw conclusions (Fig. 11).
Especially for the unstable case, where the averaged pro-
file of wind speed does not follow a power law behavior.
In the neutral case, the microscale models can reproduce
a neutral profile, with the exception of the coupled simu-
lations using the d03 domain. This indicate that the pro-
file obtained from the WRF d03 is not proper, whereas
the one from d02 is. This suggest that going from a 3 km
resolution to 600 m might not necessarily improve WRF
simulation results in a flat area.

In overall, there are differences between the profiles
simulated by the coupled and standalone approaches
when they are compared to the measurements, depend-
ing on the analyzed directional sector. Considerable im-

provements from the coupled approach was obtained in
some cases, especially for stable conditions. Neverthe-
less, the limited improvement is in part expected given
the simplicity of the terrain. Flat sites can be easily be
modelled different atmospheric stabilities by just adjust-
ing the shear at the inlet (as done in the standalone sim-
ulations), as long as there are no complex weather pat-
terns in the site. In addition, as seen in Fig. 9 and Fig. 10,
the wind speed profile of some sectors are not properly
captured by the WRF simulations.

Coupled simulated profiles show a more realistic
shear at higher heights. In the case of the stand-alone
simulations, the profiles tend to have a constant shear
above 80 meters, whereas in the coupled simulations
the shear changes above 150 m. In particular for the sta-
ble case, there is a notable increase in the wind shear
above 50 meters and a decrease above 150 meters. This
is an expected shape for a stable atmosphere. The WRF
model reproduces this profile and it is transferred to the
microscale simulation through the proposed methodol-
ogy.

For the directional sectors 0°, 30°, 300° and 330°,
the simulated shear presented in Fig. 9 and Fig. 10 is
considerably lower than the measured one. This reduced
shear is not caused by the wake simulated by the WRF
model since the wind farm is situated southwest of the
SODAR position. Therefore, measurements could only
be affected by the wake when the wind is coming from
the directional sectors 180° to 270° (see Fig. 6). A
possible explanation is that the WRF simulations do not
properly reproduce the average shear of these sectors
given their low frequency. In fact, all of these directional
sectors have a frequency lower than 8 % (Fig. 8).

4.2 Cross-check prediction errors

In order to quantitatively assess the simulated vertical
profiles with respect to the observed data, the sector-
wise crosschecking prediction errors (XPEΛ) are used.
In order to study the performance of the models in the
typical context of wind resource assessment, errors are
calculated using the measured wind speed by the SO-
DAR at 80 m as a reference and measurements at 120 m
which equals the hub height of the turbines (Table 5).
It is also of interest to compare the performance of the
models at higher heights close to the tip of the turbines.
For this reason, errors are also calculated using 120 m
as a reference and 200 m as a target (Table 6). As pre-
viously discussed, unstable and neutral cases will not be
discussed given their low occurrence.

When using 120 m as a target and all stabilities
are considered, the coupled simulations forced with the
WRF d03 presents slight improvements compared with
the standalone approach for sectors 180° to 300°. This
improvement has an average of 0.78 % and a maximum
for 300° of 1.52 %. Standalone simulations perform sig-
nificantly better for sectors 30° to 120°. Nevertheless,
these sectors correspond to some of the least frequent
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Figure 12: Total crosscheck prediction error. In each panel, the atmospheric stability condition is shown in the top-left corner. X@Y corre-

sponds to the error using X m as reference and Y m as a target measurement.

Table 5: Sectorwise crosschecking prediction error using the wind

speed measured by the SODAR at 80 m as a reference and 120 m as a

target, for all microscale simulations. Darker colors represent higher

frequencies and errors. Model errors are colored in red for over-

prediction and in blue for underprediction. SA: standalone, CPd02:

coupled with WRF d02 and CPd03: coupled with WRF d03.

Freq. SA CPd02 CPd03 Freq. SA CPd02 CPd03
0 3445 -2.06 -7.02 -2.92 2839 -0.89 -0.14 -3.61

30 3686 -3.97 -9.07 -9.01 3213 -2.34 -8.17 -4.09
180 5778 -5.14 -4.41 -4.48 5432 -3.77 -5.58 -5.92
210 6777 -5.18 -5.75 -4.46 6179 -4.44 -4.26 -5.68
240 5356 -3.08 -2.73 -2.19 4803 -1.89 -3.54 -0.21
270 3853 -2.75 -2.93 -2.63 3443 -1.74 -3.47 1.23
300 4070 -5.72 -6.38 -4.20 3590 -4.42 -6.01 -0.81
330 3093 -4.60 -8.27 -8.07 2521 -3.99 -7.07 -4.05

Directional 
sector

Error (%) – all stabilities Error (%) – stable

Table 6: Same as Table 5 but using SODAR measurements at 120 m

as reference and 200 m as target.

Freq. SA CPd02 CPd03 Freq. SA CPd02 CPd03
0 2623 9.03 -4.11 -4.71 2063 11.60 -4.46 -3.83
30 2909 6.85 -8.45 -8.22 2399 10.02 -7.56 -9.47
180 4385 2.31 4.72 2.13 4056 6.82 2.45 -0.81
210 6433 0.48 -5.06 1.73 5857 4.49 0.03 0.07
240 5428 2.91 -5.80 -6.16 4783 6.78 -3.01 -1.49
270 3130 5.78 -1.64 -1.66 2753 9.40 0.74 -1.61
300 3091 3.60 -5.33 -4.70 2618 6.59 -3.49 -6.47
330 2468 4.15 -6.64 -6.75 1953 5.55 -5.83 -8.80

Directional 
sector

Error (%) – all stabilities

ones. Except for sectors 0° and 300°, the coupled simu-
lations do not present important differences when forced
by the d02 or the d03 of the WRF. This is consistent with
the results presented in the previous subsection.

In the case of stable simulation results, significant
differences among models are found for sectors 240°,
270° and 300°. For these sectors, error reductions of
1,7 %, 3 % and 3,6 % were obtained by using coupled
simulations forced with the WRF d03 compared with
the standalone results. This improvement is also seen
when comparing between coupled simulations but with
a lower magnitude. In these sectors, the high resolu-
tion WRF simulation seems to provide improvements
for the coupled approach compared to the low resolu-
tion WRF simulation. The opposite happens for sector
30° and 180°, where the standalone simulations show a

better fit to the measurements. The high variability in the
performance of the coupled simulations indicates that
the simulated shear by the WRF model between 80 and
120 m is very well reproduced in some sectors and very
off for some others.

When using 200 m as a target and 120 m as reference,
the performance of the models depends on the atmo-
spheric stability. When all stabilities are considered, the
overall performance of the models is similar. Neverthe-
less, for some individual sectors these differences can be
significant. For example, in sectors 0° and 270° the both
coupled models have an error reduction of about 4 %.
The opposite happens in sectors 240° and 330° where
the standalone model performs about 3 % better than
the coupled one. The dependence of the model perfor-
mances with the sectors indicates that the average shear
might be modeled wrong for few sectors in the WRF
simulations.

For stable simulations, the coupled models have the
best overall performance. When the CFD is forced by
the d02 of the WRF model, the error is on average re-
duced by 4.3 %, with a maximum reduction of 8.7 % in
sector 270°. When forced with d03, the average error
reduction is 4,1 % with a maximum reduction of 7.8 %,
also in sector 270°. Despite the coupled models perform
similarly, the sector in which they perform better are
different. It is interesting to note that standalone simu-
lations overpredict the wind for all directional sectors
while the opposite happens for the coupled approaches.
This reflects the limitation of the near-to-constant shear
simulated by the standalone model. Since the shear is
not reduced at higher heights (as in the coupled model)
the wind is overpredicted.

In order to compare the overall performance of the
models, the XPE(R, T ) are presented in Fig. 12. Overall,
the standalone model performs about 2 % better than
the coupled model at heights below 120 m. For heights
above 120 m, both approaches perform similar when
all stabilities are considered. If only stable cases are
taken into account, then the coupled models perform
about 4 % better. Given the shape of the profiles shown
in Section 4.1, it is expected that the use of higher
heights as reference give a better result for the coupled
models. The reason is that in the coupled models the
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shear is better represented at higher heights, while in the
lower heights the opposite occurs.

The improvement of using d03 instead of d02 is
rather small. Therefore, there is no need to increase the
resolution of the WRF model, if the objective is to obtain
averaged profiles in a flat site. It is important to note
that these metrics serve to evaluate the simulated vertical
profiles only for the heights for which measurements
are available. It does not take into account the wind
flow at higher heights, nor the validity of horizontal flow
patterns what will be discussed in Section 4.3.

4.3 Horizontal wind speed patterns

In addition to different simulated vertical profiles of hor-
izontal wind speed, it is expected that different bound-
ary conditions produce different horizontal wind speed
patterns. In order to compare such patterns, the 120 m
horizontal wind speed of sector 210° is presented for
the whole domain for the standalone, coupled and WRF
models (Fig. 13). In order to facilitate the comparison of
the speed up factors, the wind speeds are normalized by
the wind speed at the lower left corner of the domain.
For the microscale simulations, no wake is visible as it
is not explicitly resolved in the CFD model. Only in the
domain d03 of the WRF model it is visible. Neverthe-
less, it has no effect in the coupled CFD results. When
wake calculations are needed in the microscale (as in
Section 4.4) analytical formulas were used.

The patterns are quite different between the coupled
and standalone simulations. In both approaches, for all
stabilities, neutral and stable cases, there is a decrease of
the wind speed in the downstream side of the domain. In
the coupled simulations, the decrease is much stronger
than in the standalone model. This higher decrease in
the coupled simulations is due to increased turbulence
around 120 m in that area caused by the forest. Differ-
ences in simulated turbulence is affected from a series
of factors like friction velocity, boundary layer height
and atmospheric stability.

It is expected that different stability conditions will
generate different wind patterns. The coupled simulation
presents such dependency, when comparing the unstable
case with the stable or neutral ones. Such dependency
is not seen in the standalone case, whose patterns have
similar shape, despite the values of the increase and
decrease of the wind speed varies.

Given the low resolution of the WRF model, their
simulations do not present the microscale flow features
seen in the CFD models. In the later, small speed up
areas matching the elevation of the terrain can be seen
scattered in the domain. Nevertheless, given the lack of
measurements located at different positions inside the
CFD simulation domain, it is not possible to validate
such features. Also, it is not possible to evaluate which
of the microscale models have a better representation
of them. Finally, there are no major differences in the
patterns generated by the coupled simulations forced by
the domains d02 or d03 of the WRF model. As discussed

in Sections 4.1 and 4.2, this indicates that there is no
need to use resolutions higher than 3 km in non-complex
areas.

4.4 Energy production

The CFD results are used to estimated energy produc-
tion of the Honkajoki wind farm. The production is es-
timated by transferring a reference measurement to the
positions of the wind turbines (see Figure 7). The fre-
quency distribution of the transferred wind speeds is
translated into energy output through the power curve
presented in Fig. 14. The power curve is based on the
turbine model Nordex N117/2400 with a hub height of
120 m. Wake losses are estimated using Jensen’s analyti-
cal wake model (Katic et al., 1987) which uses as input
the drag coefficient presented in Fig. 14.

The transferred wind speeds are calculated by us-
ing the speed-up ratios obtained from the standalone
and coupled results. The models that considers only one
atmospheric stability are only valid for measurements
with that stability. Therefore, to compare them with the
all-stabilities cases, their estimated energy production is
weighted averaged by their frequency. As before, the
SODAR at 80 m was used as a reference measurement
to compute the speed-up ratios. The capacity factor esti-
mated for each model is presented in Fig. 15.

The estimated production, as well as the wake losses,
are very similar among the standalone and coupled
simulations. The main reason is that the energy produc-
tion calculation is based on the SODAR at 80 m. This
measurement is first vertically extrapolated to 120 m and
then horizontally extrapolated to the turbine positions.
As seen is Section 4.2, the speed-up ratio from 80 m
to 120 m at the SODAR position is not that different
among models. The same is expected for the horizon-
tal speed-ups since the terrain is flat. Given these condi-
tions, it is also expected that the estimated energy pro-
duction is relatively similar.

5 Conclusions

The performance of coupled simulations depends on
the studied atmospheric stability and directional sector.
When all stabilities are considered, the coupled model
forced by the d03 of the WRF model perform simi-
larly to the standalone simulations. In the case of sta-
ble conditions, the coupled simulation have an error re-
duction of 4 % for heights above 120 m. When the cou-
pled model was forced with the d02 of the WRF model
instead, the improvement in the stable case was simi-
lar for these heights. Nevertheless, the standalone per-
formed 1.5 % better when all stabilities taken into ac-
count. These differences did not have a big effect in the
estimated energy production.

The shear obtained from the coupled models at
higher heights tends to be more realistic. The reason is
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Figure 13: Simulated wind speed patterns for directional sector 210° at 120 m above ground. The corresponding atmospheric stability and

type of simulation is indicated at the left and bottom side of the figure, respectively. Values are normalized by the simulated wind speed

at the lower left corner and multiplied by 8 m/s. In all panels, the contours of the CFD elevation is displayed as black lines with a number

indicating their elevation in meters. The black arrows indicate the direction of the wind for that node in the simulation. For CFD simulations,

some arrows were skipped for visualization purposes. The position of the wind turbines are indicated with black triangles and the position

of the SODAR with a black dot.
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Figure 14: Power curve (left) and thrust coefficient (right) for the Nordex N117/2400 turbine with an air density of 1.225 kg/m3.

Figure 15: Estimated production of the Honkajoki wind farm by the standalone and coupled models, using the SODAR at 80 m as a reference

measurement.

that WRF simulations provide information about the lo-
cal atmospheric conditions in the area. This is more ad-
vantageous than the standalone approach that assumes
Monin-Obukhov similarity theory all the way up in the
boundary layer and constant wind speed above. This
characteristic of the coupled profiles is very important
as the trend is that wind turbine hub heights get higher
for wind project development.

It is possible to further improve standalone sim-
ulations by tuning the parameters which are used to
prescribe the boundary condition. For example, to get
higher shear, the Monin-Obukhov length could be re-
duced, the boundary layer height could be lowered, the
geostrophic wind could be increased, or a combination
of these. The proposed methodology skips this tuning,
preventing a subjective choice of such variables by in-
directly including them in the shapes of the wind speed
and temperature profiles interpolated from the WRF do-
main. Furthermore, such tweaking could only be con-
ducted to match just one measurement position at the
time, which does not guaranty a match for other posi-
tions.

Since the terrain of the modelled site is flat, it is
expected that the CFD results depend mostly on the

boundary conditions. This implies that any deviation in
the WRF model results will have a big influence in the
microscale results. The reason is that the corrections
done by the microscale model are limited given that the
orography does not play an important role, and only for-
est and roughness length changes influence the wind.
For some directional sectors the averaged WRF simu-
lated profile is not able to reproduce the shear seen in
the measurements. These are the same sectors in which
the coupled simulations have a lower performance. It
is noted that this mainly happens in the least frequent
directional sectors. This might indicate that in order to
have on average a good reproduction of the shear in the
WRF simulations, a relatively high frequency of occur-
rence is needed.

Independent of the results in terms of the vertical
profiles, one of the expected gains from coupling with
mesoscale models is to obtain more realistic horizon-
tal wind patterns. In fact, in Section 4.3 was shown that
the horizontal wind patterns are different between cou-
pled and standalone models. Unfortunately, only the ver-
tical profiles of horizontal wind speed of the CFD mod-
els could be validated due to the lack of observational
data at different position than the SODAR. Even hav-



Meteorol. Z. (Contrib. Atm. Sci.)
28, 2019

P. Durán et al.: Meso-microscale coupling for wind resource assessment 289

ing a good modelling of the vertical profiles, it is still
possible to have poor horizontal modelling of the wind.
Therefore, the methodology will now be applied to sites
which have several measurement masts to understand
the added value of the coupled simulations for simulat-
ing the horizontal wind speed patterns.

The results between the coupled models using the
results from the WRF domains d02 and d03 are not
significantly different. In the case of the vertical profiles,
the results are similar for most sectors. Small differences
can be found in few sectors, but any of the models
performs consistently better. In the case of the horizontal
patterns, the similarities are also high. Few differences
can be found in some small pockets of the domain, but
the overall pattern is the same. This result suggests that
there is not an important gain in using higher resolutions
in the WRF model when the terrain is flat. Nevertheless,
in the case of complex sites, it is expected that such
high resolutions are required to properly represent the
topography, land use and small-scale flow features in the
boundary layer.
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Janjić, Z.I., 1994: The Step-Mountain Eta Coordinate
Model: Further Developments of the Convection, Vis-
cous Sublayer, and Turbulence Closure Schemes. –
Mon. Wea. Rev. 122, 927–945, DOI: 10.1175/
1520-0493(1994)122<0927:Tsmecm>2.0.CO;2.

Katic, I., J. Højstrup, N.O. Jensen, 1987: A Simple Model for
Cluster Efficiency. – EWEC’86. Proceedings 407-410.

Kinbara, K., S. Iizuka, M. Kuroki, A. Kondo, 2010: Merging
WRF and LES models for the analysis of a wind environment
in an urban area. – In: The Fifth Symposium Computational
Wind Engineering.

Koh, T., R. Fonseca, 2016: Subgrid-scale cloud-radiation feed-
back for the Betts-Miller-Janjić convection scheme. – Quart.
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Abstract

In this study, we have proposed an automated classification approach to identify meaningful

patterns inwind field data. Utilizing an extensive simulatedwinddatabase, wehavedemonstrated

that the proposed approach can identify low-level jets, near-uniform profiles, and other patterns

in a reliablemanner. We have studied the dependence of these wind profile patterns on locations

(eg, offshore vs onshore), seasons, and diurnal cycles. Furthermore, we have found that the

probability distributions of some of the patterns depend on the underlying planetary boundary

layer schemes in a significant way. The future potential of the proposed approach in wind

resource assessment and, more generally, in mesoscale model parameterization improvement is

touched upon in this paper.
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1 INTRODUCTION

The state-of-the-art wind energy resource assessment and short-term wind forecasting primarily rely on computer-aided simulations of

atmospheric flows.1,2 The so-called mesoscale meteorological models (MMMs) are typically utilized for such simulations.3,4 These models

numerically solve the conservation equations formass andmomentum (known as theNavier-Stokes equations). They also solve the thermodynamic

energy equation and the conservation equations for various phases of water (eg, water vapor and cloud water). Most of the relevant

physical processes (eg, turbulence, radiation, microphysics, and land-atmosphere interactions) are parameterized in MMMs.5 Most of these

parameterization schemes interact nonlinearly with one another. Depending on the applications, the MMMs make use of either global

model-generated forecasts (eg, Global Forecast System) or reanalysis data (eg, ERA-5) as the initial and (time-dependent) boundary conditions.

From the time of the publication of Lorenz's seminal paper,6 it became known that all the numerical weather prediction (NWP)models, including

MMMs, are intrinsically sensitive to the errors in the initial and boundary conditions7 in addition to the imperfections in the numerical schemes

and parameterizations. All these errors impose stringent limits to the overall predictability.8 To account for such sensitivities, over the years, the

NWP modeling community has developed different types of ensemble forecasting frameworks.9,10 By perturbing the initial/boundary conditions

and/or by selecting different parameterization schemes, a suite of model forecasts (aka ensemble forecasts) are generated. Then, based on the

(dis)agreements among various members of the ensemble, the uncertainty of the simulations or forecasts is quantified in a rigorous manner.

In the recent years, the wind energy community has become well aware of the MMM sensitivity issue, and a large number of papers have been

published. From a wind modeling perspective, especially under calm synoptic conditions, the planetary boundary layer (PBL) parameterization

is the most important factor. Thus, it is not surprising that most of the sensitivity studies in the wind energy literature focused on the PBL

aspect.11-15 In contrast, only a handful of studies focused on the sensitivities with respect to other physical parameterizations,16 initial/boundary

conditions,17 horizontal resolution,18 vertical resolution,19 spin-up times,14 etc.

In wind energy literature, the MMM-based results are traditionally validated against observational data from a few isolated stations (eg,

met-masts and lidars). Verification statistics like bias, root-mean-square error (RMSE), mean absolute error, correlation coefficient, and threat

score20,21 are utilized. However, due to the aforementioned sensitivity issues, the MMM-simulated fields are always displaced in space and/or

time from their observed counterparts, and the standard verification metrics can lead to wrong conclusions. A case in point is the recent study

The peer review history for this article is available at https://publons.com/publon/10.1002/we.2462
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by Lorenz and Barstad,22 who dynamically downscaled the ERA-interim dataset (grid-size of 79 km) by the Weather Research and Forecasting

(WRF) model (grid-size of 3 km). They reported that, in terms of RMSE, the WRF-based simulated wind fields were significantly inferior to the

corresponding ERA-interim fields. Below, we quote the authors as they have correctly identified the root of the problem:

‘‘[...] the finer horizontal grid spacing will generally produce better defined mesoscale features of the atmospheric flow, while

timing errors in the synchronization between the model and the actual flow are likely to be amplified and then heavily penalized

in terms of RMSE.’’22

Broadly speaking, there are two competing strategies to confront the challenging issue of forecast verification. In the first strategy, one makes

use of advanced verification metrics that account for both magnitude and displacement errors.23,24 In this respect, the wind energy community

can greatly benefit from the existing literature on quantitative precipitation forecast (QPF) verification (please refer to Gilleland et al25 and the

references therein). The second strategy would be to utilize certain statistics (eg, probability density function [pdf] and energy spectra), which

are not modulated by the spatio-temporal displacement errors. For illustrative examples, please refer to Skamarock,26 Skamarock et al,27 and

Borsche et al.28

In this study, we also employ the second strategy. However, instead of spectra or pdf, we focus on the ‘‘patterns’’ or ‘‘shapes’’ of wind profiles

in the lowest 1 km of our atmosphere. We propose a fully automated classification approach that can extract the dominant patterns from either

an observed or a simulated wind database. In turn, this approach can identify if specific settings (eg, resolution and PBL parameterization) of an

MMMhave higher tendency to produce certain canonical patterns (eg, well-mixed profiles or low-level jets [LLJs]). Such findings are tremendously

valuable for the model developers. In addition, the classified wind profile patterns can be readily utilized to quantify diversity in any multimodel

or multiphysics ensemble framework.

The workhorse behind our proposed classification approach is the so-called self-organizing map (SOM)methodology. Even though SOMs have

been extensively used in a wide range of disciplines like signal processing, operational research, artificial intelligence, data mining, automatic

control, robotics, telecommunications, chemistry, and medicine,29 their application in the wind energy literature is rather limited.30-34 Thence, we

provide an in-depth technical background of SOMs in Section 2.

In order to avoid spatio-temporal data gaps and other quality-control issues, which are omnipresent in any observed database, we decided to

make use of a simulated wind database in this proof-of-concept study. A popularMMM, the WRF model,35 was utilized to generate this database

with a focus on the North Sea and its surrounding regions. Our WRF modeling approach, as well as the proposed automated classification

approach, is described in Section 3. The classified wind patterns are illustrated and described in Section 4; in this section, we have also elaborated

on the dependence of these patterns on geographical locations, diurnal cycle, seasonality, and PBL parameterizations. In Section 5, we have

reported a qualitative comparison between our model-based results and findings from an observational study. Lastly, concluding remarks and

further applications of the proposed methodology are mentioned in Section 6.

2 SELF-ORGANIZING MAPS

A SOM is a type of artificial neural network introduced by Kohonen,29 used in data visualization, dimensionality reduction, and classification

problems. Compared with alternative methods utilized for the same kind of problems, SOMs have shown superior capabilities. For example, it has

been demonstrated that unlike principal component analysis (PCA),10 SOMs are able to identify nonlinear relationships in the data.36-40 Particularly,

for classification problems, SOMs determine class membership more accurately than the well-known k-means clustering algorithm.41-43

SOMs have been used in various meteorological applications since its introduction into the discipline by Hewitson and Crane.44 Sheridan and

Lee45 and Liu and Weisberg46 provide comprehensive reviews. Some of the papers by Cassano, Nigro, and their collaborators deserve special

mention because they inspired our current study. These authors primarily focused on the near-surface layer (up to 30 m) over the Ross Ice Shelf

in the Antarctic. Nigro et al47 used SOM to characterize seasonal variability of near-surface wind speeds. Cassano et al48 used a similar approach

to extract patterns of near-surface temperature inversion and diagnosed their relationships with observed surface wind speeds and simulated

sea-level pressure. In a follow-up work, Nigro et al49 systematically utilized the SOM approach to validate the WRF model-based Antarctic

Mesoscale Prediction System (AMPS) against the observational dataset. Further analysis using SOMs has been conducted by Katurji et al.50 They

analyzed the temporal evolution of remote sensing–based boundary layer (up to 500 m) wind speed and temperature profiles and quantified

transitional probabilities among different atmospheric states.

The present study sets itself apart from the existing literature on several fronts. First of all, it focuses on the characterization of tall

(approximately 1 km) wind profiles, which are of great interest to the wind energy community, including the emergent field of airborne wind

energy. Second, we employed an ensemble modeling approach, which enabled us to investigate the dependencies of simulated wind patterns on

the PBL schemes for the first time. Last, our proposed approach is much more automated (ie, less subjective) in comparison with most published

SOM-based articles in meteorology.
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FIGURE 1 Example of the SOM training
procedure with a dataset with 20 nodes
and three clusters. Darker (lighter)
shading in the SOM before (B) and after
(D) training represents longer (shorter)
distances between the node and its
neighbors

FIGURE 2 Graphical representation of
the two-level SOM clustering (SOM2L)
approach for the example with three
clusters previously shown in Figure 1.
Symbols in the SOM indicates cluster
membership

FIGURE 3 Left panel: the WRF computational domains. The outermost domain has a grid size of 27 km. The inner domains utilize grid sizes of
9 km (d02) and 3 km (d03), respectively. Right panel: the topographic map of domain d03. The locations of FINO-1 and Cabauw are marked with
white circles

2.1 SOM structure and learning algorithm

As mentioned earlier, we have created a WRF model-generated dataset consisting of large samples of wind speed profiles; we wish to classify

these samples into few patterns that represent the diversity of the whole dataset. Let us assume that in this dataset, we have N samples of wind

speed profiles, where the total number of vertical levels of each profile isM. For a given sample n, the wind speed value at a levelmwill be denoted

asUm
n , wherem ∈ [1,M] and n ∈ [1,N]. When we refer to a specific wind profile, we will simply drop the superscript and use the notation Un. A map

with K nodes (also referred as to neurons) is placed in the data-space. These nodes are connected in such a way that they form a grid (Figure 1B),

which corresponds to the SOM. This grid could be composed of hexagons or squares. The position in the SOM of each node k is (xk, yk), where
xk ∈ [1,X] and yk ∈ [1,Y], giving a total number of SOM nodes K = X × Y. The position of each node in the data-space is described by its weight

wk , with k ∈ [1,K]. The idea is that those weights are modified in such manner that nodes are transferred closer to where the data are located

and further away from data-sparse areas. In other words, we desire to compress the map in presence of data and to stretch it at the areas where

there are no data (Figure 1C). To achieve this, the weights of the neurons are iteratively calculated through an unsupervised training algorithm

that periodically adjusts them. By plotting the distance among nodes, it is possible to visualize the clustering structures in the data (Figure 1D).

In a nutshell, this is how the SOM approach works. In the following paragraphs and subsections, we will elaborate on various technical details.
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FIGURE 4 Left panel: converged solution of the trained SOM with a map dimension of 46 × 50. The numbers in the white circles indicate the
cluster membership of the nodes, and the bold lines indicate the boundaries of the clusters. Some clusters are colored according to the
superclusters defined in Section 4. Middle and right panels: representative wind speed at 100 m and wind shear coefficient of the nodes of the
SOM, respectively. The wind shear is calculated using the power-law between the heights of 70 m and 100 m above surface

FIGURE 5 Members of the high-shear supercluster obtained by the SOM2L approach. The solid black lines, dark gray shaded areas, and the light
gray areas correspond to the medians, 25th-75th percentile ranges, and 10th-90th percentile ranges of all the samples, respectively. The sample
size is indicated at the top of each panel

2.1.1 Initialization

Before the training procedure, the weights of the neurons are typically initialized using one of the following options: random samples or linear

initialization.29 When random samples are used, each component n of the initial weights is randomly chosen from a uniform distribution in the

range [min(Um
n ),max(Um

n )]. For the linear initialization, PCA51 is performed over the data. The weights are then located in the hyperplane formed

by the two first principal components. Given its faster convergence and robustness, linear initialization is preferred52 and therefore is used in the

present study.

2.1.2 Learning algorithm

The SOM is trained using an unsupervised learning algorithm. There are two training algorithms commonly used in the literature: sequential

training and batch training.29 In this study, the batch approach is used since it is faster and more robust than the sequential one.52 At each

iteration of the batch training (also called epoch), the data are partitioned into K Voronoi regions Vk = {Un|||Un − wk|| < ||Un − wj||,∀j ≠ k}. Each
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FIGURE 6 Members of the LLJ type A supercluster obtained by the SOM2L approach. The solid black lines, dark gray shaded areas, and the light
gray areas correspond to the medians, 25th-75th percentile ranges, and 10th-90th percentile ranges of all the samples, respectively. The sample
size is indicated at the top of each panel

FIGURE 7 Members of the low-shear supercluster obtained by the SOM2L approach. The solid black lines, dark gray shaded areas, and the light
gray areas correspond to the medians, 25th-75th percentile ranges, and 10th-90th percentile ranges of all the samples, respectively. The sample
size is indicated at the top of each panel

Voronoi region can contain multiple samples of Un. In a particular Vk , we have NVk samples of Un. If NVk is nonzero, we compute the sum of

samples in corresponding Voronoi region:

Sk =
∑
n∈Vk

Un. (1)

A neighborhood function Hk,p is calculated as

Hk,p = exp

(
−
||xk − xp||2 + ||yk − yp||2

2𝜎(i)2

)
, (2)

where 𝜎(i) is the effective radius of the neighborhood. Finally, the weight at node k is updated according to53

wk(i + 1) =

K∑
p=1

Hk,p(i)Sp(i)

K∑
p=1

NVp (i)Hk,p(i)

,∀k ∈ [1,K]. (3)

After each iteration i, the Voronoi regions are updated. Thus, NVp , Sp, and Hk,p are also recomputed, giving a new value of wk .

2.1.3 Effective neighborhood radius

Equation (3) indicates that the weight of node k is calculated depending on the data associated with its neighboring nodes. The magnitude of

influence is calculated in Equation (2) depending on the distance to the neighbor and on the parameter 𝜎(i). Higher values of 𝜎(i) correspond to a
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FIGURE 8 Members of the high-wind supercluster obtained by the SOM2L approach. The solid black lines, dark gray shaded areas, and the light
gray areas correspond to the medians, 25th-75th percentile ranges, and 10th-90th percentile ranges of all the samples, respectively. The sample
size is indicated at the top of each panel

FIGURE 9 Frequency distributions of the profile clusters obtained by the SOM2L approach for FINO-1 (left panel) and Cabauw (right panel)
locations. The coloring scale corresponds to the number of samples in each class. Please refer to Figure 4 for other technical and graphical details

FIGURE 10 Frequency distributions of the profile clusters obtained by the SOM2L approach for daytime (left panel) and nighttime (right panel)
periods. The coloring scale corresponds to the number of samples in each class. Please refer to Figure 4 for other technical and graphical details

stronger influence from its neighbors. Visually, this corresponds to bigger areas of the SOM being simultaneously moved towards the data after

each iteration. For this reason, training stages in which big radii are used are referred to as rough training, whereas for small values, it is called

fine training. It is a common practice in the literature to train a SOM with one rough and one fine phase. If linear initialization is utilized, the

coarser training can be skipped.53

2.1.4 Structure of SOM

The selection of the proper number of nodes in the SOM is a common concern that is addressed by Kohonen.52 He emphasized that the purpose

of SOMs is to visualize the underlying data and its clustering structures in a 2-D plane. Therefore, the capability of a SOM to distinguish among
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FIGURE 11 Frequency distributions
of the profile clusters obtained by the
SOM2L approach for winter (top-left
panel), spring (top-right panel),
summer (bottom-left panel) and
autumn (bottom-right panel) seasons.
The coloring scale corresponds to the
number of samples in each class.
Please refer to Figure 4 for other
technical and graphical details

FIGURE 12 Frequency distribution of
the members of the high-shear
(except 5) and low-shear (except 16
and 25) superclusters at FINO-1 (left)
and Cabauw (center). The frequency
distribution of the each group is
displayed in the right panels

different data clusters will be limited by the number of nodes in the map, which can be interpreted as the ‘‘resolution’’ of the map. The higher the

number of expected clusters, the more nodes the grid should have. Then in principle, when the purpose is to cluster the data, one may use an

array as large as feasible given the constraint of computational power. To avoid ad hoc prescription, a rule-of-thumb estimate was proposed by

Vesanto and Alhoniemi54: K ≈ 5
√
N. Following the literature,55-57 we have also adopted this estimate in this study. As previously mentioned, a

SOM can be arranged in hexagonal or square grids. In this study, we select a hexagonal grid shape since it produces a smoother distance map,

which is advantageous for the application of the clustering methodology explained in the next subsection.

2.2 Two-level SOM clustering

In the meteorology literature at large, the partition given by the Voronoi regions of the SOM nodes is directly used to cluster the data. Since the

main purpose of SOMs is to visualize the clustering structures of the underlying data, such practice is inappropriate as alluded byWu and Chow.58

First of all, the properties of the neighboring nodes are quite similar (illustrative examples are provided later in Section 4); thus, they contain

redundant information and the cluster size should be reduced in a systematic manner.59 In addition, given the 2-D grid structure of a SOM, the

total number of clusters are somewhat constrained as they have to be nonprime numbers. Thus, as a viable alternative, a two-level approach53,60

(henceforth SOM2L) is utilized in this study (see Figure 2). In SOM2L clustering, the nodes of the trained SOM are treated as ‘‘proto-clusters’’

and correspond to the first-level of the clustering process. These nodes are then in turn clustered using another cluster technique (eg, k-means

and linkage). The cluster solution of this latter step is referred to as the second level. It has been shown58 that SOM2L approaches performed
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FIGURE 13 Comparison of a few wind speed vertical profiles reported by Peña et al83 against the SOM2L-based results. The profile class and
the observed case are indicated in the upper-left corner of each panel. All the profiles are normalized by the wind speed at 600 m

FIGURE 14 Quantization error of different SOM grids with a total of
2300 nodes

much better than the sole application of the clustering method used in the second level (ie, without the initial SOM step). Despite this stellar

performance, we are aware of only two publications in meteorology,61,62 which leveraged on the SOM2L approach.

In this study, the trained SOM is clustered using the distances between its nodes. The number of clusters (K∗) is defined by the number of local

minima of the distances between the K nodes.59 The nodes corresponding to the local minima are used as the initial clusters. Then, unassigned

nodes in the surroundings of the local minima are aggregated to the initial clusters following Ward's criterion.63 Some of the local minima might

occur simply due to the random variations in the data and not due to any specific cluster structure.59 It is expected that this problem is reduced

when using hexagonal grid tiles, since each local minimum is then surrounded by six nodes instead of four nodes (as in square grids). Nodes that

do not have data associated are referred as to ‘‘interpolating map units.’’53 These nodes represent the border between the clusters in the data,

and therefore, they are not assigned to a cluster.

The local minima–based procedure assures a relative independence between the number of nodes in a SOM and the final number of clusters

in SOM2L as long as there are enough nodes.54 Furthermore, the total number of final clusters (could be primes or nonprimes) are determined

in a completely automated manner; no ad hoc prescription is needed. This automation makes the proposed methodology more advantageous

compared with the previous application of SOMs to identify patterns in near-surface or boundary layer wind data.47-50



DURÁN ET AL. 9

FIGURE 15 Frequency distribution of
ASTD for the members of the high-shear
supercluster

FIGURE 16 Frequency distribution of
ASTD for the members of the LLJ type A
supercluster

3 METHODOLOGY

In this section, we first describe our WRF modeling approach. Then, we discuss the application of the SOM2L approach for the WRF

model-generated wind profiles.

3.1 WRF modeling

In the present study, version 3.6.1 of the WRF model is employed to generate the wind profile database. Three nested domains with one-way

coupling are used in the simulation. The outer domain (d01) employs a horizontal grid size of 27 km × 27 km, the middle domain (d02) uses a grid
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FIGURE 17 Frequency distribution of
ASTD for the members of the low-shear
supercluster

size of 9 km × 9 km, whereas the innermost domain (d03) uses a grid size of 3 km × 3 km (refer to Figure 3). In all the domains, 51 nonuniformly

stretched vertical levels are used. The lowest model level is at approximately 8 m above ground level (AGL); the top of the domain is close to

16 000 m AGL. Approximately 18 vertical levels are below 1 km AGL.

The total simulation period was the year of 2012. We performed several continuous month-long WRF simulations forced by the ERA-Interim

reanalysis dataset.64 In order to keep the large-scale flows in sync with the high-resolution WRF simulations, grid nudging is activated for model

levels above approximately 2 km (specifically, at vertical grid level of 23). The integration time steps are 90, 45, and 15 seconds for the d01, d02,

and d03 domains, respectively.

The following physics parameterizations are utilized in all the simulations: (a) land surface: Noah scheme65; (b) shortwave and longwave

radiation: Rapid Radiative Transfer Model for Global Climate Models (RRTMG) scheme66,67; (c) microphysics: WRF Single-Moment 5-class

scheme68; and (d) cumulus: modified Kain-Fritsch scheme69 (only for d01 and d02 domains). Most of these parameterization schemes are

discussed in great detail by Stensrud.5 In order to create a multiphysics ensemble dataset, a different PBL parameterization (and corresponding

surface layer parameterization) is invoked for each model run. All in all, the following PBL schemes are utilized: Mellor-Yamada-Janjić70

(MYJ), Mellor-Yamada-Nakanishi-Niino71,72 level 2.5 (MYNN2) and level 3 (MYNN3), Quasi-Normal Scale Elimination73 (QNSE), University of

Washington74 (UW), and Yonsei University scheme75,76 (YSU).

From all the model runs, wind data are extracted from two locations: the grid points closest to the FINO-1 offshore platform over the North

Sea (54.01N, 6.59E) and the Cabauw tower in the Netherlands (51.97N, 4.93E). The so-called tslist option is used in the WRF model to extract

‘‘virtual tower’’ data with a high sampling rate of 15 seconds. These data are averaged over 30 minutes to avoid random fluctuations. The total

number of samples in our simulated database is N = 210816 (= 2 × 8784 hours × 2 locations × 6 PBL schemes).
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FIGURE 18 Frequency distribution of
ASTD for the members of the high-wind
supercluster

3.2 SOM2L-based wind profile classification

Each simulated wind profile (Un) has a total of M = 19 vertical levels, spanning up to ≈1050 m above the land/sea surface. For the SOM training

procedure, the normalized profiles U′
n are used instead of Un (see Equation 5). Such normalization prevents higher values, like wind speeds at

higher heights, to unduly dominate the SOM learning process.

U =

N∑
n=1

Un

N
, (4)

U′
n =

Un − U√√√√√√ N∑
n=1

(Un−U)2

N−1

. (5)

According to the rule-of-thumb estimate mentioned in Section 2.1, a SOM of approximately K = 5
√
210816 ≈ 2295 nodes should be used for

a sample size of 210816; so, we selected 2300 nodes in this study. The dimensions of the SOM grid are selected as X = 46 and Y = 50 following

a sensitivity analysis performed in Appendix A. The map weights wk are prescribed using linear initialization and trained using the batch algorithm

in two phases (see Section 2.1). In the first phase, 𝜎 is linearly decreased from 10 to 2 in 200 iterations. In the second phase, 𝜎 is kept equal to 2

for 200 iterations. This procedure is in line with the recommendations of Vesanto.53,54 The SOM training was conducted using the public-domain

MATLAB SOM toolbox.53 After training, the SOM is clustered using the local minima of the distance among nodes and the Ward's criteria noted

in Section 2.2. The final cluster solution has a total of K∗ = 43 classes. Please note that in the rest of the paper, we will use the words ‘‘class’’ and

‘‘cluster’’ interchangeably.

4 RESULTS

The profile classes obtained from the application of the SOM2L approach, presented in Section 3.2, exhibit a variety of patterns and wind speed

magnitudes. Some of them correspond to the well-studied patterns like the LLJ, power-law, or near-uniform (mixed layer) profiles, while other

profiles classes do not have any well-known shape. In Figure 4, the cluster solution of the SOM is shown. Each of these clusters correspond to

a particular profile shape. Given the spatial properties of SOMs, we know that the classes that are adjacent to one another in the map share

certain characteristics (in this case, wind speed, wind shear, or shape). Furthermore, certain characteristics of the wind profile classes change with

respect to a direction in the map. For example, the wind speeds of the classes increase towards the bottom-right portion of the SOM, whereas

the classes with the lowest wind speeds are located at the upper-left portion of the map (see middle panel of Figure 4). Another example is

shown in the right panel of Figure 4, which portrays a coherent spatial distribution of wind shear coefficient within the SOM.

The spatial ordering feature of a SOM allows one to combine similar (ie, neighboring) classes into a handful of superclusters. Such mergers do

facilitate generalization of the wealth of results generated by a SOM2L approach. In this study, selected classes were merged into four broad
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superclusters (see Figure 4) as follows: (a) LLJ type A (classes 18, 24, 29, 31, and 43), (b) high-shear (classes 4, 5, 9, 10, 11, 15, and 17), (c)

low-shear (classes 14, 16, 19, 20, 25, 26, 27, 28, and 30), and (d) high-wind (classes 6, 7, 8, 12, and 13). The range of the wind speeds and wind

shear for each of the superclusters are shown in Table 1. These superclusters were defined given their importance in the wind energy literature

and their relevance for the analysis carried out in the following subsections. It was not possible to group the other classes in a meaningful way.

The high-shear supercluster consists of profiles that present a relatively high increase of the wind speed with height (close to a linear relation)

up to 250 m (Figure 5). Classes 4, 9, and 10 present a clear LLJ signature, and therefore, this subset of the high-shear supercluster is hereafter

referred to as LLJ type B. This name is used to differentiate them from the LLB type A supercluster classes discussed in the next paragraph.

As expected, high-shear profiles mostly occur when the air-surface temperature differences (ASTD) are positive—ie, near-neutral to strongly

stratified conditions (see Figure 14).

LLJ type A and type B (henceforth LLJ A and LLJ B) classes include profiles with wind speed maxima below 1000 m (Figures 6 and 5,

respectively). All these LLJ profiles have distinctly different jet heights, peak wind speed, and wind shear above the jet—also called falloff77 (see

Table 2). The main difference between the LLJ A and LLJ B classes is that the first have a relatively small sample size, but they have a well-defined

LLJ shape. The opposite is true for the LLJ B. As it is expected for LLJs, these classes mostly occur in stably stratified conditions (see Table 2 and

Figures 15 and 16).

The low-shear supercluster consists of classes that present a near-uniform wind speeds above 100 m (Figure 7). The main difference among

these classes is the magnitude of wind speeds (Table 3). From the corresponding ASTD distributions (Table 3 and Figure 17), it can be inferred

that the near-uniform profiles are primarily present during unstable (convective) conditions.

The last group defined is the high-wind supercluster and corresponds to profiles with winds type 7 (ie, 13.9-17.1 m s−1; near gale) or higher in

the Beaufort scale at 100 m (Figure 8). The Beaufort scale is defined for heights zscale between 10 and 20 m.78 To compare the wind speeds at 100

m, we scaled them by a factor equals to (100∕zscale)1∕7, following the 1/7th power law. The ASTD distributions for this supercluster are shown in

Figure 18. In the literature, it is generally assumed that for high-wind conditions, one can neglect the buoyancy effects. At Cabauw, we do see

that the magnitudes of the ASTD values are not far from zero. Interestingly, at FINO-1, one finds a wide range of ASTD values associated with

high-wind conditions. In other words, one cannot neglect the buoyancy effects for strong offshore wind conditions. Our results are in complete

agreement with a recent study by Baas et al.79

In the following subsections, we document how the frequency distribution of some of the classes discussed in this section depend on location,

diurnal cycle, seasonality, and PBL scheme.

4.1 Dependence on locations

The frequency distributions of the profile classes are very different for FINO-1 and Cabauw (Figure 9). The clusters in the lower-center and

lower-left of the SOM grid have a higher predominance for FINO-1, which mostly correspond to low-shear and high-wind speed superclusters. On

the other hand, clusters at the upper part of the SOM are more frequent in Cabauw, which correspond to high-shear profiles with moderate wind

speed, including LLJs. Most clusters at the right of the map appear to be more evenly distributed among the two locations, which correspond to

profiles with low wind speed and/or low overall frequency. The left part of the LLJ A supercluster (classes 18 and 24) is prevalent in FINO-1 while

the right part (classes 29, 31, and 43) is more common at Cabauw. In contrast, the entire LLJ B supercluster is frequently observed only at Cabauw.

Classes 13 (high-wind), 14 (low-shear), and 19 (low-shear) mostly occur at FINO-1 location. All these classes are located nearby on the SOM

(see Figure 9). We would like to note that class 32 shares the traits of both high-wind (see Figure 8) and low-shear (see Figure 7) profiles. From

their shape and simulated ASTD, it appears that these types of profile occur in unstable as well as near-neutral conditions (see Figures 17 and 18).

At Cabauw, classes 15 and 17 are the most dominant ones. These classes correspond to the high-shear supercluster (Figure 5). They are also

located adjacent to one another on the SOM (see Figure 4).

4.2 Dependence on diurnal cycles

Some profile classes are more predominant at certain times of the day (Figure 10). Most of the variability is found between the daytime and

the nighttime periods. Morning and evening transitional periods did not portray any discriminatory patterns; therefore, they are not discussed.

Interestingly, the lower-left and the upper-right parts of the SOM do not differ much between the daytime and nighttime periods; in other words,

very low or high-wind speeds do not follow any diurnal cycles. They are likely modulated by the synoptic and/or mesoscale motions.

Significant differences between the daytime and nighttime periods are found in most classes of the high-shear supercluster (specifically, classes

4, 10, 11, 15, and 17) located in the upper-center portion of the SOM. These classes mostly occur at Cabauw during nighttime. Classes 4 and 10

(LLJ B group) correspond to nocturnal LLJs, which have been widely reported in the boundary-layer meteorology literature and have been well

studied at Cabauw based on observational data.80

Classes 16, 20, and 26 (Figure 7) are considerably more frequent during daytime compared with other periods of the day. Both classes belong

to the low-shear supercluster. Such well-mixed conditions are quite common over land during unstable (convective) conditions as supported by

Figure 17.
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Wind Speed at 100 m (ms−1) Wind Shear Coefficient Frequency (%)

Supercluster Sample Size P10 P50 P90 P10 P50 P90 FINO1 Cabauw

LLJ type A 11020 (5.2%) 8.0 9.8 12.4 0.018 0.160 0.431 65 35

High-shear 48427 (23.0%) 5.9 8.8 11.4 0.113 0.279 0.471 12 88

Low-shear 73906 (35.1%) 4.1 8.1 12.0 0.011 0.044 0.185 68 32

High-wind 33817 (16.0%) 11.9 14.6 18.4 0.044 0.133 0.287 72 28

Note. PXX stands for XX percentile. The wind shear is calculated using the power-law between the heights of 70
and 100 m above surface.

TABLE 1 Characteristics of the
superclusters obtained by the
SOM2L approach

4.3 Dependence on seasons

The frequency distribution of some classes depend very much on the seasons (Figure 11). In general terms, classes 29 to 43 (the right part of

the SOM) are slightly more (less) frequent during warm (cold) seasons. In winter, classes 7 and 8 are very common. These classes are part of the

high-wind supercluster; wind speeds above 500 m range 20 to 30 m s−1 and 18 to 24 m s−1, respectively. By analyzing observational data from

the IJmuiden tower over the North Sea (85 km from the Dutch coastline), Kalverla et al81 reported that the wintertime wind speeds are stronger

than the summertime by approximately 5 m s−1; qualitatively, our results are consistent with their findings.

Classes 25, 26, 27, and 28 are more (less) frequent in warm (cold) seasons. This effect is more noticeable in winter or summer rather than spring

or autumn. These four classes belong to the low-shear supercluster, which is partly correlated with unstable conditions (Figure 17) . Therefore,

their higher presence in warmer seasons are physically expected due to strong insolation. Sathe et al82 analyzed observation data from (a) a

116-m-tall meteorological mast near the Egmond aan Zee offshore wind farm (OWEZ), the Netherlands, and (b) a 62-m-tall tower near Horns

Rev wind farm, Denmark. Even though their analysis was limited to a directional sector (225-315), Sathe et al also noticed marked increase of

unstable conditions during the summer months.

4.4 Dependence on PBL schemes

The frequency distribution of individual classes is less dependent on the PBL schemes than locations or seasons. Despite these low variations,

they are quite similar for some groups that share certain profile characteristics. These groups correspond to most members of the previously

defined high-shear supercluster (classes 4, 9, 10, 11, 15, and 17) and low-shear supercluster (classes 14, 19, 20, 26, 27, 28, and 30). In Figure 12,

the frequency distribution of these classes are displayed for six WRF simulations using different PBL schemes.

The occurrence of classes of the high-shear supercluster do not have important differences among PBL schemes at FINO-1, whereas at

Cabauw, they are high. At this site, simulations using the QNSE scheme generated a total amount of LLJ B profiles that is 5.29% (464 hours) more

than the amount reproduced on average by the other PBL schemes. The PBL schemes that produced the least LLJ profiles are MYNN3 and YSU,

with a value of 1.64% (144 hours) and 1.69% (148 hours) less than the other PBL schemes, respectively.

In the case of the classes from the low-shear supercluster, the QNSE, MYNN2, andMYNN3 schemes are the ones with the highest differences.

At FINO-1, the number of such profiles generated by the QNSE scheme is 5.04% (442 hours) less compared with the overall average by the other

PBL schemes. At Cabauw, this difference is 4.53% (398 hours). In contrast to QNSE, the simulations using the MYNN2 and MYNN3 schemes

generated more profiles belonging to the low-shear supercluster. Simulated profiles at FINO-1 using these schemes are, respectively, 3.67%
(322 hours) and 5.07% (446 hours) more than the average of the other PBL schemes. At Cabauw, there are no significant differences among the

PBL schemes.

5 COMPARISON AGAINST AN OBSERVATIONAL STUDY

In the previous section, we have demonstrated that the proposed SOM2L approach allows one to identify and classify different profile shapes

(eg, LLJs and low-shear) from a wind database. A few years ago, Peña et al83 also tried to identify canonical tall-wind profiles measured at a

coastal onshore location in Denmark (Høvsøre), about 300 and 540 km from FINO-1 and Cabauw, respectively. Based on visual inspection, they

identified ten cases from an extensive observational database composed of sonic anemometers and lidar measurements. Some of these cases are

shown in Figure 13. On these plots, we have overlaid qualitatively ‘‘similar’’ classes from the SOM2L-based results. To enable direct comparison,

we have normalized all the profiles by the corresponding wind speeds at the height of 600 m. It is quite clear that the SOM2L approach, an

automated (completely unsupervised) technique, can pose a serious competition to a more arduous manual approach. Thus, we believe that

our SOM2L approach can be easily extended to other geographical and climatological conditions to characterize unknown wind patterns in a

relatively efficient and cost-effective manner.
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TABLE 2 Characteristics of the members of both LLJ superclusters obtained by the SOM2L approach

Class Sample Size Jet height (m) Falloffa (ms−1) Wind Speed at LLJ Peak (ms−1) ASTD (K) Frequency (%)

P10 P50 P90 P10 P50 P90 FINO-1 Cabauw

4 5949 (2.8%) 350 1.2 12.7 14.1 15.9 −0.21 0.57 1.38 15 85

9 3975 (1.9%) 470 1 15.9 17.3 19.1 −0.02 0.63 1.34 17 83

10 5817 (2.8%) 350 1.2 11.5 12.7 14.1 −0.18 0.52 1.34 6 94

18 3568 (1.7%) 200 3.9 10.8 12.2 14.1 −3.90 −0.10 1.27 97 3

24 2838 (1.4%) 170 3.4 8.7 9.8 11.9 −5.27 −0.61 0.99 97 3

29 2092 (1.0%) 200 4.4 8.7 10.1 11.9 −0.33 0.59 1.04 19 81

31 1375 (0.7%) 130 2.6 7.9 8.7 10.0 −0.09 0.70 1.41 27 73

43 1147 (0.5%) 130 5.3 7.9 9.1 10.5 0.12 0.83 1.44 13 87

Note. PXX stands for XX percentile. Falloff corresponds to the difference between the P50 wind speeds at the LLJ-peak and and the highest
vertical level (approximately 1050 m).

TABLE 3 Characteristics of the
members of the low-shear supercluster
obtained by the SOM2L approach

Wind Speed at 200 m (ms−1) ASTD (K) Frequency (%)

Class Sample Size P10 P50 P90 P10 P50 P90 FINO1 Cabauw

14 8030 (3.8%) 12.3 13.5 16.2 −4.06 −1.47 0.82 99 1

16 8197 (3.9%) 8.6 9.8 11.2 −2.59 −0.37 0.77 47 53

19 14361 (6.8%) 9.9 10.9 12.0 −4.16 −1.34 0.36 94 6

20 7564 (3.6%) 8.3 8.9 9.6 −4.03 −1.50 0.02 76 24

25 7579 (3.6%) 3.4 4.2 5.0 −4.10 −0.73 1.04 35 65

26 9538 (4.5%) 7.1 7.7 8.3 −4.35 −1.62 −0.06 74 26

27 9260 (4.4%) 4.7 5.5 6.5 −3.82 −0.96 0.87 44 56

28 6393 (3.0%) 5.9 6.5 7.1 −4.42 −1.62 −0.02 70 30

30 2984 (1.4%) 2.8 3.4 4.1 −4.83 −1.42 0.72 35 65

Note. PXX stands for XX percentile.

6 CONCLUDING REMARKS

In this study, we have proposed a two-level SOM clustering approach, named SOM2L, for the characterization of wind profiles from observed

or simulated databases. This approach does not require any a priori prescription of cluster size; it also precludes generation of exceedingly large

number of clusters and, in turn, reduces any redundancy in information. In an objective manner, SOM2L extracts the dominant profile patterns

with characteristic shapes and magnitudes. By analyzing how these patterns evolve with respect to time and space, it is possible to associate

them with underlying atmospheric phenomena or processes. For example, we demonstrated that the SOM2L approach was able to correlate the

near-uniform profiles (prevalent in unstable conditions) and low-level jets (frequently occurs under stably stratified conditions) to the circadian

cycle. Furthermore, it detected that the high-winds (gales or stronger) were more frequent in winter months than the summer months. Several

other nontrivial cases were discussed earlier and will not be repeated here for brevity.

The SOM2L approach has demonstrated its potential to discriminate among various PBL schemes. Simulations utilizing the QNSE, MYNN2, and

MYNN3 schemes showed statistically significant differences in generating some of the canonical wind profiles. The QNSE scheme produced lesser

numberof low-shear profiles andmore low-level jets, whereas the opposite is true for theMYNN2 andMYNN3 schemes. This type of information,

in contrast to the commonly used metrics (eg, RMSE), is valuable for model developers; we sincerely hope that the SOM2L approach will play an

important role in the further development and rigorous assessment of the next-generation PBL schemes (eg, the gray-zone parameterizations).

The SOM2L approach (and its potential variants) can be used in many other arenas of wind power meteorology. Quantifying the diversity of

wind fields generated via an ensemble framework being one of them. One could also borrow some ideas from the field of symbolic dynamics and

probe the evolution of certain wind patterns. Yet another application arena of SOM2L is in the coupling of a mesoscale model (eg, WRF) with a

microscale model (eg, WindSim); we are currently working in this arena. We are expanding our newly proposed wind profile (1-D) classification

approach to wind fields (3-D) and exploring its usage for wind resource assessment and micrositing.
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APPENDIX A : SOM SENSITIVITY ANALYSIS

In order to determine the optimal structure of the SOM, a sensitivity analysis is conducted in which the dimensions X and Y are systematically

varied. The other training parameters are kept the same as the ones used in Section 3.2. Four grid dimensions were tested (with different aspect

ratios): (a) 230× 10, (b) 115× 20, (c) 92× 25, and (d) 50× 46 nodes. The different SOM solutions were compared with respect to the quantization

error (QE) defined in Equation (A1).

QE =

N∑
n=1

min
k

||Un − wk||
N

. (A1)

From Figure 14, it is clear that the grid with dimensions 50 × 46 leads to the lowest quantization error. Furthermore, in this case, the error

decays more rapidly than others after 70 iterations. Based on these findings, we opted to use this SOM structure in the present study.

APPENDIX B : FREQUENCY DISTRIBUTIONS OF AIR-SURFACE TEMPERATURE DIFFERENCE

Atmospheric stability depends on both buoyancy and wind shear. Buoyancy effects can be quantified by the (potential) temperature difference

between air and the underlying surface (called air-surface temperature difference or ASTD). With weak to moderate wind speeds, positive

(negative) ASTD leads to stable (unstable) condition. Under unstable conditions, both shear and buoyancy effects cause turbulent mixing. In

contrast, during stable conditions, turbulence is generated by shear and destroyed by (negative) buoyancy. This competition leads to significantly

reduced turbulent mixing under stable conditions. As a matter of fact, for very stable (aka strongly stratified) conditions, the flow becomes

quasi-laminar in nature. An atmospheric layer is called neutrally stratified (or simply neutral) when the buoyancy effects can be neglected. Such

stability conditions are not very common; albeit, they can arise under two scenarios: (a) very windy conditions (ie, shear generation completely

dominates over buoyancy effects) and (b) ASTD ≈ 0 (ie, virtually negligible buoyancy effects).

In this study, we have computed ASTD based on the WRF model-generated 2 m temperature (T2) and skin temperature (Ts):

ASTD = T2 − Ts. (B1)

For this case, the surface layer is stable (unstable) if ASTD is more (less) than 0.0196 K. In Figures 15-18, the frequency distributions of ASTD

for the members of various superclusters are presented. These figures allow us to investigate if certain clusters have any propensity to occur

under stable, unstable, or neutral conditions. Please refer to Section 4 for our findings in this regard.
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Abstract 
In this work the simulation results of a newly developed meso-microscale coupling 
methodology suited for steady-state computational fluid dynamic models (CFD) are 
compared with mesoscale and standalone microscale simulations at 5 sites. The coupling 
methodology uses averaged fields of wind speed and potential temperature simulated by 
the Weather Research and Forecasting model as boundary and initial conditions for the 
CFD model. In complex terrain, the coupled model reproduces the measured vertical 
profiles of horizontal wind speed better than the standalone microscale model or the 
mesoscale model. The coupled model also performs better in the horizontal extrapolation 
of measurements in complex terrain. In simpler terrain, it is beneficial to use the coupled 
model when the focus is on areas located downstream of even small terrain features. 
Otherwise, the mesoscale simulations perform as good or better than the coupled model.  

 

Keywords: RANS, WRF, Boundary conditions, Mesoscale models, WindSim, 
Atmospheric stability.  

 

1. Introduction 
The main goal of wind resource assessment (WRA) is to find the windiest places within an area 

of interest. The industry does this by carrying out measurements at different locations in the 

area and at different heights. Since it is not possible to measure the wind at each point of an 

area, measurements are required to be extrapolated. Such extrapolation is typically conducted 

by means of numerical wind flow models, which are designed to predict the spatial changes in 

the wind due to the orography. Among the wind flow models used for this purpose in the wind 

industry, the steady-state Reynolds-averaged Navier–Stokes (RANS) models are currently one 

of the most advanced.1 RANS models are computational fluid dynamics (CFD) models, which 

have proven to be more accurate than other popular WRA models as for example linear models, 

especially in complex terrain.2 Despite the existence of more advanced microscale CFD 



 

models, like unsteady RANS or large eddy simulations, steady-state RANS models are still 

preferred in the wind industry due to their reasonable use of computational resources.3 

 

RANS models consist of a set of governing equations which are derived from time-averaging 

the fundamental equations that describe the motion of fluids. The steady-state version of RANS 

provides a description of how the wind changes in space, but not in time, which is sufficient 

for WRA. The model provides a flow solution for a given set of boundary conditions. A 

common practice in the wind industry is to use 12 to 36 different boundary conditions, each 

with a different wind direction. These boundary conditions are commonly computed according 

to analytical formulas derived from the Monin-Obukhov similarity theory (MOST).4 Despite 

that this has generally been a successful approach, it has important limitations in areas with 

presence of complex weather systems or mesoscale wind flow circulations, where the wind 

conditions do not follow this analytical formulation. These shortcomings are commonly 

addressed with the use of mesoscale meteorological models (MMM). MMM are capable of 

reproducing mesoscale flow patterns that are relevant for the assessment of the wind resource, 

like low-level jets, land-sea breeze or mountain-plain circulation systems. Because of the 

physical assumptions made in MMM, they can only obtain horizontal resolutions down to 

approximately 1 km. This resolution is insufficient for wind farm design, especially in sites of 

high terrain complexity, which are becoming increasingly more common as most flat sites are 

already developed. 

 

The limitations that MMM present for WRA in complex terrain has motivated the coupling of 

these models with microscale models. In the literature this approach is referred to as mesoscale-

to-microscale coupling (MMC). As discussed by Durán et al. (2019),5 MMC models are widely 

studied for planetary boundary layer modelling, wind energy and urban wind flow applications. 

Nevertheless, little focus has been given to the coupling of steady-state microscale models. Of 

the few studies that used a steady-state microscale model and that are focused on wind energy, 

most use analytical boundary conditions and then scale the simulated wind flow by mesoscale 

wind speed values.6,7 This approach can be used for having a first idea about the site conditions 

if measurements are not available. Therefore, it does not replace the typical WRA scenario in 

which at least one measurement point is available. In addition, the simulated flow does not 

include mesoscale features nor the atmospheric stability conditions in the mesoscale 

simulation. The presented coupling approach contributes in filling this gap by transferring the 



 

wind and temperature conditions simulated by the MMM as boundary conditions (also referred 

to as direct MMC8) to a steady-state microscale model for WRA purposes. 

 

Direct MMC between transient simulations (like MMM) and a steady-state microscale model 

has to be conducted by running the latter with certain mesoscale fields obtained from the 

transient simulation. In principle, one should utilize sufficient mesoscale fields to represent the 

most frequent states of the atmosphere. Therefore, the problem resides in the procedure utilized 

to carry out this selection. The work of Duraisamy et al. (2014)9 deals with this by clustering 

the mesoscale fields using k-means, obtaining 64 fields. This number of mesoscale fields (and 

therefore microscale simulations) is still computationally too demanding for the context of 

wind energy consultancy. In the present paper, we use a much simpler procedure which results 

in less microscale simulations per site. The procedure is validated for 5 different sites presented 

in Section 2. The direct MMC methodology used in this study continues the work of Durán et 

al (2019),5 introducing certain corrections for the coupling of the potential temperature. Further 

details of the MMC approach are given in Section 3. Finally, the simulation results are 

discussed in Section 4, and the achievements and limitations of the methodology is summarized 

in Section 5. 

 

2. Experimental set-up 
In the following subsections, the validation sites as well as their corresponding datasets are 

presented. For each site, three types of datasets are available: 1) Onsite wind measurements 

used to validate the microscale model results, 2) time series of 3-D mesoscale fields, and 3) 

elevation, forest and roughness maps used to build the digital microscale model. In addition, 

details about the mesoscale and the microscale simulations are provided. At the end of the 

section, the validation metric used to compare the results is explained. 

 

2.1. Validation sites 

A total of five sites are used in the validation study (see Table 1). These sites belong to 

commercial wind energy generation projects and therefore details about their name, 

coordinates and wind speed values are not disclosed. Of the five sites, two are slightly complex 

with a marked diurnal cycle of wind and temperature (CL and CK), two are flat with stable 

atmospheric conditions (CA and PL) and one has very complex terrain (CM). 



 

 
Table 1. Characteristics of the validation sites used in this study. 

Name Location Terrain Meteorological conditions Wind measurements 
CM Southern Cone Very complex, 

forested 
Near-neutral to atmospheric 
stable conditions 

3 meteorological masts 

CA North America Flat Very stable atmospheric 
conditions 

6 meteorological masts 

CL Southern Cone Semi-complex Strong day-night cycle  1 meteorological mast 
3 LiDAR 

CK Southern Cone Flat ramp Strong day-night cycle 2 meteorological masts 
3 LiDAR 

PS Southern Cone Flat, forested Near-neutral to stable 
atmospheric conditions 

2 meteorological mast 

 

Wind conditions at the sites have been monitored through cup anemometers mounted on 

meteorological masts and/or Light Detection and Ranging (LiDAR) systems (See Table A1 in 

the Appendix for detailed monitoring information per site). For the monitored time periods, 

ten-minute averages of horizontal wind speed and wind direction are available. In Figure 1, the 

wind rose for one of the instruments at one selected height is presented for each site. Most of 

the sites used in this study have one to three very dominant wind directions. The only exception 

is CA, which has a more spread distribution.  

  

 
Figure 1. Wind roses at the studied sites. At the top of each panel, the name of the instrument and the 
height used to compute the wind rose is displayed. 
 

 



 

2.2. WRF simulations 

In this study, WRF version 3.7.110 is forced with the ERA-5 reanalysis dataset with a model 

spin-up time of 12 hours. One-year worth of data is produced for each site. The simulated 

timespan was selected in order to cover the longest concurrent measured period among all 

measurements in the site (Table 2). Four nested domains with one-way coupling are used in 

the simulation. Domains 1, 2, 3 and 4 employ a horizontal resolution of 27 km, 9 km 3 km and 

1 km, respectively. Grid nudging is activated for model levels above the vertical level 23 (≈2 

km). The integration time-steps are 180 s, 90 s, 45 s, and 15 s for domains 1, 2, 3 and 4, 

respectively. In all the domains, 51 vertical levels are used, with the highest resolution towards 

the ground. The lowest model level is at ∼8 m above ground level (a.g.l.) and approximately 6 

vertical levels are below 140 m a.g.l. The output is stored every hour for the domain 4. 

 
Table 2. Timespan of the WRF simulations conducted for each site. 

Site Simulated period (month/year) 
CM 01/2014 – 12/2014 
CA 04/2016 – 03/2017 
CL 12/2015 – 12/2016  
CK 10/2013 – 10/2014 
PS 10/2015 – 10/2016 

 

The following physics parameterizations are utilized: (i) land surface: Noah scheme;11 (ii) 

shortwave and longwave radiation: Rapid Radiative Transfer Model for Global Climate Models 

scheme;12 (iii) microphysics: WRF Single-Moment 5-class scheme13; (iv) cumulus: modified 

Kain-Fritsch scheme (only for domains 1 and 2)14; and (iv) planetary boundary layer (PBL) 

scheme: Mellor-Yamada-Nakanishi-Niino level 2.515. 

 

2.3. Microscale steady-state CFD model 

The WindSim software is used to simulate the wind flow in the microscale model domain. 

WindSim’s CFD model is based on RANS equations for momentum, turbulence and 

temperature, assuming steady-state and incompressible flow.16,17 The standard #–$ model18 is 

used as a turbulence closure. Forest is modelled as formulated by Sanz (2003).19 Thermal 

effects are taken into account in both the momentum and the turbulence equations of the model. 

In the latter, a source/sink term is added, which corresponds to the buoyant turbulence 

production 
- and is calculated as follows: 



 


- = − ��!"�� � ���R  (1) 

 

For very stable conditions AS"ST ≫ 0D, Equation (1) prevents sufficient generation of turbulence 

in the model. For this reason, 
- is in this study limited by 
- = max(678� 
*, 
-) in the 

turbulent kinetic energy (TKE) equation and by 
- = max(0, 
-) in the TKE dissipation rate 

(EDR) equation.20,21 Here 
* is the shear production of turbulence and 678 = 0.25 for the 

model constants used in WindSim.16 

 

Details of the microscale digital terrain models of the validation sites are presented in Table 3. 

For some sites, a variable horizontal resolution was used, with a coarser resolution towards the 

boundaries of the domain and finer resolution towards the area of interest. The extent of the 

domain and its grid resolution were chosen following the recommendations of the software 

provider. In general terms, the horizontal resolution was set according to the complexity of the 

terrain and the vertical extent of the grid is chosen to prevent blocking effects that could 

artificially accelerate the wind flow. The vertical resolution of the grid is refined towards the 

ground, having more than 8 levels within the first 100 m. 

 
Table 3. Details of the terrain digital model used for the microscale simulation for each studied site. 

Site Domain 
extent (km) 

Horizontal 
resolution (m) 

Vertical 
extent (m) 

Vertical 
levels 

Dataset 
Elevation Land cover 

CM 18.7 x 12.1 20 – 128 4000 50 
LiDAR campaign, 
commercial source, 
SRTM 

GLC30 

CA 22 x 23 50 1000 22 CDED1 NLCD 2001 

CL 13.6 x 10.2 40 2000 60 
LiDAR campaign, 
WorldDEM TM, 
SRTM 

Constant value 

CK 11 x 20 40 – 170 4000 60 SRTM Constant value 

PS 16 x 16 40 – 160 1000 60 
LiDAR campaign, 
WorldDEM TM, 
SRTM 

WorldDEM TM 

 

Data about the elevation of the sites was obtained from the Shuttle Radar Topography Mission 

(SRTM)22 or the Canadian Digital Elevation Data Level 1 (CDED1)23 databases. For most sites, 

the SRTM dataset was combined with commercial digital terrain models and aerial LiDAR 

surveys. The roughness length and forest model were prescribed according to the land cover 

data obtained from the GlobeLand30 (GLC30) dataset,24 the US National Land Cover Database 

(NLCD) 2001,25 commercial sources or a combination of these. In some cases, a constant 



 

roughness value was used across the domain. The roughness maps of the sites were adjusted 

by visual inspection from satellite imagery and/or visits in terrain. 

 

2.4. Validation metric 

Steady-state wind flow models are used in WRA to extrapolate observational data to potential 

locations of wind turbines. This extrapolation is conducted by multiplying the measured wind 

speeds at the observational point by a factor, the so-called speed-up ratio (<�). The <� is 

predicted by the model and is calculated as: 

<�(6, M) = ���N (2) 

Here �N and �� correspond to the simulated wind speed at a reference (6) and a target (M) 

location, respectively. When conducting wind energy estimations, 6 corresponds to a 

measurement point and M to a potential wind turbine location. Since real terrain is typically 

asymmetric, the <� values are dependent on the direction of the wind. Therefore, one <� is 

obtained per simulated wind direction which is denoted as <�V(6, M), where � is the direction 

of the wind. In practice, the wind direction at 6 will not be the same as at the inlet of the 

simulation domain. Therefore, for each timestep the <� is calculated by interpolating the <�V(6, M) of the two simulated directional sectors that have wind directions at 6 that are 

closest to the measured one. It is assumed that the speed up ratios are independent of the wind 

speed values, which holds true for most operational conditions of wind turbine generators.26,27 

 

To evaluate the ability of the models to accurately extrapolate observations, the crosscheck 

prediction error O
P is utilized, which is defined as: 

O
PV(6, M) = <�V(6, M)�������������� �NV����� − ��V�������V�����  
(3) 

In this case, 6 and M correspond to a reference and a target measurement, respectively. One 

value of O
PV(6, M) is obtained per pair of measurements and per wind direction. In order to 

facilitate the analysis of the O
Ps, their absolute values are averaged per directional sector, 

obtaining the absolute crosscheck prediction errors:  

WO
PV = ∑ |O
PV(6, M)|N,�∈Z;N\�  ]Z  
(4) 

Here M is the set of observational points used to compute the errors and ]Z is the total number 

of observational points. 



 

  

3. Boundary conditions of CFD simulations 
For WindSim’s CFD model, boundary conditions for wind velocity components (�^, �_, �T), 

potential temperature �, TKE and EDR have to be prescribed for each of the selected wind 

directions. Simulations in which analytical formulations of these boundary conditions are used, 

will hereafter be referred to as “standalone” simulations. For the coupled simulations, these 

boundary conditions will instead be prescribed according to the output obtained from the 

mesoscale model. In the following subsections, details of how these boundary conditions are 

prescribed for each case are provided. 

 

3.1. Standalone boundary conditions 

For standalone simulations, analytical formulations are used to compute the boundary 

conditions, assuming a certain wind direction for the wind velocity vector. These formulations 

correspond to vertical profiles that are derived from the Monin-Obukhov similarity theory4 and 

from the work of Han et al. (2000).28 The calculation of horizontal wind speed ��= @�'̂ + �_'� 

is used to then prescribe �^ = � cos(B) and �_ = � sin(B), with B = arctan `b`d . The vertical 

component is simply prescribed as �T = 0. Further details of the equations for �, �, TKE and 

EDR are presented in Durán et al. (2019).5 

 

The boundary conditions of standalone simulations take into account the atmospheric stability 

by the Monin-Obukhov length e. Varying e changes the shape of the vertical profile of �, �, 

TKE and EDR. For  |e| ≥ 1000 the atmospheric stability is considered to be neutral. Outside 

of this range, e > 0 (e < 0) correspond to stable (unstable) conditions. In Table 4, the values 

of e used for the standalone simulations for each of the studied sites are presented. Another 

variable that has an important effect on the prescribed vertical profiles is the PBL height ℎ 

(Table 5). It is known that e and ℎ are correlated, where stable (unstable) values of e correspond 

to smaller (higher) values of ℎ. The values of Tables 4 and 5 were chosen according to the 

observed conditions at each site. 

 



 

Table 4. Values of k used to compute the boundary conditions of the standalone microscale simulations.  

 
 
Table 5. Values of l used to compute the boundary conditions of the standalone microscale simulations. 
Higher values are colored darker.  

 
 

3.2. Meso-to-microscale coupling simulations  

The procedure to generate boundary conditions for the coupled simulations consists of two 

steps. First, the mesoscale timesteps are averaged by their wind direction. Secondly, the 

averaged mesoscale fields (one per selected wind direction) are transferred to the microscale 

model. Further details for both procedures are provided in the following subsections. 

 

3.2.1 Computation of representative atmospheric conditions 

Representative atmospheric conditions are generated by averaging the mesoscale fields for 

each of the selected wind directions. It is expected that such an approach can capture the mean 

or most predominant wind condition, like wind shear, wind veer and atmospheric stability, at 

the site for a given wind direction. First, all the mesoscale timesteps are filtered out for which 

the average wind speed is below 3 m/s for all grid points within the microscale domain and 

between 75 and 100 meters a.g.l. With this criterion it is possible to disregard timesteps which 

are not of interest for the wind energy generation. After the filtering, the remaining timesteps 

of the mesoscale simulation are classified according to their wind direction (Figure 2a). Given 

that within a mesoscale field the wind may have different directions at different locations, there 

is not a unique way to classify the timestep. In this study, the wind direction of the mesoscale 



 

field corresponds to the average wind direction of all mesoscale grid points that are closest to 

the inlet of the microscale domain and that are between 60 and 160 meters a.g.l. 

 

 

 
Figure 2. Averaging procedure to generate representative mesoscale fields per wind direction. 

 

Mesoscale fields corresponding to the same directional sector are averaged to produce one 

mesoscale field per wind direction (Figure 2b). The variables of the mesoscale field that are of 

interest for the coupling procedure are �^, �_, �T, � and ℎ. The variables �^ and �_ are not 

directly averaged. Instead �  and B are separately averaged to then compute the average 

horizontal components of the wind as �L^ = �� cos�B̅� and �L_ = �� sin�B̅�. This is to prevent 

the wind from being misrepresented due to the variability in the wind direction between the 

timesteps. In the case of the potential temperature, the values of G� =  � − �� and �� are 

averaged, where �� corresponds to � at the lowest vertical level. Then, the average potential 

temperature field is computed as �̅ =  G����� + �̅�. This way, the information about the 

atmospheric stability (contained in G�) is not distorted by the absolute temperatures. �T and ℎ 

are directly averaged. 

 

The proposed procedure works well for not too stable atmospheric conditions. When the 

atmosphere is very stable the obtained averaged potential temperature gradient in the lowest 

few hundred meters can be quite high (Figure 3). That leads to very low TKE values in the 

CFD model and unrealistic low mixing between the atmospheric layers. In a real observed 

stable boundary layer that would not occur as there is still some sporadic and patchy mixing.29 

This is a transient phenomenon that a steady-state CFD model cannot reproduce. Therefore, to 



 

obtain a higher vertical mixing in the CFD model, a filtering strategy to the WRF temperature 

fields with stably stratification is proposed in order to average only some of the ∆� fields. The 

filtering of each averaged mesoscale field is conducted as follows: 

1. The Monin-Obukhov length of each mesoscale timestep e(p) is calculated at the middle 
of the microscale domain by means of the gradient method30 using the two lowest 
vertical levels. 

2. The mean Monin-Obukhov length per directional sector is calculated as: 

eq = u∑ � 1e(p)�  v∈�w]V y
z/

 

Here MV corresponds to the set of mesoscale timesteps with wind direction, where ]V 
is the number of timesteps at sector �.  

3. Using eq and the average mesoscale wind speed at the two lowest vertical levels 
(typically @ 10 and 30 m) in the middle of the domain in the MOST equations, a value 
of the mean potential temperature gradient ∆�v{ is calculated for each sector. 

4. Mesoscale timesteps of ∆� fields are averaged in such a way that the averaged field has 
a potential temperature at the middle of the microscale domain ∆�q�? which is close to ∆�v{. The selection of the ∆� fields starts from ∆�q�?(R) values closer to zero to higher 
values. R is selected in such way that there is a good agreement close to the ground 
between an analytical profile and the averaged vertical profile of potential temperature 
(Figure 3). 

 

 
Figure 3. Vertical profiles of wind speed and ∆J at the middle of the microscale domain at the CA site for 
sector 270°. 
 

 



 

3.2.2 Coupled boundary conditions 

After representative mesoscale fields are computed for each directional sector, they are 

transferred to the microscale model as boundary conditions. This is done by interpolating the 

3-D mesoscale fields of �^, �_, �T and � onto the microscale grid. Cubic spline, and after that, 

bilinear interpolation is utilized for vertical and horizonal directions. Cubic spline 

interpolations for �^, �_, �T are conducted with respect to the height a.g.l, while for � the 

interpolations are conducted with respect to the height a.s.l. instead. TKE and EDR are 

prescribed using the same analytical formulations as for the standalone model using the values 

of e that are obtained by the gradient method30 with the two lowest vertical levels of the 

mesoscale field and the interpolated ℎ. For some grid points of the mesoscale field, it may not 

be possible to calculate e with this method.31 In these cases, e is computed from the inverse of 

the average 1/e of the surrounding grid points. 

 

A few grid cells of the microscale domain may be located under the lowest vertical level of the 

mesoscale field. For these grid points, the values are vertically extrapolated using the MOST 

equations and horizontally interpolated with the bilinear method. Similarly to Veiga et al. 

(2016),32 mass conservation is enforced by correcting the normal velocities at the boundaries 

of the domain. Further details of the equations used in this subsection are provided by Durán 

et al. (2019).5 

 

 

4. Results 
Five different modeling set-ups are compared, which are defined in Table 6. Twelve equidistant 

directional sectors are simulated for each set-up. An advantage of the coupled simulations 

compared to the standalone simulations is that there is no need for assumptions made about the 

boundary conditions. This is an advantage for modelers as the proper setting of the physical 

parameters of analytical boundary conditions may require a tuning phase, which can be  

difficult in sites with complex weather patterns. Furthermore, in coupled simulations it is 

possible to prescribe atmospheric stability, wind shear and wind veer that varies within the 

microscale domain. 

 

 



 

Table 6. Different model set-ups for all sites. 

Result name Description 
WRF-Av Directionally averaged WRF simulations 
WS Standalone WindSim simulations 
CPL-NT Coupled simulations without thermal effects 
CPL  Coupled simulations 
CPL-FT Coupled simulations with filtered temperature 

 

The directionally averaged WRF results (WRF-Av) correspond to the mesoscale data without 

downscaling. They are used as reference case to decide if there is an improvement when 

downscaling these averaged fields with the CFD model. The standalone WindSim results (WS) 

are used to judge if the coupled approaches are better than the common way steady-state RANS 

models are run for WRA. Three coupled approaches are compared, one with neutral 

atmospheric conditions (CPL-NT) and two with temperature coupling (CPL and CPL-FT). The 

CPL approach uses the � fields directly, while the CPL-FT approach uses a filtered � field, as 

described in subsection 3.2.1.  

 

4.1. Downscaling of mesoscale wind flow patterns 

A major motivation for using coupled models is the interest in downscaling mesoscale weather 

patterns. In this study, the ability to downscale three wind patterns are investigated: horizontal 

wind speed patterns, strong horizontal wind turning and low-level jets (LLJ). These patterns 

were reproduced by the mesoscale model and then downscaled in the coupled simulations. 

 

4.1.1 Horizontal wind field patterns 

In Figure 4, the horizontal planes of wind speed are presented for each of the model set-ups in 

Table 6. For the directional sector 150°, the WRF-Av result shows a wind speed pattern with a 

low wind area in the southern part of the CM site and a high wind speed area at the northern 

part of the site. This wind speed pattern is sustained in the CPL and CPL-FT results, which 

modify the WRF-Av pattern by simulating more detailed flow features caused by the more 

detailed orography. The CLP-NT simulation sustains the WRF-Av pattern only close to the 

western boundary of the domain, but it is not kept at most of the site. This suggests that the 

inclusion of atmospheric stability effects in the CFD model is necessary in complex terrain to 

properly downscale the mesoscale pattern. By comparing the coupled simulations with the WS 

simulation, it is clear that the wind speed patterns in the CPL simulations are produced by the 



 

information provided by the mesoscale. At the southern part of the domain, the WS simulation 

has much higher wind speeds in the southern part than the WRF-Av and CPL simulations. 

 

 
Figure 4. Horizontal planes of wind speed @ ⁓100 m from sector 150° at the CM site for the model set-ups 
in Table 6. The black lines in the map correspond to the contour lines of terrain elevation for every 50 m. 
 

4.1.2 Horizontal wind turning 

Mesoscale models are capable of reproducing horizontal wind turning that is caused by a 

combination of factors like atmospheric stability, Coriolis force, horizontal pressure gradients 

and/or baroclinity effects. The coupled models can downscale these wind direction shifts into 

the microscale flow field (Figure 5). Without coupling, microscale models are only capable of 

reproducing wind turning induced by the complexity of the terrain and by atmospheric stability. 

This limits the wind turning that can be modelled by standalone microscale models compared 



 

to mesoscale models. Therefore, it is important that the coupled model is capable of properly 

downscaling the wind turning simulated in the mesoscale model. 

 

 
Figure 5. Horizontal planes of wind speed @ ⁓100 m from sector 300° at the CK site for the model set-ups 
in Table 6. The black arrows indicate the direction of the wind. The black lines in the map correspond to 
the contour lines of terrain elevation for every 50 m. The result CPL-FT is not displayed as it is identical 
to CPL. 
 

In Figure 5, the wind turning is downscaled by the CPL-NT and CPL results. Since there are 

not any complex terrain features at the site, the WS result is not capable to produce wind turning 

at all. In the case of CPL-NT, the wind turning is similar to the WRF-Av pattern except at the 

southern part of the site, where no turning is produced. The CPL wind turning pattern is very 

similar to the one produced by the mesoscale model. This indicates that the coupling of 

potential temperature is important to reproduce the wind turning simulated by the mesoscale 

model in the microscale model. 

 

4.1.3 Low-level jets 

LLJs cause strong changes in wind shear over small parts of the lower atmospheric boundary 

layer which translates into high loads on the wind turbines. It has been reported that the WRF 

model can reproduce LLJs.33,34 The coupled models that consider thermal effects are able to 

downscale the LLJ shape produced by the WRF for the CK site (Figure 6). The LLJ pattern 

cannot be simulated using the analytical boundary conditions, as shown in the WS result. In 

the case of CPL-NT, the LLJ shape is barely visible, which confirms the importance of thermal 

effects in order to reproduce LLJs. For CPL the LLJ appears to be wider and more elongated 

than in WRF-Av. 



 

From the above results, assuming that the mesoscale model can reproduce the height and shape 

of the LLJ properly, it is expected that the performance of the coupled model would be better 

for vertical wind speed extrapolation than a standalone approach. It has been shown that despite 

that WRF models can reproduce the location and time of LLJs, they typically fail in 

reproducing the height and jet speed.33 Here a coupled model might improve the results. For 

this study, the measured heights at CK are not high enough to validate the LLJ. 

 

 
Figure 6. Vertical planes of wind speed from sector 0° at the CK site for the model set-ups in Table 6. The 
black line corresponds to the terrain height of their corresponding digital terrain model. The vertical 
plane is located approximately at the middle of the domain and spans from north to south. The CPL-FT 
result is not displayed as it is identical to CPL. 
 

4.2. Validation results 

The accuracy of the model set-ups to extrapolate the measurements in the horizontal and 

vertical direction are evaluated by means of calculating the WO
PV values explained in section 



 

2.4. In general, the vertical extrapolation results of the WRF simulations (WRF-Av) are 

improved when they are downscaled by a coupled model (Figure 7). This improvement is very 

consistent for complex (e.g. CM) and semi-complex sites (e.g. CK and CL). For CA, which is 

very flat and very stably stratified, the WRF-Av result performs better, but nevertheless with 

small differences compared with coupled results. In the case of horizontal extrapolation, the 

coupled models perform better for complex terrain. However, for the rest of the sites the 

performance of the results depends on the site. As expected, the performance of the coupled 

models depends on the performance of the mesoscale simulation. This means that the 

improvements that a coupled model can provide will necessarily depend on the quality of the 

WRF modelling. This is especially important to consider for directional sectors with low 

occurrence. As shown in Figure 7, sectors with low frequency (< ⁓10%) tend to have higher 

crosscheck prediction errors. 

 

 
Figure 7. Left and center panels: comparison of crosscheck error prediction errors between coupled, WRF-
Av and WS simulations. Right panel: dependence of horizontal errors with the occurrence of the directional 
sector for WRF-Av simulations. 
 

Differences between coupled and standalone simulations for vertical extrapolations are 

relatively small, as the latter uses analytical profiles whose parameters were adapted to the 

observed profiles. In some sectors, the WS simulations is not able to reproduce the non-

analytical shapes observed, like for example very high wind shears at CA or very low shear 

profiles observed at CL. In the case of horizontal extrapolations, the coupled models perform 



 

better than the WS simulation for most sectors. Depending on the sector, these differences are 

product of improper atmospheric stability conditions in the standalone model (due to limited 

information) or due to the influence of mesoscale patterns that are very different to the 

analytical formulations. Further details of the simulation results are discussed in the following 

subsections. In order to facilitate the discussion, only directional sectors with a frequency 

higher than 5% are discussed. 

  

4.2.1 Horizontal extrapolation errors 

The average of the absolute values of the horizontal crosscheck prediction errors (WO
PV) for 

the main wind directions are shown in Figure 8. The error calculation is conducted using all 

the available measurements at the selected height. This height is chosen to be the highest 

common measurement height for all the measurement locations at the site. 

 

 
Figure 8. Horizontal crosscheck prediction errors for the main wind direction sectors at the studied sites. 
The site and the height a.g.l. used to compute the errors is indicated in the top-left corner of each panel. 
 

For most sectors in CM, the results of the coupled simulations are as good or better than the 

WRF-Av, showing the benefits of using a model with higher resolution in complex terrain. The 

only exception is the CPL-NT simulation, which is expected as thermal effects influence the 

wind flow in complex terrain and under stable atmospheric conditions. For the sectors 150°, 

180° and 300° (23%, 22% and 11% of occurrence, respectively) the CPL and CPL-FT 

simulations seem to successfully downscale the mesoscale pattern, as previously presented in 

Figure 4. CPL-FT also performs well in sector 0°, while CPL does not. Most of the error of the 

CPL results at 0° is due to underestimated wind speeds at the flat area in the center of the 

domain compared to the wind speed modeled at the top of the ridges located at ⁓6 km and ⁓13 



 

km east of the flat area, where measurements are located (Figure 9). Despite that the errors in 

sectors 300° and 330° are similar for WRF-Av and CPL, the latter has the advantage of 

including finer features in the wind flow (Figure 9). WS results also present finer features and 

better performance in most of the main sectors compared to WRF-Av. Nevertheless, it is not 

as good as the CLP and CPL-FT results, which highlights the importance of the mesoscale 

effects at this site. 

 

 
Figure 9. Horizontal planes of wind speed @ 80 m from sectors 0° (left panels) and 330° (right panels) at 
the CM site for the results in Table 6. The black lines in the map correspond to the contour lines of 
terrain elevation for every 50 m. 
 

 



 

At the CA site, the WRF-Av results have in general the best performance, while the CPL results 

have the worst performance. The bad performance of the CPL results is caused by very stable 

atmospheric conditions that are transferred from the mesoscale. As a consequence, turbulence 

is too low in the microscale model (Figure 10), preventing the transfer of momentum 

downwards and causing a decrease of wind speed close to the ground inside the domain  (Figure 

11). This problem is slightly compensated when using the filtered potential temperature field 

in the CPL-FT results. By completely ignoring the potential temperature, as in CPL-NT, this 

problem disappears. For some sectors, like 150°, the WRF-Av reproduces a complex wind 

pattern which is not maintained by neither the CPL nor the CPL-FT model (Figure 11). It is 

also not possible to reproduce these kinds of patterns with analytical boundary conditions as in 

WS. 

 

 
Figure 10. Horizontal planes of TKE @ 60 m from sector 270° (bottom panels) at the CA site for the 
coupled results. The black lines in the map correspond to the contour lines of terrain elevation for every 
50 m. 

 



 

 
Figure 11. Horizontal planes of wind speed @ 60 m from sectors 150° (top panels) and 270° (bottom 
panels) at the CA site for the set-ups in Table 6. The black lines in the map correspond to the contour 
lines of terrain elevation for every 50 m. 
 

In the CL site the horizontal patterns of wind speed vary significantly between the WRF-Av 

results and the other results that use the microscale model. Even for the coupled results, the 

wind field is considerably modified in the northeast part of the site, where an area of relatively 

high wind speeds in the WRF-Av is not reproduced by the other models. These differences are 

due to the fact that the microscale model is only able to maintain mesoscale patterns which are 

enforced from the inlets of the domain. Mesoscale patterns which are only visible inside the 

microscale domain or at the outflow boundaries are difficult to maintain in the CFD model. In 

addition, the wake of the hill at the center of the domain, modifies the microscale wind pattern 

for sectors 270° and 330° (58% and 25% of occurrence, respectively) at the eastern part of the 

domain compared to the WRF results. Despite that different wind flow patterns in CL are 

produced by the different models, their performance in terms of crosscheck prediction error is 

very similar, as the wind speed does not vary a considerable between the models in the area 

where measurements are available. 

 



 

 
Figure 12. Horizontal planes of wind speed @ 80 m from sectors 270° (top panels) and 300° (bottom panels) 
at the CL site for the set-ups in Table 6. The black lines in the map correspond to the contour lines of 
terrain elevation for every 50 m. 
 

In the sector 0° at CK (40% of occurrence) the different models have similar performances. 

Despite that their wind speed patterns have important differences, all of them present near-

constant wind speed values within the middle part of the domain, where measurements are 

available (top row of Figure 13). The CPL-NT simulation has the highest error, which is caused 

by a stronger wind speed gradient over this part of the domain. Similar to the CM site, this 

confirms the importance of transferring the potential temperature when stable conditions are 

present at non-flat sites. For the sectors 180°, 210°, 240° and 330° the WRF-Av fields at CK 

present complex mesoscale circulations with strong wind direction changes (like in Figure 5), 

while also obtaining the lowest horizontal extrapolation errors (except for sector 240°). For 

these sectors the coupled models were not capable of maintaining the mesoscale features in the 

wind flow. In the case of sector 240°, the results using the microscale model have the best 

performance since they take into account the effect of the river located in the western part of 

the site (bottom row of Figure 13). 

 



 

 
Figure 13. Horizontal planes of wind speed @ 65 m from sectors 0° (top panels) and 240° (bottom panels) 
at the CK site for the set-up in Table 6. The black lines in the map correspond to the contour lines of terrain 
elevation for every 50 m. The CPL-FT results are not displayed as they are identical to CPL. 
 

At most simulated sectors of PS, the errors are relatively small for all models, except for WS. 

This suggests that this site is significantly influenced by mesoscale effects. For sector 0° (22 

% of occurrence) the downscaled models have small crosscheck prediction errors, with CPL 

and CPL-NT having the smallest errors. These models perform better than the others as they 

produce near-constant wind speed in the center and center-left part of the domain. In the case 

of CPL, the wind pattern is influenced by the blocking effect produced by the ridge that extends 

from the south to the east part of the site. In the case of CPL-NT the pattern looks similar to 

the WRF-Av result, but with more detailed features of the terrain. For sector 150° (6 % of 

occurrence) the modelled effect of the same ridge determines the performance of each model. 

In this sector, the simulations that consider atmospheric conditions closest to neutral (CPL-NT 

and CPL-FT) have very small errors. The opposite is true for the WS and CPL results. 

 

 



 

 
Figure 14. Horizontal planes of wind speed @ 100 m from sectors 0° (top panels) and 150° (bottom panels) 
at the PS site for the set-ups in Table 6. The black lines in the map correspond to the contour lines of terrain 
elevation for every 50 m. 
 

4.3.1 Vertical extrapolation errors  

Vertical crosscheck prediction errors are calculated to evaluate the vertical extrapolation of the 

models. These values provide a quantitative metric of the similarity between the measured and 

modelled vertical profiles. The validation results are presented in Figure 15. In addition to the 

crosscheck prediction errors, some of the vertical profiles of wind speed are shown in Figure 

16. 

 

 
Figure 15. Vertical crossprediction errors of the main sectors at the studied sites. The name of the site is 
indicated in the top-left corner of each panel. 



 

 

 
Figure 16. Measured and simulated vertical profiles of wind speed. The name of the measurement 
instrument and the wind direction sector are indicated at the upper-left corner of each panel. 
 

For the CM site (complex terrain), the results that use the microscale model have the best 

performance, except for CPL-NT. As expected for neutral simulations, CPL-NT produces wind 

profiles with too low shear compared with the simulations which consider non-neutral 

conditions. This underlines that in order to better reproduce the wind shear under these 

conditions it is not sufficient to use a finer grid resolution but also to have proper atmospheric 

stability conditions in the model. The CPL and CPL-FT results perform even better than the 

WS model, thus suggesting that the inclusion of mesoscale forcing enhances the model. The 

CPL and CPL-FT model are even able to correct the incorrect shear from the WRF model (see 

CM in Figure 16).  

 

CA (flat terrain) is the only site where the WRF-Av performs consistently better than the other 

models in terms of the vertical crosscheck prediction error. Depending on the atmospheric 

stability of the sector, the other models have slight error differences. The WRF-Av results 

reproduce well the shear at heights above 30 m. Nevertheless, below this height, the shear is 

overpredicted. It is expected that the WRF-Av result is worse at lower heights, where the 

influence of the terrain is higher. Similar as in CM, the wind profiles of the CPL-NT 

underpredicts the simulated shear, while the models that use the downscaled potential 

temperature (CPL) perform better. The CPL-FT result, which is in between CPL-NT and CPL 

in terms of atmospheric stability, is also in between those in terms of vertical extrapolation 

errors. 

 



 

At CL, the CPL-NT vertical cross-prediction results are consistently better than the other 

modeling approaches. This site has a combination of unstable and stable atmospheric 

conditions because of a marked diurnal cycle. The coupled models that account for stability 

(CPL and CPL-FT) are slightly worse compared with the WRF-Av results. This indicates that 

the potential temperature fields in the microscale model might not be adequate due to the 

averaging of very different atmospheric conditions. The WS results are not capable of 

reproducing the wind speed vertical profiles for sectors where the shear does not follow an 

analytical shape. As shown in Figure 16, the measured profile in CL appears to have high shear 

below 20 m and then a constant speed up to 100 m. Above this height the wind has a negative 

shear. This kind of complex shapes are only possible to obtain with a mesoscale or a coupled 

model. 

 

At CK the vertical cross prediction errors are relatively low for the most frequent sectors 

independent of the model. For the westerly directional sectors, the microscale models are 

performing slightly better than the mesoscale model. As discussed in subsection 4.2.1, this is 

probably a consequence of the explicit modeling of the terrain features around the river by the 

microscale model. The CPL and CPL-FT results have the worst performance for sector 0°, 

while the CPL-NT has the best of all models. This sector is the most frequent one which again 

implies that the averaging of varying atmospheric stability conditions yields an improper 

potential temperature field. It must be noted that the WS results do not have very realistic 

conditions towards the ground for some sectors, e.g. 210° (see CK in Figure 16). The reason is 

that the only way to produce a shear as low as the measured one is to use very unstable 

atmospheric stability values. This produces a low shear at higher heights, which is consistent 

with the measurements. Nevertheless, it produces unrealistic behavior towards the ground. This 

problem does not exist in coupled models as they are capable of using boundary conditions that 

have a low wind shear but with not so unstable atmospheric conditions. 

 

For the south and southeast directional sectors the result using the microscale model and 

thermal effects (WS, CPL and CPL-FT) have the best performance at PS (like sector 180° in 

Figure 16). The site has a small ridge located at the southeast, in addition to stable atmospheric 

conditions. This indicates that the inclusion of atmospheric conditions is relevant to properly 

model the shear if the flow is perturbed by the terrain features. Furthermore, for directional 

sectors where the flow is not disturbed (like 0°) the difference among the models is rather small. 

For some sectors (e.g. 180° in Figure 16) the WRF-Av result underpredicts the shear 



 

considerably. Despite that the coupled models are able to correct this shear, the WS simulations 

better reproduce it for heights higher than 100 m as the profiles follow an analytical shape. 

 

5. Conclusions 
A meso-microscale coupling model was validated using three different approaches regarding 

thermal effects: i) using neutral stratification (CPL-NT), ii) directly downscaling the averaged 

mesoscale temperature field (CPL) and iii) downscaling a filtered potential temperature field 

(CPL-FT). These different coupling approaches yield different wind flow patterns and wind 

speed profiles in spite of utilizing the same boundary conditions for wind speed. This highlights 

the importance of an appropriate transfer of temperature fields from the mesoscale to the 

microscale model when designing coupling strategies. Therefore, any future improvement of 

the discussed modeling approaches should focus on the downscaling of the potential 

temperature and to deliver a temperature field which is in balance with the wind field.  

 

For wind resource assessment studies which want to use this new coupling framework, it is 

recommended to use a combination of the presented coupling set-ups. The choice of the set-up 

will depend on whether the focus is on horizontal or vertical extrapolations of the available 

measurements and on the complexity of the site with regards to orography and atmospheric 

stability conditions of the modelled sector. For vertical extrapolations the coupled simulations 

are in most cases better than the standalone (WS) or mesoscale simulations. For horizontal 

extrapolations at very flat and stable sites, it is better not to couple the potential temperature 

and run with neutral stratification instead (like CPL-NT). For more complex terrain, the use of 

atmospheric stability (like in CPL and CPL-FT) enhances the wind flow simulation for most 

cases. For sites with relatively simple terrain and strong thermal effects, the averaged WRF 

(WRF-Av) performs slightly better than the microscale models. Nevertheless, it has to be noted 

that the mesoscale model cannot model the effect of small terrain features like small valleys, 

rivers, ridges and small hills. This limits the extrapolation capabilities when using mesoscale 

models in practice. In this study there were no measurements sufficiently close to this type of 

geographical features and therefore the validation study might be biased towards “obstacle 

free” locations.  

 

The weakness of the coupled model is clearly in sites where the average atmospheric stability 

is very stable and therefore the turbulence level is too low in the microscale model to maintain 



 

a realistic wind flow pattern. Here the wind has a quasi-laminar behavior, while turbulence 

models like the # − $ standard model are designed for turbulent flow. A possibility is to 

introduce some forcing terms in order to strengthen the mesoscale influence. This may include 

the nudging of the microscale simulations with the mesoscale field, in a similar way as it is 

done for nested WRF models. 

 

The coupling procedure works well for sites where not too many different flow patterns and/or 

atmospheric stability conditions occur in the same wind direction sector. Therefore, sites with 

only few main wind directions can be challenging. Even at directional sectors with equal 

occurrence of stable and unstable conditions, the averaged temperature field will tend to have 

a stable stratification since it is more likely to have big positive values of Δθ than big negative 

ones. The filtering procedure introduced in this study partially deals with this problem, showing 

improved results in flat areas with marked stable conditions. A more robust solution would be 

to split the mesoscale fields according to wind direction and stability conditions. The authors 

of this study are currently investigating the use of machine learning techniques to obtain the 

relevant combinations of wind direction and atmospheric stability present at a site in an 

automated manner. 
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Appendix 

A1 | Details about instruments to measure wind conditions 

In Table A1, detailed information about the instruments utilized to measure the wind conditions 

at the studied sites is presented. For each site, the type of instrument, measured height and 

recorded period, is presented. Each instrument is named according to its site in order to 

facilitate their reference in the study. If the instrument corresponds to a LiDAR, the name 



 

contains the characters “Li”. If it corresponds to a meteorological mast, no extra characters 

were added. 

 

Table A1. Characteristic of the instruments used for monitoring at each validation site. 

Site Instrument 
name Type of instrument Measured Heights a.g.l. (m) Recorded period 

(month/year) 
CA CA1 Meteorological mast 20, 40, 60 12/2015 – 05/2018 
 CA2 Meteorological mast 20, 40, 60 11/2015 – 05/2018 
 CA3 Meteorological mast 20, 60 04/2015 – 05/2018 
 CA4 Meteorological mast 20, 40, 60 02/2016 – 04/2018 
 CA5 Meteorological mast 20, 40, 60 02/2016 – 05/2018 
 CA6 Meteorological mast 20, 40, 60 02/2016 – 05/2018 
 CA_Li1 LiDAR 40, 50, 60, 70, 80, 91, 100, 110, 

120, 130, 150, 180 
04/2016 – 01/2017 

CM CM1 Meteorological mast 30, 50, 66, 80 04/2014 – 11/2019 
 CM2 Meteorological mast 30, 50, 80, 100, 120 12/2017 – 11/2019 
 CM3 Meteorological mast 30, 50, 80, 100, 120 10/2018 – 11/2019 
CL CL1 Meteorological mast 20, 30, 50, 65, 80 01/2014 – 03/2019 
 CL_Li1 LiDAR 20, 40, 50, 60, 70, 80, 100, 120, 

140, 180, 200 
01/2015 – 09/2016 

 CL_Li2 LiDAR 20, 40, 50, 60, 70, 80, 100, 120, 
140, 180, 200 

09/2016 – 10/2017 

CK CK1 Meteorological mast 10, 20, 30, 40, 50, 60 04/2010 – 10/2018 
 CK2 Meteorological mast 30, 50 ,65, 80 10/2011 – 10/2018 
PS PS1 Meteorological mast 40, 60, 80, 100 12/2014 – 11/2019 
 PS2 Meteorological mast 30, 50, 80, 100, 120 11/2018 – 10/2019 
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Abstract 
Utilizing a fully automated classification approach, predominant weather patterns are 
extracted from a simulated mesoscale data. The dependence of these patterns on 
atmospheric stability, wind speed and wind direction are studied. It is shown that the 
probability distributions of these patterns depend on seasons as well as on diurnal cycles. 
The patterns are downscaled using a steady-state computational fluid dynamic model. 
The simulated wind speeds of the mesoscale and downscaled patterns are validated 
against onsite measurements. The future potential of the proposed approach in wind 
resource assessment and in particular for wake modelling, is discussed in this paper 
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1. Introduction 

Current evaluation of wind energy projects heavily relies on the use of steady-state wind flow 

models to estimate the energy production. An assumption widely made in the wind energy 

industry when utilizing these models is that the ratio of the horizontal wind speed between two 

points is the same for a given wind direction, independent of the wind speed scale. This ratio, 

referred hereafter to as speed-up (<�), is typically utilized to extrapolate wind speeds from a 

reference point �N (usually measurements) to a target point �� (usually wind turbines) using <� = ����. The assumption that <� values are only dependent on the wind direction allows to 

lower the use of computational resources without losing significant performance. As shown in 

the example of Figure 1, this is a reasonable assumption for relatively high wind speeds. 

Nevertheless, at lower wind speeds (but still well above 3 m/s), this assumption does not always 

hold true. Furthermore, at lower these speeds there is  non-linear dependence between the 

observed <� values and the observed atmospheric stability, as shown in the example of Figure 

1. 

 



 
Figure 1. Example of measured speed-up ratios for the directional sector 0°. The considered values of �� 
(m/s) are indicated at the top of each panel. The red line indicates a �� = �. ��. 
 

At best, a steady-state model would calculate for the example in Figure 1, a <� value of ⁓0,95. 

Such a value would be wrong at low wind speeds if important thermal effects occur at the site. 

A possible approach to deal with this limitation is to simulate different atmospheric stability 

conditions per wind direction. Even assuming the minimum possible number of atmospheric 

stability classes (unstable, neutral and stable), the total number of simulations would triple. 

Furthermore, some combinations of wind direction and stability will probably have very low 

or no occurrence at the modelled site, wasting computational resources. Another option to 

obtain <� values that vary with �N is to use a transient model instead of a steady-state one, 

avoiding the assumption of wind speed independent SU values at all. Nevertheless, this type 

of computational fluid dynamic (CFD) models are computationally expensive for most of the 

industry.  

 

In this work, we propose a meso-microscale coupling approach that obtains one <� value per 

predominant wind condition (wind speed, wind veer, wind shear and atmospheric stability) at 

the site. The most predominant site-specific patterns are extracted in an automated manner from 

mesoscale simulations using the same methodology as in Durán et al. (2019).1 The patterns are 

then downscaled utilizing a steady-state CFD model. Details about the classification 

methodology and the data treatment are explained in Section 2. The obtained wind conditions 

are transferred to the microscale model as boundary conditions of the steady-state CFD model. 

Further details of this transferring as well as of the datasets used to model and validate the 

simulations are presented in Section 3. In Section 4, we present the obtained patterns and their 

downscaling. Further discussion and conclusions of this exercise are presented in Section 5. 



 

2. Studied site and data sets 

The validation study is carried out using a site hereafter referred to as CK. This site belongs to 

a commercial wind energy generation project and therefore information regarding the real 

name, exact location and absolute wind speeds are not disclosed. The site is located in the 

Southern Cone of South America in a desert area. The wind conditions at the site are strongly 

influenced by the diurnal cycle, with unstable atmospheric conditions during the daytime and 

stable atmospheric conditions during the dawn-morning time. Three type of datasets are used 

in this study: i) terrain data, ii) onsite measurements and iii) mesoscale simulations. A summary 

of the terrain and onsite measurement data is presented in Figure 2. Further details of the 

datasets of the site are presented in the following subsections. 

 

 

Figure 2. Left-panel: terrain elevation map of the CK site. The location of the measurement points is 
indicated by black circles with their names above. Right panels: wind rose (top) and vertical profile of wind 
speed (bottom). The instrument used to compute them is indicated above the bottom-right panel. 

 



2.1. Terrain data 

The terrain data consist of the map of terrain elevation. This was constructed using the Shuttle 

Radar Topography Mission (SRTM) database.2 This database also contains land cover data. 

Nevertheless, it was found that it has poor coverage for the studied area and therefore a constant 

roughness length = 0.01 m was used instead. The site is relatively flat and with a positive 

inclination northward (Figure 2). A riven is located at the west part of the site that traverses 

from south to north. 

 

2.2. Wind measurement data 

Wind conditions at the site were monitored through anemometers mounted in 2 meteorological 

masts and 3 Light Detection and Ranging (LiDAR) systems. Ten-minute averages of horizontal 

wind speed and wind direction at several heights are available. The measured heights and 

recorded periods at each of the measurement points are presented in Table 1. The location of 

each measurement is shown in Figure 2. As shown in the same figure, the wind at the site has 

on average a very low shear and most of the wind comes from the north. The two 

meteorological mast have more than 7 years of coverage, while the LiDARs have only coverage 

for 3 to 5 months. 

 

Table 1. Details of the onsite measurements at CK. 

Instrument 
name Type of instrument 

Measured Heights 
a.g.l. (m) 

Recorded period 
(month/year) 

M1 Meteorological mast 10, 20, 30, 40, 50, 60 04/2010 – 10/2018 
M2 Meteorological mast 30, 50 ,65, 80 10/2011 – 10/2018 

 

2.3. Mesoscale simulations 

One-year worth of mesoscale simulations is produced using the Weather research and 

Forecasting (WRF) model. The simulation covers from October 2013 to October 2014. This 

timespan was selected in order to cover the longest concurrent measured year among all 

measurements at the site (see Table 1). The configuration of the WRF model, including physics 

parameterizations and grid settings are the same as the ones used by Durán et al. (2020).3 The 

innermost domain has a resolution of 1 km and it was configured to cover the whole microscale 

domain. Mesoscale outputs are stored every 1 hr and therefore a total of 8760 timesteps are 

available. 



 

3. Methodologies 

In this work, an automated classification methodology is utilized to extract the dominant 

patterns from a mesoscale simulation. The obtained mesoscale fields are then used to compute 

the boundary conditions of a steady-state microscale model. Details of the microscale model, 

the classification methodology and the procedure to compute the boundary conditions are 

provided in the following subsections. 

  

3.1. Microscale steady-state CFD model 

The CFD software WindSim is used to simulate the microscale wind flow. WindSim’s 

governing equations are based on the steady-state version of the Reynolds-averaged Navier-

Stokes (RANS) equations, using the standard k-ε turbulence closure scheme.4 For more details 

about the actual formulation of the governing equations in WindSim, the reader is referred to 

the work of Gravdahl (1998).5 For non-neutral atmospheric conditions, a temperature equation 

is introduced and extra terms are added to the momentum and turbulence equations as detailed 

by Meissner et al (2009).6   

 

The digital terrain model of CK consists of a rectangular grid of 11 x 20 km. A refinement area 

of 5.3 x 13.6 km concentric with the domain area is used, with a horizontal resolution of 40 m. 

From the boundaries of the refinement area towards the boundary of the domain, the horizontal 

resolution is gradually reduced up to 170 m. A total of 60 vertical levels is used, spanning up 

to 4000 m a.g.l. The vertical resolution is the higher towards the ground and gradually reduces 

upwards. At least 9 vertical levels are located within the first 100 m. 

 

3.2. Automated classification of simulated mesoscale fields 

For the classification of the mesoscale fields, only the grid points located within the microscale 

domain are used. A total of 11 x 21 x 19 = 4389 grid points are considered for the classification. 

The considered variables are the wind velocity vector in the east direction �^ and in the north 

direction �_, as well as the gradient of potential temperature Δθ = θ − θ�. Here, θ and θ� are 

the potential temperatures at all heights and at the lowest vertical level of the WRF model, 



respectively. �^ and �_ fields contain information about the wind direction, wind veer and 

wind shear, while Δθ contains information about the atmospheric stability. Therefore, the input 

data for the classification consist of 8760 samples, each corresponding to a vector length 

=12936 (=2 x (11 x 21 x 19) + 11 x 21 x 18). 

 

The mesoscale simulation is clustered using a two-level self-organizing map clustering 

(SOM2L) approach.7 SOM2L allows for a fully automated clustering of the data without the 

need to prescribe the number of clusters a priori, making it more advantageous than other 

popular clustering techniques like k-means. The first level or stage of the SOM2L corresponds 

to the training of a self-organizing map (SOM) with the input data.8 The SOM consists of 

interconnected neurons (or nodes) in a 2-D grid array that are iteratively adapted according to 

the input data. After the training, the SOM provides a visualization of the clustering structures 

by plotting the distances between the nodes. The second level of the algorithm exploits this 

feature to determine the number of clusters within the data.9 Further technical details of the 

SOM2L are presented in the following subsections. The configuration of the SOM2L is 

discussed in the work of Durán et al. (2019)1 and the references therein. Compared to that 

study, some of the training parameters were modified and an intermediate step between the two 

levels was added. 

 

SOM2L level 1 – SOM training 

The mesoscale data is filtered by removing the timesteps in which the average wind speed of 

the nodes between 50 and 150 m is lower than 3 m/s. This way, only timesteps that are of 

interest for wind energy generation are considered in the classification. It should be noted that 

depending on the application, this filtering might be omitted. A 25 x 25 SOM with hexagonal 

grid cells is used, giving a total of 625 nodes. This is much higher than the value given by the 

rule of thumb proposed by Vesanto et al. (2000),10 which suggests the use of approximately 

468 nodes for a sample size of 8760. This rule of thumb works as a lower limit since the SOM 

should have as many nodes as possible when used for clustering purposes, as commented by 

Kohonen (2013).11 The SOM is initialized using linear initialization8 and then trained by using 

the batch algorithm8 in two training phases. The first phase uses a neighborhood radius =25 

that linearly decreases to 1 in 200 iterations. The second phase uses a radius =1 for another 200 

iterations. 



 

SOM2L level 2 – SOM clustering 

The method to partition the SOM is based on the distances between the nodes (Figure 3a). 

These distances are roughly inversely proportional to the probability density function of the 

input data.9 Therefore, it is expected that the local minima of the distances correspond to the 

cluster centers of the data. A potential problem with this approach is that the distances could 

have some local minima which are a product of random variations in the data, rather than actual 

local minima.9 For this reason we apply a fully automated smoothening procedure proposed by 

Garcia (2010)12 before computing the local minima (Figure 3b). After the smoothening, initial 

clusters are defined as the nodes corresponding to the local minima. Then, neighboring nodes 

of these initial clusters are assigned to a cluster based on Ward’s criteria (Figure 3c).13 

 

 
Figure 3. a) Distance map of the trained SOM applied to the CK mesoscale data, b) distance map after 
the smoothening and c) partition of the SOM based on the local minima of KL . In c) the local minima are 
indicated by the red dots and the partitions by the red lines. KL  corresponds to the average distance 
between a node and its neighbors. 
 

3.3. Coupled boundary conditions 

The wind conditions contained in the mesoscale fields extracted by the SOM2L are transferred 

to the microscale model as initial and boundary conditions. In essence, the wind and potential 

temperature fields are interpolated into the microscale domain. For microscale points below 

the lowest vertical level of the mesoscale model, the values are extrapolated using the Monin-

Obukhov similarity equations. The turbulent kinetic energy and its energy dissipation are 

prescribed in the microscale model using the formulation derived by Han et al. (2000).14 For 



further details of the transferring procedure, the reader is referred to the work of Durán et al. 

(2019).15  

 

3.4. Crosscheck prediction error 

Steady-state wind flow models are used in wind resource assessments to extrapolate 

observational data to potential locations of wind turbines. This extrapolation is conducted by 

multiplying the measured wind speeds at the observational point by a factor, the so-called 

speed-up ratio (<�). The <� is predicted by the model and is calculated as: 

<�(6, M) = ���N (1) 

Here, �N and �� correspond to the simulated wind speed at a reference (6) and a target (M) 

location, respectively. When conducting wind energy estimations, 6 corresponds to a 

measurement point and M to a potential wind turbine location. The common practice is to obtain 

one <�(6, M) value per simulated wind direction. However, in this study different mesoscale 

patterns are downscaled using the microscale model, instead of simulating different wind 

directions. These patterns have an associated wind direction, but some of them might have the 

same one. For this reason, speed-up ratios are obtained per extracted pattern <�C, where the 

subscript � indicates the pattern number. Infrequent directions will not be found in the extracted 

patterns.  

 

Typically in wind resource assessment, 12 or more wind directions are simulated. Each of these 

12 wind fields are validated by using measurements that have a similar wind direction. Since 

this study uses patterns instead, there is no trivial way to determine which downscaled pattern 

should be used for each timestep. The proposal in this study is to select the downscaled pattern �∗ for each timestep as:  

�∗ = arg minC∈� ����^C(%) − �^q(%)� + ��_C(%) − �_q(%)�8∈� � 
(2) 

Here, �^(%) and �_(%) correspond to the north and east components of the wind at the 

observational point %, respectively. The subscript � indicates that the values are taken from the 

downscaled results of that pattern, while � indicates that the values correspond to the 

measurement for that timestep. The set 
 consists of all patterns and the set > consists of the 



considered observational points. In this study, five observational points are considered for the 

procedure: M1 @ 50 and 60 m, and M2 @ 50, 65 and 80 m. O
P is then calculated for each 

pattern as: 

O
PC(6, M) = <�C(6, M)�������������� �NC����� − ��C�������C�����  
(3) 

In this case, 6 and M correspond to a reference and a target measurement, respectively. One 

value of O
PC(6, M) is obtained per pair of measurements and per pattern. In order to facilitate 

the analysis of the O
P values, their absolute values are averaged per pattern, obtaining the 

absolute cross-check prediction errors:  

WO
PC = ∑ �O
PC(6, M)�N,�∈Z;N\�  ]Z  
(4) 

Here � is the set of the observational points considered for the error calculation and ]Z is the 

total number of pair of observational points in �. 

 

4. Results 

In this section, two types of results are discussed. First, the extracted mesoscale fields obtained 

by the SOM2L are presented and characterized. Secondly, the downscaled patterns are 

validated against onsite measurements.  

 

4.1. Application of SOM2L in 3-D mesoscale timeseries 

This subsection illustrates the capabilities of the SOM2L method to facilitate the identification 

and understanding of the prevalent wind conditions at a site. The SOM2L is applied to the 3-

D mesoscale fields generated with WRF for the CK site. One important advantage of using a 

SOM in the classification procedure is that it provides spatial ordering of the underlaying input 

data. This means that areas that are adjacent to one another in the map share certain 

characteristics (in this case wind speed, wind shear, wind direction, wind veer and/or Δθ), 

which also applies to the obtained clusters. This feature of the SOM facilitates the 

characterization of the obtained cluster as well as their relation (Figure 4). It has to be 

underlined that the ordering is obtained from a fully automated procedure. 

 



 

Figure 4. a) Frequency distribution of the partition, b) wind speed, c) �J, d) wind shear, e) absolute wind 
veer and f) local time of the nodes of the SOM. In a), the cluster number is indicated. In panels b), c) and 
d) the coloring corresponds to the representative values of each node in the middle of the microscale 
domain. The black arrows in panel b) correspond to the wind directions. In a) and c) the values were 
extracted at the middle of the microscale domain. The bold lines in the panels indicate the boundaries 
between the clusters. In panel e) the values correspond to the average of the samples associated with the 
node. In f), nodes with no data are colored in black. 
 

A total of 14 patterns are obtained by the SOM2L at the CK site. In Table 2, some 

characteristics of these patterns are presented. Using the maps of Figure 4 , four types of 

patterns can be characterized depending on their location in the SOM: 1) patterns at the left 

and bottom-center parts correspond to northern winds occurring under stable atmospheric 

conditions (Δθ > 0) and between 00:00 and 06:00 LST; 2) patterns located at the center also 

correspond to northern winds, but with neutral to slightly unstable atmospheric conditions 

between 06:00 and 12:00 LST; 3) patterns located at the top-center and top-left have unstable 

atmospheric conditions and low shear with southwestern wind direction, occurring between 

12:00 and 18:00 LST; 4) patterns at the left and bottom-left parts correspond to relatively weak 

southeastern and southern winds with neutral stratification and between 18:00 and 00:00 LST. 

As expected, stable atmospheric conditions are predominant during nighttime, while unstable 

atmospheric conditions are predominant during daytime. Combining the information provided 



in Figures 4 and 5, it can be inferred that during summer the winds are the weakest and they 

come mostly from north or southwest directions. During winter, winds are the strongest and 

they come mostly from north and northeast directions. 

 

Table 2. Characteristics of the wind patterns obtained by the SOM2L. 

# 

Wind direction 
@ 100 m (°) 

Wind speed @ 
⁓100 m (m/s) 

Frequency Min Max Min Max 
1 348 16 3.9 9.0 12.1 % 
2 352 8 3.8 9.5 4.3 % 
3 354 14 3.9 10.5 7.0 % 
4 358 17 2.3 8.2 10.6 % 
5 293 325 8.5 11.6 8.3 % 
6 330 2 2.1 6.5 7.5 % 
7 350 12 2.9 7.8 5.7 % 
8 356 12 2.8 7.6 4.5 % 
9 200 229 4.3 7.5 8.4 % 

10 168 214 3.9 7.3 4.5 % 
11 182 219 5.3 7.1 4.3 % 
12 149 192 3.9 6.7 8.0 % 
13 184 234 8.8 11.1 7.0 % 
14 182 230 8.6 10.1 7.7 % 

 

 



 

Figure 5. Frequency distribution of the patterns obtained by the SOM2L for summer (top-left panel), 
autumn (top-right panel), winter (bottom-left panel) and spring (bottom-right panel) seasons.  
 

The horizontal planes of wind speed of the patterns (Figure 6) are very different from one 

another. However, some of them share certain features in the spatial distribution of the wind 

speed. For example, patterns 3, 4, 7 and 8 have an area located at the southeast part of the site 

with high wind speeds. In addition, the patterns 9, 13 and 14 have a similar spatial distribution 

of the wind veer within the site.  

 

There is also high variability in the vertical planes of wind speed presented in Figure 7. Some 

of them correspond to high shear (patterns 1 and 5), low shear (patterns 6 and 10) or to a low-

level jet (LLJ). The patterns corresponding to LLJs have different jet speed, ranging between 

weak (patterns 7, 8, 11 and 12), mild (patterns 2, 3 and 4) and strong (patterns 13 and 14). In 

the case of the vertical patterns of Δθ, there is less variability. Three types are here identified 



with different atmospheric stratification: unstable (patterns 11 and 13), slightly unstable 

(patterns 5, 9 and 14), neutral (patterns 6, 10 and 12) and stable (remainder of the patterns). 

 

 
Figure 6. Horizontal planes of wind speed @ ⁓100 m of the patterns obtained by the SOM2L. The horizontal 
and vertical axes correspond to the east and north local coordinates, respectively. The wind direction is 
indicated by the black arrows.  
 

 

 

 



 
Figure 7. Vertical planes of wind speed (first and third columns) and ∆J (second and fourth columns) of 
the patterns obtained by the SOM2L. The vertical planes are located at the middle of the domain, spanning 
from south to north. The horizontal and vertical axes correspond to the north local coordinate (m) and the 
relative height ASL (m), respectively. 
 

 

4.2. Downscaling of mesoscale fields 

In this section the patterns obtained in Section 4.1 are downscaled using the microscale steady-

state CFD model presented in Section 3.1. In Figure 8, the horizontal wind speed maps for the 

downscaled patterns are presented. When compared to Figure 7, it is clear that most patterns 

are significantly modified by the microscale model. Patterns with relatively high wind speeds 

and southwest winds (patterns 13 and 14) are influenced by the river located at the western part 

of the site. The effect of this terrain feature appears to be similar for both patterns. The river 

also has an important effect on patterns with north winds and stable atmospheric conditions. 

For example, in patterns 1, 2 and 3, the mesoscale influence is somewhat preserved, but the 

wind field has a considerable change where the river is located. For patterns 4, 7 and 8, there 



is an area with relatively high wind speeds located at the southwestern part of the domain in 

the mesoscale model (Figure 7). These high wind speeds are not present in the microscale 

model. It is likely that this modification is caused by the lower wind speeds at the inlets of the 

model, and therefore the microscale model is not able to enforce this pattern. A similar effect 

is observed for patterns 5, 9 and 11, where the wind conditions at the inlet are carried 

downstream all the way to the outlet. This also modifies the direction of the wind close to the 

outlets of the model. For these three patterns the effect might be the product of high wind 

speeds and enhanced mixing due to unstable atmospheric conditions. In the case of patterns 

with south winds and neutral stratification (patterns 10 and 12) the wind field is just slightly 

modified.  

 

 
Figure 8. Horizontal planes of wind speed @ 100 m of the downscaled patterns obtained by the SOM2L. 
The horizontal and vertical axes correspond to the east and north local coordinates, respectively. The wind 
direction is indicated by the black arrows.  
 

 

The mesoscale and microscale simulations are compared by means of the WO
P values (see 

Section 3.4 for further details). The horizontal extrapolation errors were calculated using the 

measured wind speed at M1 @ 60 m and M2 @ 80 m. For most patterns with north winds and 

stable atmospheric conditions (patterns 1, 2, 4 and 8), the microscale model reduces the error 



significantly, ranging from 4 to 15 % in error reduction (Figure 9). Pattern 3 also has these 

characteristics, but nevertheless, the performance of the microscale model is the lowest for this 

pattern.  This is probably due to the fact that pattern 3 is also the most stably stratified among 

all patterns. It has been shown that steady-state RANS models do not perform well when 

downscaling very stable mesoscale fields.3  For most patterns with unstable atmospheric 

conditions (patterns 5, 9, 11 and 13) the performance of the microscale simulation is inferior 

to the mesoscale, with an increase in error between 3 to 7 %. A similar trend is observed for 

the neutral simulations, where the most stably stratified pattern (12) has a reduction in error of 

2% and the most unstably stratified patterns (6 and 10) have an increase in error of 7% and 4%, 

respectively, after downscaling. Overall, the error is reduced by 2.7% when using the 

downscaling procedure, and the patterns where the microscale model is as good or better than 

the mesoscale simulation correspond to about 70% of the measured time period. 

 

 
Figure 9. Left panel: Comparison of the crosscheck prediction errors between the mesoscale and 
downscaled patterns. The arrow and color of each circle indicate the wind direction and the atmospheric 
stability condition of the pattern, respectively. Right panel: Reduction in crosscheck prediction error after 
downscaling the patterns. 
 

 

 

 



 
Figure 10. Measured and simulated vertical profiles of wind speed at the location of M2. The horizontal 
and vertical axes correspond to the wind speed (m/s) and height a.g.l. (m), respectively. 
 

The measured and simulated vertical profiles of wind speed at metmast M2 are presented in 

Figure 10. The results obtained for the metmast M1 are identical and therefore not presented 

here for brevity. Overall, the mesoscale and microscale simulations present very similar 

profiles. For about half of the patterns, the simulations present slight differences in favor of the 

mesoscale model. Nevertheless, this improvement is minimal, as both simulations reproduce 

the measured wind shear well. For patterns with unstable atmospheric conditions (patterns 5, 

9, 11, 13 and 14), the models perform particularly well. It must be noted that if analytical 

boundary conditions are used to force the microscale model, the only way to reproduce the 

very low wind shear observed for these patterns is to use small (negative) values of Monin-

Obukhov length.  

 

Patterns 4, 7 and 8 present a weak low-level jet, in addition to north winds and stable 

stratification. For these patterns, both models are unable to reproduce the observed negative 

shear. It appears that the reason for this deviation is that the WRF model is not able to properly 

reproduce the height of the jet for these patterns. This information is transferred into the 

microscale, which is unable to correct it. The opposite is true for pattern 3, where both models 

are able to properly capture the shape of the jet. 

 



5. Conclusions 

The SOM2L classification methodology utilized in this study is able to extract the dominant 

mesoscale patterns in an objective manner. The application of the methodology to a 3-D 

mesoscale dataset extracts a variety of wind conditions without requiring any a priori 

information about the number of different conditions at the site. Furthermore, with little effort 

the methodology can be used to analyze how the extracted patterns evolve with respect to time 

and how they are associated with different phenomena, wind direction or atmospheric stability. 

The methodology is very promising for sites where the wind has few predominant directions. 

As it very difficult to separate by weather conditions just by utilizing the measured wind 

conditions at a few observational points, these sites can be very challenging to model. Given a 

proper downscaling, the SOM2L is a promising approach for these sites. 

 

Overall, the meso-microscale coupling methodology improves the wind estimations compared 

with the use of the raw fields. The improvement consists not only of a reduction of 

extrapolation errors, but also of the inclusion of finer features in the wind flow due to the higher 

resolution utilized in the microscale model. Nevertheless, the microscale model is not able to 

properly downscale some of the obtained wind conditions. The reason is that the microscale 

model is only able to provide information from the inlets into the domain. As a consequence, 

for example, areas with high wind speed within the domain are not maintained (e.g. pattern 4). 

Another example is that very high wind speeds at the inlets is propagated downstream, 

drastically modifying the spatial distribution of the wind speed provided by the mesoscale 

model (e.g. pattern 5). 

 

Assuming that there is a robust way to downscale the mesoscale patterns, the proposed meso-

microscale coupling methodology is very promising for the simulation of wake effects in wind 

farms. In order to resolve the wake in a steady-state CFD model (with an actuator disk for 

example), different wind speeds for the same wind direction must be simulated. This multiplies 

the number required of simulations, and by even more if different atmospheric stability classes 

must be taken into account. By using the SOM2L, infrequent combinations of wind speed and 

stability can be skipped, as the conditions derived from the mesoscale data are used instead. 

This is particularly relevant for offshore wind farms. 
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