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ABSTRACT
This paper suggests a joint econometric model that allows estimat-
ing latent marginal counts when only total counts and types of
commodities purchased are available. The basis for this model is
the Negative binomial hurdle model, which is expanded by incor-
porating different features for the latent classes, allowing eventual
null latent counts for one or more classes. A validation procedure
for the proposed splitting is discussed. The methodology was used
to estimate and validate a model for the propensity to shop online
and the corresponding number of shipments per commodity group.
The results confirm existing research on online shopping behaviour:
elderly is less likely to buy online, while high income, education and
having kids motivate online shopping. The average online shopper
receives 2.4 shipments/month (0.077 shipments/day),with variations
in shipments and commodities depending on the consumer profile.
Correlation between commodity groups reveals that consolidation
can reduce shipments of up to 30%.
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1. Introduction

Online shopping is growing extensively, with European e-commerce forecasted to hite717
billion in 2020 (Ecommerce News 2020). An early assumption was that e-commerce would
crowd out shopping trips and as such, reduce total traffic and its burden on society; but
empirical evidence contradicts this (Zhou and Wang 2014; Cao, Xu, and Douma 2012; Pet-
tersson, Hiselius, and Koglin 2018). Instead, online shoppers are increasingly sophisticated
consumers, pushing for faster and cheaper deliveries, including new delivery services like
‘instant’ deliveries (Dablanc et al. 2017). As such, duplication of delivery services with low
vehicle utilisation in terms of payload has been observed (Allen et al. 2018; Ni, Wang, and
Zhang 2016) and consolidation is challenged as competitors fight for market shares (Allen
et al. 2018; Pettersson, Hiselius, and Koglin 2018). A combination of high-level delivery ser-
vices and receivers located in residential units makes online shopping one of the main
contributors to growing freight traffic in residential areas (Visser, Nemoto, and Browne
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2014; Allen et al. 2018). Although a vast research on drivers of online shopping exists
(Farag et al. 2007; Cao, Xu, and Douma 2012; Zhou andWang 2014), there is relatively little
knowledge on the relationship between consumers’ online shopping activity, number of
shipments and freight traffic, despite the magnitude of freight trips generated by residen-
tial units being no longer trivial (Wang and Zhou 2015; Holguín-Veras et al. 2018; Saphores
and Xu 2020). In later years, online shopping has expanded from commodities with high
searchability and ease of making a quality judgement prior to experience, identified as
attractive commodities for online shopping (de Figueiredo 2000; Girard, Silverblatt, and
Korgaonkar 2002; Lowengart and Tractinsky 2001); to clothes or even groceries, with par-
ticularly strict delivery requirements and difficulties for quality assessments online (Lagorio
and Pinto 2020; Saphores and Xu 2020). This results in heterogeneous online purchases
with different delivery requirements, lower degree of consolidation and a higher degree of
returns, resulting in increased freight traffic.

Hence, more knowledge on shipments of different types of commodities from online
shopping is necessary,motivating the following researchquestions addressed in this paper:
(i) which factors explain the probability to shop online and the corresponding number of ship-
ments received, separated on commodity groups; and (ii) what are the freight trip generation
implications of this new knowledge? To accommodate for the potential tedious and time-
consuming task it is to collect individual data about number of shipments per commodity
group, this paper builds on the methodology by Afghari et al. (2016); Afghari et al. (2018)
to estimate latent marginal counts when only total counts and types of commodities pur-
chased are available. The estimation results reveal shoppingpatterns that suggest potential
for increased consolidation between commodities to the same consumer or neighbour-
hood. The latter is further explored, revealing potential of reducing number of shipments
up to 30%.

There is a vast literature about the use of latent-information models to address unob-
served effects and manage spatio-temporal correlation patterns, especially in the context
of road safety; at the level of an entire population of interest (Yasmin and Eluru 2016;
Park and Lord 2009; Zou, Zhang, and Lord 2013; Heydari et al. 2017; Castro, Paleti, and
Bhat 2012). However, to the best of our knowledge, this is the first paper that devel-
ops a complete statistical framework to infer latent counts and correct them based on
the evidence provided by the data at the individual level, i.e. by estimating latent sub-
counts that differ for each individual in the sample using individual-specific covariates and
shopping records (which categories were purchased). It is also the first paper that uses
information about total number of shipments, indicators for commodity type purchase and
joint econometricmodelling to estimate number of shipments per aggregated commodity
type from online shopping. This work is also pioneer in identifying the impact of consol-
idation strategies based on correlation analysis of the different consumption profiles of
interest.

The rest of the paper is organised as follows: Section 2 introduces the proposedmethod-
ological development, which is tested and validated in Section 3. The model is applied
to the total reported number of shipments from online shopping and indicator variables
for commodity groups purchased to estimate the number of shipments per commod-
ity group from online shopping. The case study is described in Section 4, followed by
estimation results and implications in Sections 5 and 6. A brief conclusion is provided in
Section 7.
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2. Hurdle model and latent marginal count estimation

The proposed model attempts to describe the driving factors related with the decision of
buying online or not and, in the case of online shoppers, which characteristics influence
the amount of shipments received. This objective can be achieved by using a hurdle
model, which firstly characterises the probability of buying online by means of a binary-
outcome model (usually logit), and then, incorporates a count data model to explain the
nonzero counts observed for buyers (Washington, Karlaftis, and Mannering 2003). Besides
the philosophical discussions of applicability of hurdle models in comparison with zero-
inflated models depending on the context (which are thoroughly discussed in the case
study section), hurdle models offer an advantage in terms of the flexibility in the data
requirements, since they allow to include different covariates to characterise the proba-
bility of buying versus not buying, and then to explain the observed counts for buyers, as
illustrated in the details of the modelling framework.

In the context of online shopping, it is of interest to identify the count of ship-
ments received per type of commodity and which socio-economic variables influence
that marginal count. However, to avoid respondent fatigue from many detailed ques-
tions, which may lead to carelessness in answering, superficial responses or guesses (Sto-
pher 2012), the number of shipments are rarely collected for a wide variety of commod-
ity groups. It is also questionable whether respondents can remember their purchases
in such a detailed level. Thus, questionnaires are often limited, as is the case with the
data considered in this paper asking for the total number of shipments and commod-
ity type purchased instead of the number of shipments per commodity type. To elicit
the split for different commodity types, given the information about total counts and
records of commodity type purchased, latent marginal-count estimation procedures can
be used.

Let Yi represent the total number of shipments received by individual iprovided
that he/she is an online shopper (Yi > 0). Let Yij represent the (latent) number of ship-
ments received from commodity type j. It is clear, then, that if m commodity types are
considered

Yi =
m∑
j=1

Yij, ∀i. (1)

If λ(i) represents the mean of total shipments for individual i and λ
(i)
j the mean of

shipments from commodity type j for that same individual, regardless of the distribution
assumptions and the association structure between the sub-counts, it holds that

λ(i) =
m∑
j=1

λ
(i)
j . (2)

Yi is usually modelled as a Negative Binomial distribution of parameters λ(i)and α, with
α accounting for heterogeneity and overdispersion. With a similar framework, Afghari et al.
propose a methodology for estimation of latent marginal counts in the context of road
safety (Afghari et al. 2016, 2018). In their papers, each latent countmean, λ(i)

j , is modelled in
terms of a vector of group-specific covariates, Xij, and a vector of group-specific parameters,
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βj, such that

λ
(i)
j = exp(βT

j Xij). (3)

After substituting (3) in (2), the resulting expression forλ(i) is replaced for each individual
in the likelihood function for parameter estimation.

Afghari et al’s methodology assumes that all the j subgroups considered have a non-
negative count and relies entirely on the estimation routine to infer the estimate of the
latent mean counts (Afghari et al. 2016, 2018). The dataset under analysis in this work con-
tains information of the types of commodity purchased by the individuals, so, although a
maximum number of commodity types m is defined, this model allows null latent counts
for a given buyer, as a result of the reasonable statement that not all types of commodities
are purchased by the same individual. The proposed model’s goal is to identify the major
drivers that affect the total mean count, λ(i), while allowing the impact of the covariates to
vary with the commodity types the user reported to have purchased.

Following the principles of a count data model, the total mean count is characterised as

ln(λ(i)) = I(i)1 ·
( K1∑
k=1

βk1x
(i)
k1

)
+ I(i)2 ·

( K2∑
k=1

βk2x
(i)
k2

)
+ . . . + I(i)J ·

( KJ∑
k=1

βkJx
(i)
kJ

)
. (4)

The binary variable I(i)j ∈ {0, 1} indicates if the i-th individual buys from the j-th com-
modity type or not and it is derived from the information given by the buyer, i.e. it is a
covariate in the model. The terms in parenthesis are the linear contributions of covariates
associated with the latent count of commodity type j ∈ [J] := {1, 2, . . . , J}, with x(i)

kj being
the k-th covariate considered to explain the count of the j-th commodity type for the i-th
individual andβkj its corresponding parameter. As such, the model consists of interactions
between the explanatory and the indicator variables for each commodity type.

There are several reasons to favour this model structure over a more conventional one
with only first-order general terms when the main purpose is to characterise the latent
counts:

(1) Based on the objective of identifying the driving factors of the number of purchases
of J commodity types, this model structure allows to isolate and directly obtain the
marginal effects of the covariates for a specific type j. For instance, if age is included in
the covariates explaining the counts for typesu ∈ [J] and t ∈ [J]\{u}, the corresponding
parameter associated with each type will explicitly show the marginal effect of age in
the purchase of that specific group. A variable can have different effects depending on
the commodity types in which it is considered a determinant factor.

(2) The candidate variables to explain the count for a commodity type can be determined
independently from those considered for adifferent type. Continuingwith theexample
above, this implies that themarginal effect of age in type u is independent of age being
present in any of the other types, i.e. t.

(3) Another approach to capture the purchase behaviour of the individuals in the sample
could be based on developing an explanatorymodel with different covariates for each
one of the different purchase profiles included in the sample. If Jcommodity types are
included in the analysis, there are 2J purchase profiles depending on the types of com-
modities bought by the user (a purchase profile is intended as a record of J ‘Yes/No’
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answers to the question if j-th commodity type was purchased or not). However, even
for a moderate-size number of commodities (e.g. J = 5), the number of purchase pro-
files grows exponentially (e.g. 25 = 32), adding an unnecessary computational burden
to the estimation routines.

The parameters of the model are estimated via maximum likelihood of a hurdle-type
discrete count model, under the assumption of negative-binomial-distributed outcomes
for each one of the buyers. Following Greene (2000), the Negbin II parametrization of the
random variable Yi, allows to specify its distribution of the number of shipments for a buyer
as

Yi ∼ NB

(
λ(i)(Xi)

λ(i)(Xi) + α
,α

)
, (5)

with λ(i)(Xi) being the mean of the distribution, and α the overdispersion parameter.
λ(i)(Xi) depends on (a subset of) covariates, Xi, for the i-th individual as expressed in (4).
Its probability mass function can be then expressed as

Pr
NB

(Yi = yi) := p(i)
NB(yi)

= �(α + yi)

�(yi + 1)�(α)

(
λ(i)(Xi)

λ(i)(Xi) + α

)yi(
α

λ(i)(Xi) + α

)α

. (6)

The hurdle component introduces the possibility that individuals have the option of
either to purchase or not, decision driven by a binary choice outcome with probability
π(i)(X̃i), which is potentially dependent on some individual features or covariates, X̃i. In that
regard, the complete probabilitymass function for a given individual (either a buyer or not)
results to be

Pr(Yi = yi) =
⎧⎨⎩π(i)(X̃i), yi = 0

(1−π(i)(X̃i))p
(i)
NB(yi)

1−p(i)
NB(0)

, yi > 0
(7)

The influence of the negative binomial structure appears only in the second piece of
the probability mass (when yi > 0), as it is intended to model only the behaviour of the
buyers. Notice also that in the estimation of the parameter associated with the purchase
decision,π(i)(X̃i), a set of covariates potentially different from the ones included in the neg-
ative binomial mean, λ(i)(Xi) are considered; which is particularly advantageous when only
a restricted set of covariates is available for non-buyers.

The likelihood function is simply

L(y1, y2, . . . , yN) =
N∏
i=1

Pr(Yi = yi), (8)

the product of the marginal probability mass functions for all the individuals in the sam-
ple, since it is assumed that the total counts are independent between individuals, i.e. the
information related to one individual does not impact the distribution of the total count
for another individual. This is the only independence assumption introduced in this model.
Although this model’s purpose is to aid the splitting procedure into latent sub-counts for
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different commoditygroupsgivena total observed count, theonly variable that ismodelled
for each individual is the total count,Yi; therefore, no mention or consideration of the dis-
tribution or the co-dependence structure of the marginal subcounts, Yij, is required. Their
mean parameters are, although, considered implicitly in the expression (4) for λ(i)(Xi), as
(2) also suggested. The parameters accompanying the covariates in λ(i)(Xi) and π(i)(X̃i) are
estimated by maximising the logarithm of the likelihood.

The results of the likelihood estimation determine the magnitude of the impact of a
given covariate in both the total number of shipments and the sub-counts for each com-
modity type. However, how can this information be used to provide actual estimates of the
unobserved sub-counts associated the commodity groups of interest?

Once the estimation routine is finalised, the following estimate for the latent marginal
counts is proposed

λ̂
(i)
j =

⎧⎪⎨⎪⎩exp
(

Kj∑
k=1

β̂kjx
(i)
kj

)
, if I(i)j = 1.

0, if I(i)j = 0.

(9)

Amethodology to test the validity of these latent count estimates is presented in Section
3. Via a statistical test of hypothesis, it is possible to verify if the data provide evidence
towards favouring the proposed count splitting procedure. The next section also presents
a way to adjust the latent-count estimators for each commodity type if the statistical evi-
dence suggests that some assumptions are not met; but at the same time, the deviations
are not significantly large.

3. Hypothesis testing for validation of the latent-count estimation

3.1. Procedure for hypothesis testing

It is expected that the mean latent counts satisfy the assumption that their summation
equals the mean total count, i.e. λ(i) = λ

(i)
1 + λ

(i)
2 + · · · + λ

(i)
J , as introduced in (2). However,

the proposed construction of the latent-count estimators provides no guarantee of that.
To test this assumption, an indicator of themagnitude of discrepancy from the assumption
can be defined as

�(i) := ln

⎛⎝∑j∈J λ
(i)
j

λ(i)

⎞⎠ . (10)

The natural logarithm is conveniently introduced so that �(i)can take any value on the
real line. A negative value would imply that the summation of the mean latent counts
underestimates the mean total count, while a positive value would be an indicator of the
opposite result.

If the latent-count estimators proposed are reasonable, one would expect that�(i) = 0.
Therefore, the following hypothesis system is of interest

{
H0 : �(i) = 0
H1 : �(i) �= 0

. (11)
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Using the estimates for λ̂
(i)
j , it is possible to compute an estimate of�(i)(�̂(i)) for each

e-online shopper in the sample. Due to sample variability, measurement errors and unob-
served effects; these estimates will not be exactly equal to zero even if all the assumptions
aremet, motivating the use of statistical tools to assess the hypothesis system presented. It
must alsobenoted that the informationofonline shopperswhoboughtonly fromonecom-
modity type shouldnotbe considered in the analysis sinceno splittingwasnecessary. These
individuals have a �̂ value equal to zero by definition, but those zeroes do not provide
evidence in favour or against the splitting procedure proposed and must be discarded.

Assuming that Ñ individuals purchased shipments frommore than one commodity type,
the vector of �-estimates, �� := (�̂(1), �̂(2), . . . , �̂(i), . . . , �̂(Ñ)), can be used to assess the
hypothesis system in (11). However, it cannot be assumed that these realizations are inde-
pendent from each other; although they come from different individuals, because they are
all obtained using the same set of estimated parameters, which induces a co-dependence
structure between them. After evaluating expression (10) with the proposed estimators, it
is obtained that

�̂(i) := k(β̂ , Xi) := ln

(
λ̂

(i)
1 (β̂ , Xi) + λ̂

(i)
2 (β̂ , Xi) + . . . + λ̂

(i)
J (β̂ , Xi)

λ̂(i)(β̂ , Xi)

)
, (12)

where k(·, ·) is the function that relates the parameter estimates, β̂ , and the vector of covari-
ates, Xi, for individual i; with the delta estimate �̂(i). The β̂ estimators are present in the
expression for eachdelta value,making themdependent, up to someextent, on eachother.
This prevents direct consideration of the delta estimates for any standard procedure of sta-
tistical hypothesis testing of theirmean. To overcome this difficulty, a three-step procedure
can be put in place.

(1) Identify a matrix B such that the vector �δ := B �� has all components with unit variance
and uncorrelated from each other. This first step allows to break the co-dependence
structure that the delta estimates might exhibit, by decorrelating its components.
Appendix B presents a discussion on how to find the matrix B.

(2) Run a normality test over the elements in the vector �δ := B �� using any of the classical
goodness-of-fit tests for normality. This step is crucial in the successful implementa-
tion of this methodology, because evidence of normality in addition to no-correlation
(achieved in step 1) implies independence of the elements of �δ. If normality is rejected,
independence cannot be claimed, preventing the use of this methodology, since
absence of correlation is not enough to build a statistical test supported in random
sample theory. Under this scenario, a new methodology should be developed based,
for example, on bootstrapping techniques.

(3) Since the vector �δ := B �� consists of a sequence of independent, unit-variance random
variables, a simple t-test to check if the mean of these components is equal to zero
suffices toprovide a recommendation regarding thehypothesis presented in (11), since
a zero mean in the original �(i) variables is equivalent to a zero mean in the elements
of the vector �δ.
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3.2. Approximate solutions when the null hypothesis gets rejected

By means of the approach previously described, if the hypothesis �(i) = 0, ∀i cannot be
rejected, there is evidence that λ̂(i)j , ∀j are reasonable estimates for the counts of each com-
modity type the i-th online shopper purchases. On the other hand, if there is evidence to
reject the hypothesis, a new proposal for the estimation of the latent counts should be
proposed.

The correction method presented in this section attempts to mediate between the
methodological developments done in this work and an eventual rejection of the null
hypothesis. This correction is based on the idea that even if �(i) cannot be claimed to be
statistically equal to zero, its value is reasonably close to zero, hence there is not a substan-
tial deviation from the assumptions alreadymade. Nevertheless, the nonzero value for�(i)

is incorporated in a redefinition of the latent mean count estimates. Recall from (10) that

e�(i) =
∑

j∈J λ
(i)
j

λ(i)
⇔ λ(i)e�(i) =

∑
j∈J(i)

λ
(i)
j . (13)

Since �(i) �= 0 ∴ exp(�(i)) �= 1, the sum of the actual latent count parameters is not
equal to the mean count, violating the first assumption in (2). In order to respect that
expression, it is necessary to find an adjustment for the latent count estimates, so that (2)
is observed. Oneway to adjust the parameters λ̂

(i)
j , j ∈ J is to define another latent marginal

count

λ̄
(i)
j := h(�(i)) · λ

(i)
j , (14)

for some function h(·) that depends on �(i). A multiplicative adjustment is reasonable as
it increases the counts proportionally based on their previous value. The multiplicative
constant can be derived as follows

J∑
j=1

λ̄
(i)
j = λ(i),

J∑
j=1

[λ(i)j · h(�(i))] = λ(i),

h(�(i)) ·
J∑

i=1

λ
(i)
j = λ(i). (15)

After replacing (13) in the last equality, it gets that

h(�(i)) · e�(i) · λ(i) = λ(i),

h(�(i)) · e�(i) = 1,

h(�(i)) = e−�(i)
. (16)

In conclusion, λ̄
(i)
j = e−�̂(i)

λ̂
(i)
j is an adjustment that respects that the summation of

the latent count estimates equals the total mean count, while maintaining the reasoning
behind the entire modelling effort. The new estimates, λ̄(i)j , can then be used as proxies of
the mean counts for each of the commodity types an individual purchase.
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4. Data description and variable selection

The modelling methodology proposed in Chapters 2 and 3 was applied to estimate the
number of shipments per commodity group from online shopping. In this context, online
shopping/e-commerce is defined as any goods purchased online and delivered to con-
sumers at home, to a pick-up point, or collected by consumers themselves in a store,
warehouse, etc. All purchases in store are excluded, even though the purchase is reserved
online in advance. Purchase of services not providing any shipments and online purchases
between businesses (B2B) or consumers (C2C) are also excluded.

To deal with excess of zeros fromnon-shoppers, zero-inflated or hurdlemodels are com-
monly used alternatives, with the main difference being how they treat the process of
obtaining the zeros in the data generating process (Mullahy 1986). The dataset in question
considers a priori only one source of zeros: no online shopping. However, this might result
from both individuals who never shop online and individuals who usually shop online, just
not that particular time period. As the month in question is related to Christmas shopping
(see sample description in the next subsection), it is likely that regular online shoppers did
shop, justifying that zeros occurred from only one source. Additionally, the hurdle model,
unlike the zero-inflated model, estimates the splitting between zero and non-zero counts,
and the positive count data model in two stages. This allows for inclusion of variables that
areonly available for shoppers, ofwhich are in abundance in thedataset. Hence, the authors
chose to proceedwith the hurdlemodel, despite bothWang andZhou (2015) and Saphores
and Xu (2020) used the Zero-inflated model for similar purposes in different applications.

4.1. Sample description

The dataset was shared with the researchers by a Norwegian logistic company. It was col-
lected by a third party in January 2017 and contains information about online purchases
in December 2016. The sample was collected through an internet panel survey among
Norwegian respondents between 18 and 79 years of age with internet access (which in
2015 was 97% of the age segment (PostNord 2017)). Similar surveys are conducted on
a regular basis by the logistics company itself as well as other companies to reveal con-
sumer online shopping habits. The total sample consists of 1,515 respondents. Of these
1,515 respondents 1,019 answered that they had shoppedonline at least once inDecember
2016 andgot follow-upquestions about their purchase(s). Atmost, these respondentswere
asked 27 questions, including the total number of shipments from online shopping and
types of commodity purchased, separating between 41 commodity types. For the remain-
ing 496 respondents, only information about individual characteristics (demographics,
socioeconomics factors and household characteristics) are available.

Out of the variables included in the analysis, 75 respondents (5%) havemissing data in at
least onevariabledue tonon-response.Dependingon themechanismbehindmissingdata,
observations can be deleted, or values can be imputed. Deleting missing observations is
accepted in the frequentist approach if both themissing and the observed data are at least
random (Graham2009; Rubin 1976). AlthoughAfghari et al. (2019) show thatwhen the data
are missing completely at random or at least at random, themultiple imputation approach
yields smaller standard errors and overall better goodness of fit than deletion, there is no
guarantee that imputation will produce unbiased estimates of themissing variables. When
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themissing data points are in the dependent variable and these observations aremissing at
least at random, several imputation methods produce the same results as deletion (Allison
2000). Additionally, when the total number of missing data points is low, the imputation
mechanism is of negligible relevance (Schafer 1999). For this research, themissing data are
found in the variable for own income, the number of shipments received, main benefit of
online shopping and preferred payment options when shopping online. A combination of
mean tests (as presented by Enders (2010)) indicate that incomplete records in income are
missing at random (somewhat more often for less educated people) while for the other
variables, they are missing completely at random. As some of these correspond to missing
values in the dependent variable and the frequency of individual records with at least one
missing value is significantly low (5%), deletionwas chosen, leaving 1440 respondents with
full information for analysis.

4.2. Variable selection based onmultiple correspondence analysis and literature
review

To select variables for model estimation, the limited research on freight trip generation
by household derived from online shopping was consulted. Wang and Zhou (2015) and
Saphores and Xu (2020) have both estimated number of shipments from online shopping
per household from the US 2009 and 2014 National Household Travel Survey. They showed
that web use, education, income, age, race and lifestyle, including household composition
impact both the probability to purchase online as well as the number of deliveries received
at home. Gardrat et al. (2016) found tendencies towards an increase in both practice and
number of deferred purchase and reception (DPR), covering deliveries to consumer from
both online shopping and shopping trips, with the social profile of the head of the house-
hold. Interestingly, Gardrat et al. (2016) also distinguished between commodity groups and
show the importance of distinguishing on commodity group. They found that groceries
(including catering) were the most frequent commodity purchased and delivered to con-
sumers, followed by clothing; high-tech items and culture; household appliances, furniture
and other products, and last; healthcare and cosmetics. Other research on online shopping
shows that income, internet use and experience, e-shopping attitude, potential for lower
price, higher education, working full-time jobs or long hours, kids in the household and
residency in urban areas have a positive impact on online shopping; while risk of security
breach, household size, ethnicity and age have a negative impact (Farag et al. 2007; Cao, Xu,
and Douma 2012; Zhou and Wang 2014; Limayem, Khalifa, and Frini 2000; Lohse, Bellman,
and Johnson 2000).

The 41 commodity types were aggregated into five groups based on the degree of qual-
ity judgement online, risk of erroneous purchase and consumer characteristics, inspired by
a multiple correspondence analysis (see Appendix B) and literature review, as follows:

Children and leisure goods include products about which the same quality judgement
can be made online as in-store. No pre-knowledge of the product is necessary, and the
combination of high quality judgement and low price makes it a low risk commodity for
online purchases (Lowengart and Tractinsky 2001). The MCA indicates that buyers of these
items suffer from ‘time starvation’. The concept of ‘time starvation’ is inspired by Lohse,
Bellman, and Johnson (2000) who associated it with people who worked many hours per
week and had little time for physical shopping. In this paper, having kids under 15 years in
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the household and some distance to their closest urban areas are assumed to contribute to
time starvation. The most frequent main benefit of online shopping for this group is better
selection and lower price.

Electronics covers commodities about which consumers can make quality judgements
based on information online, given that the customer has or gains some pre-knowledge
about the product, and to a high degree meet customer’s expectations at arrival. Hence
online shopping induces relatively low risk of erroneous purchase or mismatch of expecta-
tions. The MCA showed that this consumer group has a predominance of male consumers,
searching for the lowest price or a better selection. The same tendencies are found for
electronics and computer products in Levin, Levin, and Weller (2005).

Clothes, beauty and interior products include commodities that need experience prior to
a quality judgement, and as such, induce some risk of erroneous purchase. TheMCA shows
that the consumers are typically women and assess either time saving or flexibility to shop
at a preferred time (for instance outside of regular opening hours) asmain benefit of online
shopping. The latter can be related to shopping interests, which is an attribute that is rel-
atively more important for clothes and products of its like than other commodities (Levin,
Levin, and Weller 2005). Consumers who want to enjoy shopping, tend to prefer offline to
online shopping or add traditional shopping to online shopping (Levin, Levin, and Weller
2005; Zhou and Wang 2014).

Consumables are goods of which the quality cannot be known prior to consumption.
Hence, the risk of buying a good that does not meet expectations is relatively high but can
be reduced by multiple purchases of the same brand or from the same seller. The MCA
indicates that these customers are usually women, have kids, assess either comfort or time
savings as the main benefit of online shopping, and tend to live in urban areas. The com-
bination of customer characteristics indicated that consumers purchasing consumables
online are likely to suffer from ‘time starvation’.

The last group, other (miscellaneous) commodities, includes commodities that do not fit
in the previous four groups. These are (i) antiques and nutritional supplements, of which
the quality cannot be assessed without careful inspection or long time experience (de
Figueiredo 2000; Girard, Silverblatt, and Korgaonkar 2002); (ii) commodities that fall out of
the 41 given commodity types and are included in the open alternative ‘Other . . . ’, typically
tickets and trips; (iii) purchases where the consumer did not know or did not report the
commodity type. This group has high variability and diversity. No joint assumptions can be
made about quality judgement, risk of erroneous purchase or consumer characteristics.

A summary of the five aggregated commodity groups is presented in Table 1, fol-
lowed by descriptive statistics of variables sought relevant for analysis in Table 2. The latter
presents statistics in total andper commodity group. The variable ship, ranging from0 (non-
shoppers) to 21, is a combination of the binary variable for online shopping and the count
variable for number of shipments from online shopping. The number of shipments after
the value of 10 was originally reported through intervals, with values being greater than
21 in the last interval. These were recoded using the interval midpoint values. Hence, the
variable exhibits censoring from10 on (reported as intervals) and right censoring at 21. This
affects few observations (for example, only two observations lie above 21), and no correc-
tion mechanism was applied. Income was also reported using intervals and recoded using
midpoint values. The variable Km was generated based on consumers’ zip code and a dis-
tance matrix between the zip code and its nearest urban area (centre zone) using QGIS
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Table 1. Summary andexamples of thefive aggregated commodity groupsbasedonMCAand literature
review.

Group
Quality

judgement

Risk of
erroneous
purchase Consumer characteristics Example

Children and
leisure goods

High Low Have kids, motivated by better
selection and price online

CDs, board games, toys,
magazines

Electronics Medium/high Low Male, motivated by lower price
and better selection online

Phones, digital games, kitchen
and beauty appliances, TVs,
PCs

Clothing, beauty
and interior

Low/medium Medium Female, motivated by time
savings and flexibility, have
interest in shopping

Sweaters, Makeup, Shoes

Consumables Low Medium/high Female, have kids, live in urban
areas

Food and other groceries,
lenses and glasses

Other goods - - - Antiques, nutritional
supplements, tickets and
trips

(QGIS Development TEAM 2018). The centre zones are retrieved from Statistics Norway
(https://kart.ssb.no/). They define a centre zone as one or more centre kernels (an area with
at least 3 different main types of economic activities within 50metres distance, where gov-
ernment administration, health and social services, or social and personal services must
be present in addition to retail trade) and a 100-metre zone surrounding them (Statistics
Norway 2019).

Descriptive statistics are included for the total sample, for buyers and non-buyers as
well as for each of the five commodity groups. For the variables age, male, kids, education
and income, average numbers for the Norwegian population were collected from Statistics
Norway (2017b, 2017a, 2016a, 2016b). Note that the population statistics have some dis-
crepancies from the sample. The main difference is that population numbers include both
individualswith andwithout internet access. Other discrepancies are highlighted in Table 2.

5. Estimation results and implications

5.1. Estimation results

Table 3presents estimation results of themodel parameters givenby themethodologypro-
posed in Chapter 2 and the variables in Table 2. The results for the hurdle splitting (buy/no
buy decision) and the parameters for the actual buyers are presented separately.

Starting with the zero-hurdle splitting model, the results show that higher income, edu-
cation, number of kids and distance (km) to urban area are positively correlated with,
and thus motivate, online shopping. As all the factors above imply less time for tradi-
tional shopping, the broader definition of time starvation as used in this paper might
provide an explanation. Age and males are negatively related to the decision of buying
online, despite male individuals being expected to have a slightly higher interest in tech-
nology than females. Gender and number of kilometres seem to be less relevant due to a
high p-value. The results are in line with existing research on the subject, as presented in
Chapter 4.

The main contribution of this modelling effort lies in the results from the count model
split on commodity groups. The first thing to notice is that the negative binomial parameter

https://kart.ssb.no/
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Table 2. Descriptive statistics (min/mean/max) for the variables included in the estimation as a total and for each model.

Total1 Binary-outcome model Count data model

Var. Descriptions Sample (Popul. ‘16) Do not shop Shop Children and leisure Electronics Interior, clothing and beauty Consumables Other

Ship Number of shipments
(dependent
variable)

Na Na 1/2.95/21 1/3.76/21 1/3.69/21 1/3.62/21 1/4.56/21 1/2.90/21

Age Age 18/50/79
(18/46/79)

18/57/79 18/47/78 18/47/78 19/46/75 18/44/78 20/46/77 18/48/78

Inc Personal annual gross
income (in 1000
NOK)

100/442/1,000
(100/4324/
1,000)

100/426/
1,000

100/450/
1,000

100/453/
1,000

100/467/
1,000

100/427/
1,000

100/505/
1,000

100/448/
1,000

Km Number of kilometres
from nearest urban
area

0.0/5.1/ 63.5 0.04/5.43/
46.82

0.01/4.94/
63.5

0.09/5.23/
56.77

0.09/5.37/
56.77

0.04/5.17/
63.5

0.13/4.26/
42.03

0.01/5.02/
40.4

Male The respondent is a
man (B)

0.50 (0.50) 0.51 0.50 0.49 0.71 0.35 0.45 0.52

Kids Have kids under
15 years in the
household (B)

0.20 (0.502) 0.101 0.26 0.31 0.27 0.30 0.33 0.24

Heduc Have university or
college education
(B)

0.60 (0.333) 0.50 0.59 0.64 0.53 0.60 0.64 0.58

Empl Working fulltime or as
self-employed (B)

0.50 0.46 0.60 0.61 0.61 0.60 0.70 0.58

(continued).
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Table 2. Continued.

Total1 Binary-outcome model Count data model

Var. Descriptions Sample (Popul. ‘16) Do not shop Shop Children and leisure Electronics Interior, clothing and beauty Consumables Other

Price Lower price is most
important benefit of
online shopping (B)

Na Na 0.21 0.22 0.29 0.19 0.22 0.19

Select Better selection is most
important . . . (B)

Na Na 0.19 0.18 0.18 0.17 0.15 0.22

Time Time savings is most
important . . . (B)

Na Na 0.09 0.09 0.08 0.11 0.09 0.08

Flex Shop at preferred
time is most
important . . . (B)

Na Na 0.35 0.36 0.31 0.38 0.34 0.36

Comf Comfort is most
important . . . (B)

Na Na 0.10 0.11 0.11 0.11 0.18 0.08

N Number of
observations

1440 479 961 455 327 437 132 245

Note: For the count data portion, descriptive statistics are presented per commodity group covering only individuals who purchased from that group (for the variable “Ship”, statistics about the
total shipments from all commodity groups received by a buyer of the commodity group listed are shown). Variable names are partly given by authors. For binary variables (B) only the proportion
of “ones”/“yes” outcomes is presented.

1Population equivalents are presented under parenthesis, when available; 2Includes children at 15–17 years, and people younger than 18 years and older than 79 years with kids in the household;
3Includes children at 16 and 17 years; 4Total income includes social welfare transfers; Na = not applicable as the sample includes observations that did not receive this question.
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Table 3. Results from estimation of a hurdle model with five commodity groups.

Estimate Std, Error z value Pr(> |z|)
Zero hurdle splitting model coefficients (binomial with logit link):

(Intercept) 0.135 1.179 0.114 0.909
age −0.041 0.004 −9.432 < 2e−16∗∗∗
log(Inc) 0.191 0.096 1.980 0.048∗
Male −0.074 0.122 −0.606 0.545
Kids 0.512 0.184 2.788 0.005∗∗
Higheduc 0.324 0.122 2.648 0.008∗∗
Km 1.21e−04 0.008 0.015 0.988

Count model coefficients (truncated negbin with log link):
Other Constant 0.334 0.068 4.920 8.63e-07∗∗∗
Electronics Male 0.444 0.090 4.942 7.73e-07∗∗∗

Price 0.155 0.130 1.186 0.236
Selection 0.352 0.147 2.395 0.017∗

Clothes, beauty and interior products Male −0.131 0.103 −1.268 0.205
Log(Inc) 0.047 0.008 5.964 2.47e-09∗∗∗
Selection 0.068 0.152 0.446 0.655
Time 0.108 0.165 0.655 0.513
Flexibility 0.138 0.116 1.190 0.234

Consumable Km −0.024 0.012 −2.053 0.040∗
Male −0.315 0.168 −1.879 0.060.
Comfort 0.374 0.208 1.799 0.072.
Time 0.131 0.284 0.461 0.645
Kids 0.194 0.170 1.142 0.254
Log(Inc) 0.050 0.011 4.455 8.39e-06∗∗∗

Children and leisure goods Km 0.016 0.005 3.086 0.002∗∗
Kids 0.404 0.093 4.358 1.32e-05∗∗∗
Price 0.330 0.120 2.749 0.006∗∗
Selection 0.305 0.132 2.308 0.021∗

Negative binomial Log(alpha) 0.965 0.139 6.935 4.06e-12∗∗∗

Aplha: count = 2.6239
Number of iterations in BFGS optimisation: 31
Log-likelihood:−2525 on 27 Df

Significance codes: 0 ‘∗∗∗′
0.001 ‘∗∗′

0.01 ‘∗′
0.05 ‘.’ 0.1.

for the variance (referred to as Log(alpha)) is significant, exhibiting the importance of allow-
ing heterogeneity in the count data model. Among the covariates, gender indicates that
males are more willing to buy electronic items than females, while females purchase more
clothes, beauty and interior products, and consumables. This might be related to interests,
and that women (still) tend to bemore occupiedwith the household thanmen. Income has
a positive influence for clothes, beauty and interior products, and consumable purchases;
as these are commodities typically bought by females with a lower average income than
males, income might represent time starvation as well as purchasing power. Having kids
under the age of 15 in the household increases purchases of consumables, and children
and leisure goods; probably reflecting the corresponding demand and time-starvation that
comes with having kids. Distance to urban areas favours the acquisition of children and
leisure goods via internet, but for consumables, the effect is the opposite. Both might be
explainedby lower service in rural areas than in cities. Analternative explanation is that peo-
ple in rural areas have a higher propensity to travel by car and stop by the local supermarket
tobuygroceries andpickupparcels on theirway. Variables for theperceivedmainbenefit of
online shopping are included and provide new associations for what is important for online
shoppers buying different commodity types; perceiving lower prices or a greater selection
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Figure 1. Histogram of computed delta values.

as the main benefits of online shopping motivates consumers to buy electronics and chil-
dren and leisure items online. Flexibility to shop at any given time influences positively the
online purchase of clothes, beauty and interior products. Time savings are conceived as
an advantage for both consumables and clothes, beauty, and interior products. Comfort is
associated with the online purchase of consumables.

5.2. Validation of themethodology for count splitting

The significant variables (with p-value ≤ 0.1) in Table 3 are used to calculate the average
number of shipments in total and per commodity group. To validate the latent count esti-
mates for each commodity group, the delta values must be computed and a hypothesis
system to determine if they are statistically equal to zero or not must be tested.

The corresponding delta values computed from the estimation are shown using a his-
togram in Figure 1. As it can be seen from Figure 1, the values for delta are relatively small,
ranging from −0.6–0.9 with an average value of 0.11, which means that, in average, the
summation of the latent marginal counts corresponds to e0.11 ≈ 1.12times the estimated
total count (12% larger). In terms of median performance, the median value of the deltas is
equal to zero. This suggests that the discrepancies between the observed counts and the
proposed split are minor.

The histogram for the standardised delta values (after using a first-order approximation
to compute the variance-covariance structure and using it to decorrelate and standard-
ise them according to Appendix A) is presented in Figure 2. A normality test using the
Jarque-Bera method was conducted with a p-value of 0.734, allowing to conclude that the
normality assumption is valid (at a 5% significance level). Figure 2 also includes the over-
laid curve of a normal density functionwith parameters provided by the standardised delta
values to see the fit graphically. However, the p-value for the t-test establishes that there is
evidence to reject the zero-mean hypothesis (p-value=0.008).

Given the outcome of the hypothesis testing and the low value of the original delta val-
ues (presented in Figure 1), the adjustment presented in Subsection 3.2 was considered to
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Figure 2. Histogram of standardised deltas.

be a reasonable approach to account for non-null, yet small, delta values in the estimate of
the latent marginal counts.

A drawback with the values (number of shipments) presented in this analysis is its
reliance on information of online shopping in December only. Decembermight not be rep-
resentative of online shopping as it includes Christmas shopping and holidays. However, a
consumer survey reveals that as much as 67% of the population between 18 and 79 years
old (with internet access) shop online at least once a month (Postnord 2020).

6. Application: prospective analysis of the impact of consolidation

6.1. Number of shipments per commodity group

Using the hurdle model (with only significant variables) and the splitting methodology, it
was found that, on average, an individual attracts 2.4 shipments per month (0.077 ship-
ments per day, considering that the data collecting process was conducted in December,
which has 31 days). Clothes, beauty and interior products and Children and leisure prod-
ucts have the highest number of shipments with 0.77 shipments/person-month (0.025
shipments/person-day) and 0.64 shipments/person-month (0.02 shipments/person-day)
respectively. They are followed by Electronics (0.46 shipments/person-month, or 0.015
shipments/person-day), Other (0.31 shipments/person-month, or 0.01 shipments/person-
day), and lastly, Consumables (0.23 shipments/person-month, or 0.0075 shipments/person-
day).

Table 4 presents the average number of shipments per person-month for each com-
modity group according to population segments for age, income, gender and kids. Some
key findings are that consumers with kids have the highest average number of total ship-
ments, followed by consumers in the second highest income interval and consumers in the
age group 38–47 years. Females receive almost twice as many shipments of consumables,
clothes, beauty and interior products thanmen, while men purchase electronics to a much
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Table 4. Average number of shipments per person per month for each commodity group according to
different population segmentations (age, income, gender, presence of kids).

Age Electronics
Interior, clothing and
beauty products Consumables

Children and
leisure products Other goods Row total

18–27 0.46 0.78 0.09 0.48 0.31 2.12
28–37 0.48 0.97 0.33 0.79 0.27 2.85
38–47 0.52 0.91 0.34 0.89 0.30 2.96
48–57 0.54 0.72 0.25 0.62 0.29 2.42
58–67 0.35 0.61 0.18 0.42 0.36 1.92
68–78 0.36 0.50 0.09 0.52 0.34 1.81
Group average 0.46 0.77 0.23 0.64 0.31 2.40

Income (NOK)∗ Electronics
Interior, clothing and
beauty products Consumables

Children and
leisure products Other goods Row total

100,000 0.42 0.73 0.11 0.53 0.32 2.11
250,000 0.39 0.85 0.26 0.65 0.35 2.49
349,999 0.43 0.75 0.19 0.55 0.30 2.22
450,000 0.45 0.81 0.26 0.68 0.26 2.46
549,999 0.40 0.79 0.28 0.65 0.37 2.48
650,000 0.60 0.73 0.19 0.69 0.28 2.49
749,999 0.41 0.92 0.19 0.69 0.24 2.46
899,999 0.79 0.86 0.30 0.76 0.33 3.04
1000000 0.64 0.32 0.43 0.70 0.36 2.45
Group average 0.46 0.77 0.23 0.64 0.31 2.40

Gender Electronics
Interior, clothing and
beauty products Consumables

Children and
leisure products Other goods Row total

Female 0.16 0.98 0.30 0.62 0.30 2.36
Male 0.75 0.56 0.16 0.65 0.32 2.44
Group average 0.46 0.77 0.23 0.64 0.31 2.40

Kids Electronics
Interior, clothing and
beauty products Consumables

Children and
leisure products Other goods Row total

No 0.44 0.68 0.19 0.46 0.31 2.09
Yes 0.51 1.00 0.34 1.13 0.30 3.28
Group average 0.46 0.77 0.23 0.64 0.31 2.40

Max (and min) in each column are highlighted.
∗Midpoint for each income interval, as reported in the original dataset.

higher extent than females (almost five times). Measured in total number of shipments, the
gender difference is small.

6.2. Freight trip implications of home deliveries per commodity type

For establishments, industry grouping is a popular indicator of heterogeneity in freight trip
generation estimates. Similarly, splitting home deliveries in commodity groups can explain
some of the heterogeneity in freight transport generated by consumers. This section pro-
vides an example of freight trip reduction opportunities by exploring correlation and
thus consolidation opportunities between commodity types purchased. Correlations are
explored using linear regression models for purchase behaviour between two commod-
ity groups for respondents with and without kids. The methodology and correlations are
presented in Appendix C.

There are several implications derived from the correlation analysis. First, shipments of
consumables and clothes are positively related in almost all combinations. The size varies,
with the largest value corresponding to people 37 years or younger, with kids, and in the
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Table 5. Analysis of the impact of consolidation for three boroughs in Oslo, based on the linear regres-
sion coefficients previously introduced and presented in Appendix C.

Sector Number of shipments per commodity Total shipments

Borough
Income
(in 1000) Age Electr. Clothing Consum. Children Others

No
consolid.

Full
consolid.

Relative
gap

Nordstrand 550–750 37–57 12,522 24,043 6,418 18,340 9,751 71,075 59,419 16.40%
Vestre Aker > 750 37–57 12,105 23,672 6,365 17,972 9,470 69,584 50,575 27.32%
Ullern > 750 37–57 8,365 16,299 4,379 12,199 6,544 47,787 34,705 27.38%

lowest income group. For people with kids, a general positive correlation for consumables
and children and leisure products also exists, except for individuals with both low age
and high income. The linear regression between consumables and clothes, interior and
beauty products shows that for several consumer types, as many as 50% of consumers
who received shipments of consumables, also received shipments of clothes, interior and
beauty products the same month. Similarly, up to 42% of consumers receiving shipments
of children and leisure goods also received shipments of consumables. This result suggests
consolidation opportunities between consumables (like groceries) and clothing products,
beauty and interior products; and/or children and leisure goods.

For consolidation of different types of commodities to work in practice, there must be
either a sufficiently large or homogenous demand. Statistics for boroughs in Oslo (the capi-
tal of Norway) shows clear patterns regarding demographics (see Appendix D for a table of
descriptive statistics and amapof the boroughs). Suburban residentswithmedium to large
households, high income, medium age and low share of people living in apartments (like
the boroughs Nordstrand, Vestre Aker and Ullern in Appendix D) are areas that the model
identifies with a potentially large demand of the commodity groups in question. The low
share of people living in apartments indicate a relatively lowdensity, and hence the need to
consolidate shipments to achieve small routes with high vehicle load factor. Table 5 shows
the potential impact that a best-case consolidation effort, that is a full consolidation sce-
nario according to the consolidation opportunities elaborated on above, applied to the
three boroughs inOslomight have (in terms of total shipments). Total counts per commod-
ity group are estimated using an average individual profile derived from the information
presented in Appendix D and the slope coefficients for the population segment in each
borough (assumed to be predominantly composed of households with kids). Considerable
consolidationopportunities exist, and it canbe seen that thenumber of separate shipments
can be reduced significantly if knowledge about the demand profiles is used for classifica-
tion, and cooperative efforts to develop multi-sector and multi-company partnerships are
supported.

In this paper, consolidation opportunities are found between commodities with differ-
ent transport and delivery requirements: the transportation operation and characteristics
for children and leisure goods, and clothes, interior and beauty products is flexible com-
pared to consumables, with strict requirements regarding transport, handling and delivery
(Lagorio and Pinto 2020; Saphores and Xu 2020). By consolidating shipments from these
commodity groups, multiple freight trips to a given household may be avoided and the
amount of failed deliveries reduced. As 1 in every 20 orders are not delivered on their first
attempt (Loqate 2018), failed deliveries generates both economic losses and unnecessary
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freight trips, and motivates for instance e-grocers to experiment with alternative deliver-
ies increasing the probability of successful delivery (Saphores and Xu 2020). Consolidation
might also contribute to reduced operating costs, which falls with vehicle load factor and
drop density per round trip (Allen et al. 2018).

With online shoppers pushing for faster and cheaper deliveries, new trends like ‘instant
deliveries’ or ‘one-day rush’ reduce the ability of logistic firms to plan for deliveries with a
high degree of consolidation and low road freight externalities. This research shows how
unfortunate that is, as there are unused consolidation opportunities in the last-mile deliv-
ery market, both within and between commodity groups. It should be stressed that the
time dimension is not considered in this example. For consolidation to work in practice,
consumers must be given the opportunity to pile up their orders and have them jointly
delivered. To increase consumer acceptanceofdelivery time, transport companies canwork
together with online retailers and grocers to inform their clients about the benefits of con-
solidation (reduced costs and externalities) or even offer discounts or other benefits for
those who choose to consolidate their purchases. In any case, consolidation of shipments
to consumers could be further researched and explored by both transport companies and
public authorities to reveal its potential to reduce externalities.

7. Conclusions

This paper builds on the econometric model to estimate latent marginal counts based on
an observable total count by Afghari et al. (2016); Afghari et al. (2018), and complements it
with a statistical test to assess its validity. The model is applied to an e-commerce dataset
to estimate online shopping behaviour given by the propensity to shop online and corre-
sponding number of shipments in total and applies the splitting methodology to infer the
marginal counts of five different commodity groups of interest. The results are assessed in
terms of concordance of the purchase profiles obtained and the literature consulted, and
the potential freight trip implications of the results, exploiting the co-dependence struc-
ture between the demands for different types of commodities. Accordingly, the novelty
in this research are (i) the incorporation of available information of purchase profiles to
guide the estimation of latent marginal counts (ergo, allowing for potential null marginal
counts), (ii) proposing a statistical test to measure the validity of the assumptions made in
the modelling process and a correction mechanism, based on the evidence provided by
the data, in case the deviations from the assumptions are minor, (iii) estimating number of
shipments per commodity and hence revealing some of the heterogeneity in the freight
trip attraction to consumers, and (iv) suggesting how knowledge of commodity groups
and purchase behaviour can help policy makers and transport companies achieve more
sustainable freight transport in urban areas through consolidation.

The outcome of the methodology proposed, and the results obtained for the case
study of online shopping, shows a promising development in inferring non-observable
features, and the implications that these results might have for the different stakeholders
and decision makers involved. This research effort is particularly timely, especially during
this unprecedented time of pandemic situation, in which online shopping and household
deliveries have become a new standard, in order to avoid life-endangering situations. How-
ever, more studies should be undertaken to strengthen the findings in this paper in other
context.
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Appendices

Appendix A: First-order approximation of the covariance structure

In order to characterise the association structure of the delta estimators, an approximation of the
second-order moments for the vector ��, through a stochastic first-order Taylor expansion of its
components, was utilised. The first-order Taylor expansion for �̂(i)around β corresponds to

�̂(i) = k(β̂ , Xi) = k(β , Xi) + ∇βk(β , Xi)T (β̂ − β) + op(||β̂ − β||), (A17)

where∇β is the gradient operator, op(·) is the probabilistic equivalent of the little o-notation for ran-
dom objects and || · || the Euclidean norm (Sen and Singer 2017). The variance of �̂(i), based on this
first-order approximation, can be computed as

var(�̂(i)) 
 ∇βk(β , Xi)T · 

β̂

· ∇βk(β , Xi), (A18)

with

β̂
being the variance-covariancematrix of the estimators β̂ . Since the true vector of parameters

is not observed, this variance has to be estimated by replacing all the parameters involved in (18) with
their corresponding estimates

τii := v̂ar(�̂(i)) 
 ∇βk(β̂ , Xi)T · 
̂
β̂

· ∇βk(β̂ , Xi). (A19)
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The estimated variance and covariancematrix, 
̂
β̂
, can be easily obtained from themaximum like-

lihood estimation of the count datamodel as the inverse of the observed Fisher’s informationmatrix.
The elements of the gradient can be computed as

∂k

∂βl,Kl
(β̂ , Xi) = −

⎡⎣∑j∈J\{l} λ̂
(i)
j∑

j∈J λ̂
(i)
j

⎤⎦ x(i)
l,Kl

I(i)l , (A20)

where x(i)
l,Kl

is the is the Kl-th covariate associatedwith the l-th commodity type for individual i, I(i)l is the
indicator variable for the l-th commodity type for individual i, and βl,Kl is their corresponding parame-
ter. The covariance between any two components can also be estimated using the approximation in
(17) as

τij := ĉov(�̂(i), �̂(j)) 
 ∇βk(β̂ , Xi)T · 
̂
β̂

· ∇βk(β̂ , Xj). (A21)

Then, the matrix T := (τij)i,j is an estimate of the variance-covariance matrix of the vector �� that
can be used to break the correlation between its components by means of the transformation

�δ = T−1/2 ��, (A22)

because

cov(�δ) = T−1/2cov( ��)T−1/2 
 T−1/2TT−1/2 = IÑ ×Ñ; (A23)

being IÑ ×Ñ the identity matrix of size Ñ. In the case that T is not a positive definite matrix (it is non-
invertible), a similar result using theMoore-Penrose generalised inverse of T,T+, can be implemented

�δ = (T+)
1/2 ��, (A24)

as longas (T+)
1/2T(T+)

1/2 ≈ IÑ ×Ñ,whichmeans that thevariance-covariancematrix of �δ is close to the
identity. There are other decorrelationmatrices different from the proposed ones. For further details,
please consult Kessy, Lewin, and Strimmer (2018).

Appendix B: multiple correspondence analysis

Figure B1 summarises the results from the multiple correspondence analysis (MCA) on the 41 com-
modity groups. The axes are interpreted in terms of attributes of the online shopping experience
inspired by Lowengart and Tractinsky (2001); Levin, Levin, and Weller (2005); Zhou andWang (2014);
de Figueiredo (2000); Girard, Silverblatt, and Korgaonkar (2002). Dimension 1 could be associated
with the risk (or the propensity) of unmet expectations or erroneous purchase. A high (positive) value
suggests a high risk of making purchases that do not meet the buyers’ expectations. For instance,
some groceries have a high risk of not meeting the expectations because of freshness, transporting
and handling conditions; while electronical products do not present that risk due to standard man-
ufacturing procedures and vast marketing campaigns to inform the consumers. Dimension 2 can be
interpreted as the amount of knowledge a buyer possesses about a product prior to online purchase.
A high valuemeans that thebuyer is informedabout the characteristics of theproduct he/she is about
to buy. Once again, groceries have a high value in this dimension since the majority of individuals is
familiar with the standard expected quality and appearance of the food they are about to purchase.
Electronics is also a well-informed purchase, as opposed to clothes, beauty and interior products, of
which qualities like texture and colour are important aspects and difficult to describe with accuracy
on the internet.

Even though the MCA itself did not allow to reduce the dimensionality of the dataset due to low
percentages of explained variability in the first components, it was of great help in motivating the
number and composition of the groups.
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Figure B1. MCA results for the commodity clustering.

Appendix C: correlation between commodity groups

Figure C1 and Figure C2 present positive correlation (red-coloured cells, with a stronger colour denot-
ing a stronger correlation) and the slope of a linear regressionmodel for purchase behaviour between
two commodity groups (numbers) for respondents with and without kids. The estimated latent
counts are used as input for this calculation based on the expression

β̂y|x = ρ̂(x, y)
σ̂y

σ̂x
, (A25)

where β̂y|x is the slope of the regression of shipments for commodity typey given shipments of com-
modity type x, ρ̂(x, y) is the estimate of Pearson’s correlation coefficient for the two commodity
groups and σ̂y, σ̂x are their corresponding (estimated) standard deviations. The coefficients are not
symmetric, i.e. β̂y|x �= β̂x|y. Still, only half of the matrix of coefficients is presented to illustrate their
use due to space limitations. Both zero and negative correlation between commodities are repre-
sented as zeros because negative correlations do not translate into consolidation efforts. NA values
correspond to cases lacking information to provide reliable estimates for the regressions.
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Figure C1. Beta values of linear regression model between commodity groups. Consumers with kids.

Figure C2. Beta values of linear regressionmodel between commodity groups. ConsumerswithNOkids
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Appendix D: the boroughs in Oslo

Table D1. Demographics for the boroughs in Oslo, Norway for year 2018 due to delayed income data
for 2019.

Adult∗
population

Adults∗ per
household

Live in apartment
building (share)

Age
(average)

Net person income
per year∗∗

Female
(share)

Kids∗∗∗ per
adult∗∗

Alna 36,738 1.65 78.4 37.7 394,000 0.50 0.30
Bjerke 23,317 1.60 72.2 35.7 440,500 0.49 0.33
Frogner 49,535 1.41 91.6 39.0 670,300 0.50 0.14
Gamle Oslo 44,594 1.47 93.2 34.4 449,800 0.48 0.21
Grorud 20,502 1.61 75.8 38.4 384,400 0.50 0.29
Grünerløkka 49,735 1.43 93.4 33.5 456,900 0.49 0.17
Nordre Aker 37,495 1.58 43.3 37.3 623,200 0.50 0.30
Nordstrand 37,109 1.64 38.9 39.2 625,300 0.51 0.31
Østensjø 35,877 1.57 61.1 38.7 490,500 0.52 0.32
Sagene 36,341 1.38 95.0 34.3 482,300 0.51 0.17
Sentrum 1,059 1.30 86.6 34.1 352,200 0.40 0.04
Søndre Nordstrand 28,091 1.87 47.1 35.5 394,700 0.50 0.36
St. Hanshaugen 32,691 1.39 94.7 35.1 493,500 0.50 0.14
Stovner 23,801 1.79 63.8 38.0 375,300 0.49 0.33
Ullern 24,680 1.60 57.0 40.9 767,100 0.52 0.29
Vestre Aker 34,974 1.66 41.5 39.0 826,400 0.52 0.33
∗18–79years,∗∗0–17 years,∗∗∗All adults 17years and older.
Note: All statistics are collected from Statistics Norway in August 2020.
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