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Summary

Ocean circulation plays a fundamental role in climate and sea-level related
studies due to the ocean’s large heat-storage and transport capacity. Ocean
circulation can be derived from numerical ocean models, which might be
driven by various sets of observations, such as wind fields or water salin-
ity and temperature. One of the most important ocean-observing systems
is satellite altimetry, which allows to construct maps of the mean sea sur-
face (MSS). The ocean’s mean dynamic topography (MDT) is the height of
MSS above the geoid and its inclination reveals magnitude and direction of
ocean currents. A detailed picture of the marine geoid in combination with
an altimetry derived MSS leads to an increased understanding of ocean cir-
culation. The application of satellite altimetry is mostly limited to the open
or deep ocean because of its peculiarities close to the coast. The presence
of land in altimetric footprints makes the retrieval of radar echos difficult.
Also, tidal models used to correct altimetric observations are degraded along
the continental shelf border and in the coastal zone. However, coastal zones
have gained increased interest in recent years by cause of their high relevance
to society considering sea-level rise, shipping, and other off-shore activities.
Thus, there are increased efforts in coastal altimetry, and its applicability to
monitor the coastal environment was identified. The application of satellite
altimetry in coastal zones has become possible, among others, due to the Eu-
ropean Space Agency’s CryoSat-2 (CS2) satellite. CS2 carries a radar altimeter,
which enables the determination of coastal MDT due to its smaller footprint
and delay-Doppler processing.

Precise monitoring of sea-level changes is essentially important for un-
derstanding not only climate but also social and economic aspects of sea-
level rise, especially in coastal zones. Coastal cities are built upon the Earth’s
crust, which can be subject to uplift or subsidence. Today, vertical land mo-
tion (VLM) rates in Fennoscandia reach values of up to ∼10 mm/year and
are dominated by glacial isostatic adjustment (GIA), while additional signals
caused, e.g., by the elastic rebound from contemporary melting of glaciers,
tectonic processes or hydrological loading contribute less. GIA is the ongoing
response of the Earth and oceans to the melting of late-Pleistocene ice sheets.
The unloading initiated an uplift of the crust close to the centers of former ice
sheets. This phenomenon affects the national height systems directly as well
as observations of regional sea level and its temporal changes as measured by
tide gauges along the coast.

The thesis consist of two major blocks, namely, satellite altimetry and
GIA. The first part of the thesis investigates the possibilities of CS2 SAR(In)
altimetry to provide observations in the Norwegian coastal zone and ad-



vi

dresses the determination and quality assessment of the coastal MDT. The
second part comprises the quantification of the Earth’s response to melting
of late-Pleistocene ice sheets by either modelling (i.e., solving the sea-level
equation) or combining sea-surface measurements from CS2 and sea-level
records from tide gauges.

It is shown that CS2 is able to provide valid observations in Norwegian
coastal areas that were previously not monitored by conventional altimetry.
CS2 sea-level anomalies within 45 km×45 km boxes were compared with in
situ sea level at 22 tide gauges. Over all tide gauges, CS2 shows a standard
deviation of differences of 16 cm with a correlation of 0.61. Ocean-tide and
inverse barometer geophysical corrections were identified as most crucial,
and it was noted that a large amount of observations at land-confined tide
gauges were not assigned an ocean-tide value. Due to the availability of local
air-pressure observations and ocean-tide predictions, the standard inverse
barometer and ocean-tide corrections were replaced with local ones. The re-
fined corrections give an improvement of 24% (to 12.2 cm) and 12% (to 0.68)
in terms of standard deviations of difference and correlations, respectively.

Using new regional geoid models as well as CS2, three geodetic coastal
MDT models in Norway were determined and validated against independent
tide-gauge measurements as well as the operational coastal ocean model
NorKyst800. The CS2 MDT models agree on a ∼3-5 cm level with both tide-
gauge and ocean MDT models. In addition, geostrophic surface currents
were computed in order to identify errors in the used geoid models. Even
though the regional geoids are all based on the latest satellite gravity data pro-
vided by GOCE (Gravity field and steady-state Ocean Circulation Explorer),
the resulting circulation patterns are dependent upon geoids they were based
on. It is demonstrated that some of these differences are due to erroneous
or lack of marine gravity data. In addition, the coincidence of the CS2 ge-
ographical mode mask with the Norwegian Coastal Current makes it chal-
lenging to distinguish between artifacts in CS2 observations that arise during
mode switches and real ocean signal.

Using ice histories from the ICE-x series (ICE-5G and ICE6G_C) along
with related Earth models (VMx), vertical velocity fields as well as time
series of relative sea level (RSL) change were predicted. Computations
were performed with the open-source sea-level equation solver (SELEN) and
validated against external data, i.e., the semi-empirical land-uplift model
NKG2016LU_abs and geological RSL reconstructions. In addition, SELEN so-
lutions were compared with published grids of vertical velocities derived by
other authors in order to quantify the significance of software’s assumptions
and approximations. In general, all software solutions agree on a∼1 mm/year
level with NKG2016LU_abs in terms of standard deviations of differences. In
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view of ice models, all uplift rates as well as RSL predictions calculated with
ICE6G_C show a considerably better fit to NKG2016LU_abs and RSL data
than model results of ICE-5G, which confirms an improvement within the
ICE-x series. For both ice models, predictions of present-day vertical velocity
fields based on VMx rheologies agree better with observations than predic-
tions based on NKG rheologies. On the other hand, predictions with NKG
rheologies fit better RSL data than predictions with VMx rheologies.

Applying a well known method for the determination of VLM by combin-
ing satellite altimetry and tide-gauge observations, for the first time, CS2 data
(within 45 km×45 km boxes) were used for this purpose, bridging thereby the
two major thesis’ blocks. Hence, 7.5 years of CS2 and tide-gauge data were
combined to estimate linear VLM trends at 20 tide gauges along the Norwe-
gian coast. Monthly-averaged tide-gauge data from PSMSL (Permanent Ser-
vice for Mean Sea Level) and a high-frequency tide-gauge data set with 10-
minute sampling rate from NMA (Norwegian Mapping Authority) were used.
Estimated VLM rates from 1 Hz CS2 and high-frequency tide-gauge data re-
flect well the amplitude of coastal VLM as provided by NKG2016LU_abs. A
coastal average of 2.4 mm/year (average over all tide gauges) was found, while
NKG2016LU_abs suggests 2.8 mm/year; the spatial correlation is 0.58.
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Sammendrag

Havstrømmer spiller en grunnleggende rolle i klima- og havnivårelaterte
studier på grunn av havets transportevne og store varmekapasitet. Havstrøm-
mer kan avledes fra numeriske havmodeller basert på ulike observasjoner,
så som vindfelt eller vannets saltinnhold og temperatur. Satellittaltimetri er
en av de viktigste observasjonssystemene for å konstruere den geografiske
fordelingen av midlere havnivå (MSS - mean sea surface). Havets mi-
dlere dynamiske topografi (MDT - mean dynamic topography) er høyden
til MSS over geoiden. MSS-flatens helning i forhold til geoiden avgjør
havstrømmenes styrke og retning. Et detaljert bilde av den marine geoiden
kombinert med MSS avledet fra altimetri-observasjoner fører til en bedret
forståelse av havstrømmene. Satellittaltimetri kan anvendes direkte over
åpent dyphav, men må underkastes spesiell oppmerksomhet for data nær
kysten. Radarekko fra hav og land samtidig gjør tolkningen av obser-
vasjonene vanskelig. Altimetrihøyder må korrigeres for tidevannseffekter
og nær kontinentalsokler og kystsoner er modellene for tidevannsberegn-
ing mer usikre. Kystsoner fått økt oppmerksom i de senere år på grunn av
den samfunnsmessige betydning for befolkning, skipsfart og off-shore virk-
somheter, som vil bli påvirket av endringer i havnivået. Følgelig har det vært
økende aktivitet innen kystsonealtimetri med påvisning av metodens anven-
delse for overvåking av kystmiljøet. Dette har særlig utviklet seg med den
europeiske romfartsorganisasjonen ESAs CryoSat-2 (CS2) satellitt. CS2 har
et radar-altimeter som gjør det mulig å bestemme MDT nær kysten fordi in-
strumentet har mindre fotavtrykk enn tidligere versjoner og ved å benytte
forsinket-Doppler-prosessering av dataene.

Presis overvåking av havnivåets endringer er avgjørende viktig for å forstå
ikke bare klimavariasjoner, men også samfunnsmessige og økonomiske kon-
sekvenser av havnivåøkning, spesielt i kystsoner. Byer i kystsonen er bygget
på jordklodens faste overflate, og den kan være underkastet både landhevn-
ing og innsynkning. I dag er den vertikale bevegelsen i Fennoskandia opp-
til ∼10 mm/år og domineres av postglasial isostatisk landhevning (GIA -
glacial isostatic adjustment). I tillegg er det mindre bidrag fra jordoverflatens
elastiske respons forårsaket av dagens nedsmelting av isbreer, tektoniske
prosesser og belastninger fra hydrologiske prosesser. GIA er jordoverflatens
og havets langsomme respons på nedsmeltingen av store iskapper i sen-
Pleistocene, etter siste istid. Avtagende belastning fra disse massene forår-
saket en landhevning av jordoverflaten der iskappen var. Dette fenomenet
påvirker nasjonale høydesystemer direkte. Observasjoner med tidevanns-
målere langs kysten av regionalt havnivå og dets forandringer påvirkes også
når landet hever seg med tiden.
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Denne doktoravhandlingen har to hovedtemaer, nemlig satellittaltimetri
og GIA. I den første delen undersøkes mulighetene for å utnytte CS2 SAR(In)
interferometriske altimetri-observasjoner til bestemmelse av MDT i den
norske kystsonen med kvalitetsvurderinger av resultatet. I den andre delen
kvantifiseres jordoverflatens respons på avsmelting av iskapper etter siste is-
tid, både ved modellering (dvs. løsning av havnivåligningen) og ved kombi-
nasjon av havnivåmålinger fra CS2 satellitten og fra tidevannsmålere langs
kysten.

Vi viser at CS2 bidrar med observasjoner av den norske kystsonen i om-
råder som tidligere ikke kunne observeres med konvensjonell altimetri fra
andre satellitter. Havnivå-anomalier innenfor kvadrater på 45 km×45 km
avledet fra CS2 data ble sammenlignet med in situ havnivå bestemt ved 22
tidevannsmålere. Forskjellene har et standard avvik på 16 cm med en kor-
relasjon på 0.61. Korreksjoner for tidevannsvariasjoner og geofysiske invers
barometer effekter ble identifisert som helt nødvendige for resultatet. Mange
observasjonsserier på tidevannsstasjoner inne i fjorder hadde ikke tilordnede
tidevannsverdier. Siden både lokalt lufttrykk og tidevannsprediksjoner var
tilgjengelig, ble disse benyttet i stedet for standardmodeller for invers barom-
eter og tidevannskorreksjoner. Det førte til en forbedring på 24% (til 12.2 cm)
i standardavviket og 12% (til 0.68) i korrelasjon.

Vi benyttet tre nye regionale geoidemodeller sammen med data fra CS2
til å bestemme tre geodetiske MDT-modeller for den norske kystsonen. De
ble validert mot både uavhengige tidevannsmålinger og den operasjonelle
havmodellen NorKyst800. MDT-modellene overensstemmer innenfor 3-5 cm
med både tidevannsmålinger og havmodell. Vi beregnet også geostrofiske
overflatestrømmer i et forsøk på å identifisere feil i de anvendte geoide-
modellene. Selv om alle de regionale geoidemodellene er basert på de siste
gravitasjonsdataene fra GOCE-satellitten, så avhenger de beregnede strømn-
ingsmønstrene av de enkelte geoidemodellene. Vi viser at noen av forskjel-
lene skyldes feilaktige eller mangelfulle marine tyngdedata. Dessuten har
CS2 en geografisk modemaskering som faller sammen med den norske kyst-
strømmen. Det gjør det vanskelig å skille mellom havsignalet og særegen-
heter i CS2 dataene når satellitten foretar mode-endringer.

Vi benyttet tidsforløpene i ICE-x modellene (ICE-5G og ICE6G_C) sam-
men med geofysiske jordmodeller (VMx) til å beregne vertikale hastighets-
felt og tidsserier for relativt havnivå. Beregningene ble gjort ved hjelp
av tilgjengelig (open-source) programvare til løsning av havnivåligningen
(SELEN) og ble validert mot eksterne data, nemlig den semi-empiriske land-
hevningsmodellen NKG2016LU_abs og geologiske rekonstruksjoner av rel-
ativt havnivå. SELEN-løsningene ble også sammenlignet med vertikale
hastigheter publisert av andre forfattere (som benyttet annen programvare)
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i et forsøk på å kvantifisere betydningen av de antagelser og tilnærminger
som programvaren var bygget på. Forskjellen fra våre løsninger overensstem-
mer innenfor et standardavvik på ∼1 mm/år med vertikalhastighetene i
NKG2016LU_abs. Ismodellen ICE6G_C gir vertikale hastigheter og havnivå-
forløp som overensstemmer mye bedre med NKG2016LU_abs og dataserier
for relative havnivåendringer enn den tidligere modellen ICE-5G. Det anty-
der en mer treffende beskrivelse av ishistorien. Prediksjoner av dagens ver-
tikale hastighetsfelt basert på VMx-rheologier og ismodellene gir bedre ov-
erensstemmelse med observasjonene enn med rheologiene benyttet i NKG-
modellen. Derimot gir prediksjoner av relativt havnivå bedre overensstem-
melse med NKG-rheologier enn med VMx-rheologier.

Med utgangspunkt i havnivåligningen har vi for første gang bestemt den
vertikale landhevningen ved å kombinere data fra satellittaltimetri og tide-
vannsmålere. CS2 data (i 45 km×45 km kvadrater) knytter dermed avhandlin-
gens to temaer sammen. Til sammen 7.5 år med CS2 data ble kombinert med
data fra 20 tidevannsmålere langs norskekysten for å estimere lineære tren-
der for vertikale hastigheter. Tidevannsmålinger ble analysert som tidsserier
av månedsmidler fra PSMSL (Permanent Service for Mean Sea Level) og som
tidsserier med 10 minutter oppløsning fra Kartverket. De beregnede vertikale
hastigheter fra 1 Hz CS2 og den høyfrekvente tidevannsserien gjenspeiler ver-
diene langs kysten i NKG2016LU_abs. Et gjennomsnitt for alle tidevanns-
målerne er 2.4 mm/år, mens NKG2016LU_abs gir 2.8 mm/år; den romlige
korrelasjonen er 0.58.
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Zusammenfassung

Meeresströmungen spielen aufgrund ihrer großen Wärmespeicher- und
Transportkapazität eine grundlegende Rolle bei Klima- und Meeresspiegel-
studien. Sie können aus numerischen Ozeanmodellen abgeleitet werden,
welche von verschiedenen Beobachtungsdaten getrieben werden, etwa Tem-
peratur und Salzgehalt des Wassers oder Windfeldern. Eines der wichtig-
sten Ozeanbeobachtungssysteme ist die Satellitenaltimetrie die es erlaubt,
die mittlere Meeresoberfläche (MSS - mean sea surface) nahezu global und
flächendeckend zu bestimmen. Die mittlere dynamische Topographie (MDT
- mean dynamic topography) des Ozeans ist die Höhe der MSS über dem
Geoid und ihre Neigung gibt die Größe und Richtung der Meeresströmungen
wieder. Ein detailliertes Bild des Geoids in Kombination mit einer von der
Altimetrie abgeleiteten MSS führt zu einem besseren Verständnis der Meer-
esströmungen. In Küstennähe treten verschiedene Störeffekte auf, so dass
die Anwendung der Satellitenaltimetrie auf den offenen und tiefen Ozean
beschränkt ist. Radarsignale die zumindest teilweise von Landflächen re-
flektiert werden, sind stark deformiert und für eine präzise Laufzeitbestim-
mung meist unbrauchbar. Zusätzlich nimmt die Qualität geophysikalis-
cher Reduktionen in Küstennähe ab, speziell Gezeitenreduktionen. Die
Küstengebiete haben jedoch in den letzten Jahren aufgrund ihrer hohen
gesellschaftlichen Relevanz im Hinblick auf Meeresspiegelanstieg, Schiff-
fahrt und andere küstennahe Aktivitäten zunehmend an Interesse gewonnen.
Demzufolge gab es verschiedene Initiativen, um die Qualität der Küstenal-
timetrie zu erhöhen. Eine durchgreifende Wende gelang hier durch das
neue Messkonzept des Satelliten CryoSat-2 (CS2) der Europäischen Weltrau-
morganisation ESA. CS2 ist mit einem neuartigen Radaraltimeter ausgestat-
tet, welches aufgrund einer delay-Doppler Verarbeitung einen in Flugrich-
tung geringeren Footprint hat und das im SARIn-Modus zusätzlich erlaubt,
fehlerhafte Rückstreuungen von Landflächen zu identifizieren. Damit ist es
möglich die MDT in unmittelbarer Küstennähe zu bestimmen.

Die genaue Überwachung von Meeresspiegeländerungen ist von
wesentlicher Bedeutung, um nicht nur die Klima-, sondern auch die
sozialen und wirtschaftlichen Aspekte des Meeresspiegelanstiegs zu verste-
hen, insbesondere in Küstengebieten. Hierbei ist nicht der absolute Anstieg
des Meeresspiegels von Interesse, sondern der Anstieg relativ zur festen Erde
welche selbst von signifikanten Hebungen oder Senkungen betroffen sein
kann. Heute erreichen die vertikalen Landhebungsraten in Fennoskandien
Werte bis zu etwa 10 mm/Jahr, wobei der Hauptanteil auf den glazial-
istostatischen Ausgleich (GIA - glacial isostatic adjustment) zurückgeführt
werden kann. Zusätzliche Signale, die z.B. durch tektonische Prozesse oder
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durch elastische Reaktionen auf zeitvariable Auflasten oder den aktuellen
Rückzug heutiger Gletscher verursacht werden, liefern geringere Beiträge
zur Landhebung in Fennoskandien. GIA bezeichnet die laufende Reaktion
der Erde und der Ozeane auf das Schmelzen der pleistozänen Eisschilde.
Dieses Phänomen wirkt sich direkt auf die nationalen Höhensysteme sowie
auf die Beobachtung des regionalen Meeresspiegels und seiner zeitlichen
Änderungen aus, die an Pegeln entlang der Küste gemessen werden.

Die Dissertation besteht aus zwei Hauptblöcken, der Nutzung der Satel-
litenaltimetrie in Küstennähe und der Modellierung von GIA-induzierten
Hebungsraten der Küstenregionen. Der erste Teil der Dissertation untersucht
das Potenzial von CS2 SAR(In) Beobachtungen entlang der norwegischen
Küste zu liefern, und befasst sich mit der Bestimmung und Qualitätsanal-
yse der Küsten-MDT. Der zweite Teil umfasst die Quantifizierung der Reak-
tion der festen Erde auf das Abschmelzen spät-pleistozäner Eisschilde durch
Modellierung (nämlich durch Lösung der Meeresspiegelgleichung) oder Mes-
sungen (Kombination absoluter Meeresspiegeländerungen aus CS2 mit rela-
tiven Meerespiegeländerungen an Pegelstationen).

Es wird gezeigt, dass CS2 zuverlässige Beobachtungen in norwegis-
chen Küstengebieten liefern kann, welche mit konventionellen Altimetern
nicht überwacht werden konnten. Meeresspiegelanomalien aus CS2 in-
nerhalb von 45 km×45 km Boxen wurden mit Meeresspiegelbeobachtun-
gen an 22 Pegeln verglichen. Über alle Pegel hinweg ergibt sich eine Stan-
dardabweichung der Differenzen von 16 cm mit einer Korrelation von 0.61.
Dabei spielen geophysikalische Korrekturen für Gezeiten und Luftdruckef-
fekte eine entscheidende Rolle. So wurde in der Standardprozessierung eini-
gen der in Fjorden gelegenen Messungen keine Gezeitenreduktion zugeord-
net. Zur Verbesserung der Korrekturen wurden lokale Gezeitenprädiktio-
nen und lokale Barometermessungen verwendet. Daraus ergibt sich eine
Verbesserung von 24% (auf 12.2 cm) und 12% (auf 0.68) in Bezug auf Stan-
dardabweichungen der Differenzen bzw. Korrelationen.

Aus CS2 und drei aktuellen regionalen Geoidmodellen wurden drei un-
terschiedliche geodätische MDT-Modelle für die norwegische Küstenzone
abgeleitet. Diese wurden punktuell gegenüber geodätischen Vergleichs-
daten an Gezeitenpegeln und flächenhaft gegenüber dem operationellen
Ozeanströmungsmodell NorKyst800 validiert. Die CS2 MDT-Modelle stim-
men auf einem Niveau von etwa 3-5 cm sowohl mit Pegeldaten als auch
der aus dem Ozeanmodell abgeleiteten MDT überein. Zusätzlich wurden
geostrophische Oberflächenströmungen berechnet, um Fehler in den ver-
wendeten Geoidmodellen zu identifizieren. Da alle drei Geoide auf den
neuesten globalen GOCE-Schwerefeldmodellen basieren, sind für die Unter-
schiede in den Geoiden hauptsächlich die jeweils verwendeten regionalen
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Schwerefelddaten verantwortlich. Es wird gezeigt, dass einige der Un-
terschiede in den Strömungsmustern auf fehlerhafte oder fehlende Schw-
erefelddaten zurückgeführt werden können. Darüber hinaus ergeben sich
gerade im norwegischen Küstenbereich Schwierigkeiten, da CS2 hier zwis-
chen verschiedenen Messmodi umschaltet, wodurch es zu Artefakten in den
Altimetermessungen kommen kann, die vom geophysikalischen Ozeansignal
zu unterscheiden sind.

Unter Verwendung von Eismodellen der ICE-x-Serie (nämlich ICE-5G
und ICE6G_C) und den dazugehörigen Rheologieprofilen (VMx) wurden ver-
tikale Geschwindigkeitsfelder und Zeitreihen der relativen Meeresspiegelän-
derung (RSL - relative sea level) für Fennoskandien berechnet. Hier-
für wurde die Open-Source-Software SELEN (Sea Level Equation Solver)
verwendet. Ergebnisse werden gegenüber dem semi-empirischen Land-
hebungsmodell NKG2016LU_abs und gegenüber geologischer Küstenlin-
ienrekonstruktionen validiert. Um den Einfluss verschiedener Software-
Annahmen und Näherungen zu quantifizieren, wurden SELEN Berechnungen
mit publizierten Ergebnissen anderer Gruppen verglichen, die auf anderen
Softwarelösungen beruhen. Im Allgemeinen stimmen alle Softwarelösun-
gen auf einem Niveau von etwa 1 mm/Jahr (Standardabweichungen der Dif-
ferenzen) mit den Vertikalgeschwindigkeiten aus NKG2016LU_abs überein.
Es zeigt sich, dass alle mit ICE6G_C berechneten Vertikalgeschwindigkeits-
felder sowie RSL-Prädiktionen eine wesentlich bessere Übereinstimmung mit
NKG2016LU_abs und RSL-Daten zeigen als Modelle, die auf ICE-5G basieren,
was die Verbesserung der Eishistorien innerhalb der ICE-x Serie bestätigt.
Für beide Eismodelle zeigt sich, dass die auf VMx-Rheologien basierenden
vertikalen Geschwindigkeitsfelder besser zu den Beobachtungsdaten passen,
als die auf den NKG-Rheologien basierenden. Anders verhält es sich bei den
RSL-Prädiktionen, wo die Lösungen mit NKG-Rheologien besser abschnei-
den als diejenigen mit VMx-Rheologien.

Erstmals wurden CS2 Daten, unter Anwendung einer bekannten Meth-
ode zur Bestimmung der Landhebung durch Kombination von Satellitenal-
timetrie und Pegelbeobachtungen genutzt. Dies ermöglicht gleichzeitig
die Verbindung der beiden Hauptthemen dieser Arbeit, Altimetrie und
Landhebung. Aus 7.5 Jahren CS2 Daten und Pegelbeobachtungen wurden
an 20 Pegeln entlang der norwegischen Küste lineare Landhebungstrends
geschätzt. Dabei wurden monatlich gemittelte Pegelmessungen von PSMSL
(Permanent Service for Mean Sea Level) und ein hochfrequenter Pegeldaten-
satz mit einer Abtastrate von 10-Minuten von NMA (Norwegische Landesver-
messungsbehörde) verwendet. Geschätzte Landhebungsraten aus 1 Hz CS2
und hochfrequenten Pegeldaten spiegeln die Amplitude der Küstenland-
hebung aus NKG2016LU_abs gut wider. Es wurde ein Küstenmittelwert
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von 2.4 mm/Jahr (Mittelwert über alle Pegel) gefunden, während sich aus
NKG2016LU_abs 2.8 mm/Jahr ergeben; die räumliche Korrelation beträgt
0.58.
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Sažetak
Morske struje imaju ključnu ulogu u istraživanjima vezanim uz klimu i raz-
inu mora zbog velikog kapaciteta oceana za skladištenje topline i trans-
port. Morske struje moguće je izvesti iz numeričkih oceanskih modela, koji
su temeljeni na različitim skupinama podataka, kao što su polja vjetrova
ili salinitet i temperatura vode. Jedan od najvažnijih sustava za opažanje
oceana je satelitska altimetrija, koja omogućava izračun površine srednje
razine mora (MSS - mean sea surface). Srednja dinamička topografija (MDT
- mean dynamic topography) oceana je visina MSS-a iznad geoida te nagib
otkriva iznos i smjer morskih struja. Detaljna slika geoida u kombinaciji s
MSS-om dobivenim iz altimetrije pridonosi boljem razumijevanju morskih
struja. Primjena satelitske altimetrije uglavnom je ograničena na otvoreni ili
duboki ocean zbog poteškoća u blizini obale. Prisutnost kopna u altimetri-
jskim otiscima otežava rekonstrukciju radarskih odjeka. Takod̄er su mod-
eli morskih mijena koji se koriste za korigiranje altimetrijskih opažanja de-
gradirani duž granice kontinentalnog pojasa i u priobalnom području. Pri-
obalna područja su med̄utim zadobila povećani interes posljednjih godina
zbog njihove iznimne važnosti za društvo u kontekstu porasta razine mora,
brodarstva i drugih aktivnosti u blizini obale. Stoga su povećane aktivnosti
u području priobalne altimetrije te je prepoznata njezina primjenjivost za
praćenje priobalnih područja. Primjena satelitske altimetrije u priobalnim
područjima postala je moguća izmed̄u ostalog zahvaljujući satelitu Europske
svemirske agencije CryoSat-2 (CS2). CS2 nosi poseban radarski altimetar
koji omogućava odred̄ivanje priobalnog MDT-a zahvaljujući svom manjem
altimetrijskom otisku i Dopplerovoj obradi mjerenja.

Precizno praćenje promjena razine mora osobito je važno za razumije-
vanje ne samo klimatskih već i socijalnih te ekonomskih aspekata porasta
razine mora, posebno u priobalnim područjima. Priobalni gradovi su iz-
grad̄eni na površini Zemljine kore koja je podložna uzdizanju ili slijeganju.
Iznosi vertikalnih pomaka kopna u Fenoskandiji danas dosežu vrijednosti
od oko 10 mm/godina i dominirani su glacijalno izostatičkim izjednačen-
jem (GIA - glacial isostatic adjustment), dok dodatni signali uzrokovani npr.
elastičnom reakcijom uslijed suvremenog topljenja ledenjaka, tektonskim
procesima ili hidrološkim opterećenjima doprinose u manjoj mjeri. GIA je
neprestana reakcija Zemlje i oceana na topljenje ledenih pokrova kasnog
pleistocena. Topljenje ledenih površina iniciralo je uzdizanje Zemljine kore
u blizini središta nekadašnjih ledenih pokrova. Ovaj fenomen izravno utječe
na nacionalne visinske sustave kao i na opažanja regionalne razine mora i
njezine vremenske promjene mjerene mareografima uzduž obale.
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Ovaj doktorski rad sastoji se od dva osnovna bloka, odnosno satelitske
altimetrije i GIA. Prvi dio doktorskog rada istražuje mogućnosti CS2 SAR(In)
altimetrije za pružanje opažanja u norveškom priobalnom pojasu te se bavi
odred̄ivanjem i procjenom kvalitete priobalnog MDT-a. Drugi dio obuhvaća
kvantifikaciju Zemljine reakcije na topljenje ledenih pokrova kasnog pleis-
tocena bilo modeliranjem (tj. rješavanjem jednadžbe razine mora) ili kom-
biniranjem mjerenja morske površine opažane sa CS2 i mjerenja razine mora
opažanih mareografima.

Pokazano je da CS2 može pružiti važeća opažanja u norveškim pri-
obalnim područjima koja prethodno nisu bila opažana konvencional-
nom altimetrijom. CS2 anomalije razine mora unutar kvadrata veličine
45 km×45 km uspored̄ene su s mjerenjima razine mora na lokacijama 22
mareografa. U prosjeku, CS2 pokazuje standardno odstupanje razlika od
16 cm i korelaciju od 0.61. Geofizičke korekcije za morske mijene i inverzni
barometar identificirane su kao najvažnije te je ustanovljeno kako velikoj
količini mjerenja u blizini mareografa okruženih kopnom nije dodijeljena
vrijednost modela morskih mijena. Uslijed dostupnosti lokalnih mjerenja
tlaka zraka i projekcija morskih mijena, standardne korekcije za inverzni
barometar i morske mijene zamijenjene su lokalnim korekcijama. Zamjena
korekcija rezultirala je smanjenjem standardnih odstupanja razlika za 24%
(na 12.2 cm) i povećanjem korelacija za 12% (na 0.68).

Pomoću novih regionalnih modela geoida kao i CS2, odred̄ena su tri
geodetska priobalna MDT modela za Norvešku i uspored̄ena s neovisnim
mareografskim mjerenjima te operativnim priobalnim oceanskim mode-
lom NorKyst800. CS2 MDT modeli podudaraju se na razini od ∼3-5 cm
s mareografskim i oceanskim MDT modelima. Osim toga, izračunate
su geostrofičke površinske struje u svrhu identificiranja pogrešaka u ko-
rištenim modelima geoida. Iako su regionalni geoidi temeljeni na najnovijim
satelitskim podacima sile teže opažanim pomoću GOCE, rezultirajući uzorci
morskih struja ovise o geoidima na kojima su temeljeni. Pokazalo se da su
neke od tih razlika posljedica pogrešnih pomorskih podataka sile teže ili ne-
dostatka istih. Uz to, podudaranje CS2 geografske maske s norveškom pri-
obalnom strujom otežava razlikovanje izmed̄u CS2 artefakata prilikom pre-
bacivanja modusa i oceanskog signala.

Koristeći modele leda iz ICE-x serije (ICE-5G i ICE6G_C) zajedno s pri-
padajućim reologijama (VMx), predicirana su polja vertikalnih brzina i vre-
menske serije promjena relativne razine mora (RSL - relative sea level).
Izračuni su izvedeni pomoću softvera otvorenog koda za rješavanje jed-
nadžbe razine mora (SELEN) te uspored̄eni s eksternim podacima, tj. polu-
empirijskim modelom uzdizanja kopna NKG2016LU_abs i geološkim rekon-
strukcijama RSL-a. Rješenja temeljena na SELEN-u dodatno su uspored̄ena
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s objavljenim gridovima vertikalnih brzina drugih autora u svrhu kvantifi-
ciranja važnosti pretpostavki i aproksimacija različitih softvera. Općenito
se softverska rješenja slažu na razini od ∼1 mm/godina (standardna odstu-
panja razlika) s NKG2016LU_abs. U pogledu modela leda, sve rate uzdizanja
kopna kao i projekcije RSL-a izračunate s ICE6G_C pokazuju znatno bolje
podudaranje s NKG2016LU_abs modelom i podacima RSL-a nego s rezulta-
tima ICE-5G modela, što ukazuje na napredak unutar ICE-x serije. Projek-
cije današnjih polja vertikalnih brzina temeljene na VMx reologijama slažu se
bolje s mjerenjima (odnosno s NKG2016LU_abs modelom) nego projekcije
temeljene na NKG reologijama u slučaju oba modela leda. Projekcije s NKG
reologijama se u prosjeku bolje podudaraju s podacima RSL-a nego projek-
cije s VMx reologijama.

Primjenjujući dobro poznatu metodu za odred̄ivanje vertikalnih po-
maka kopna kombiniranjem satelitske altimetrije i mareografskih mjerenja,
prvi puta su u tu svrhu korišteni CS2 podaci (unutar kvadrata veličine
45 km×45 km), premošćujući time dvije glavne teme doktorskog rada. 7.5
godina CS2 i mareografskih podataka kombinirano je u svrhu procijene lin-
earnih trendova vertikalnih pomaka kopna na 20 mareografskih lokacija duž
norveške obale. Upotrijebljeni su mjesečni osrednjeni podaci mareografa
PSMSL-a (Permanent Service for Mean Sea Level) i skup visokofrekventnih
podataka s uzorkovanjem u intervalima od 10 minuta od NMA (Norveška
geodetska uprava). Procijenjene rate vertikalnih pomaka kopna na temelju
1 Hz CS2 podataka i visokofrekventnih mareografskih mjerenja dobro
odražavaju amplitudu priobalnog prosjeka od 2.4 mm/godina (prosjek svih
mareografa), dok NKG2016LU_abs predlaže 2.8 mm/godina; prostorna ko-
relacija je 0.58.
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Chapter 1

Introduction

1.1 Background

The oceans are responsible for a large part of heat transport within the
Earth’s system. The complex interactions between oceans, atmosphere, and
cryosphere make ocean circulation an important factor in the climate system.
For reliable climate-model predictions, precise knowledge of ocean currents
is therefore essential. Improved estimates of heat transport through ocean
circulation also lead to more reliable predictions of the oceans’ thermal ex-
pansion, which in turn, is a major contribution to sea-level rise (ESA, 1999).

In absence of dynamics or other external forcing, the surface of the ocean
would coincide with the geoid (an equipotential surface of the Earth’s gravity
field that represents hydrostatic equilibrium). The deviation of the ocean’s
sea surface from the geoid is called dynamic ocean topography (DOT). The
DOT is caused by tides, ocean currents, and changes in barometric pressure
that produce the inverted barometer effect (Stewart, 2008). Ocean currents
can perturb the DOT by 1-2 meters and are driven by winds, density differ-
ences in water masses caused by temperature and salinity variations, gravity,
and events such as earthquakes (NOAA, 2019). The Earth’s rotation results in
the Coriolis effect, which also influences ocean currents (Whitehouse, 2009).
Pressure changes in the atmosphere and tides alter the height of the sea sur-
face by a similar amount over short time scales.

Understanding sea-level changes requires input from a large number
of disciplines since sea-level rise results from different contributors. The
changes in temperature and salinity are able to account for much of the spa-
tial variation observed in sea level (Tamisiea et al., 2014). Since the atmo-
sphere represents a crucial forcing to the ocean, observations of pressure,
precipitation, wind, and temperature are vital. Mass loss from the Greenland
and Antarctic ice sheets and glaciers as well as water-storage changes can ex-
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plain the long-time-scale changes in the ocean mass. The determination of
mean sea level (MSL) and coastal mean dynamic topography (MDT) is funda-
mentally important in geodesy as well as oceanography. Geodesy defines the
geodetic vertical datum with respect to MSL observed at tide gauges (TGs).
Oceanography studies the coastal MDT to understand the driving processes
of MSL tilts (Higginson et al., 2015; Lin et al., 2015). Traditional levelling and
satellite positioning in combination with geoid models have been used for
the determination of coastal MDT at TGs. A GNSS (Global Navigation Satellite
System) station collocated with a tide gauge (TG) allows the direct determi-
nation of MSL with respect to a reference ellipsoid with an accuracy of 1-2 cm
(Huang, 2017). Knowing the height of the geoid with respect to the same ref-
erence ellipsoid, MDT at TGs is determined by the geodetic approach. The
geodetic approach to MDT determination can be compared to the indepen-
dent ocean approach, which involves the use of in situ oceanographic mea-
surements and ocean modelling (Woodworth et al., 2015).

Satellite altimetry has become a fundamental tool to address a wide range
of scientific questions, from global ocean-circulation monitoring to long-
term sea-level rise or operational weather forecasting (Gommenginger et al.,
2011). Satellite altimetry directly delivers the sea surface height (SSH) with re-
spect to a reference ellipsoid, enabling the determination of the global mean
sea surface (MSS). Combining observations of MSS with a geoid model al-
lows the extension of MDT determination by the geodetic approach beyond
TGs. Conventional altimeters accurately measure SSH over the open ocean
but the accuracy degrades when the satellite approaches coastal regions. In
the proximity of coasts, a number of issues arise, which are related to poorer
geophysical corrections and artifacts in the radar echos linked to the pres-
ence of land within the altimeter footprint (Cipollini et al., 2017). ESA’s (Euro-
pean Space Agency) CryoSat-2 (CS2) is the first sensor of its kind (ESA, 2018b),
which enables the determination of coastal MDT due to its smaller footprint
and delay-Doppler processing.

Satellite altimetry has shown that global MSL has been rising at a rate of
3.3±0.4 mm/yr since 1993 (glacial isostatic adjustment correction has been
applied) (Beckley et al., 2017). Sea-level research has shifted from the de-
termination of global trends to the recognition of regional and local trends
and their causes (Spada, 2017). Precise monitoring of sea-level changes is vi-
tally important for understanding not only climate but also social and eco-
nomic consequences of any rise in sea level, especially in coastal zones.
Coastal cities are built upon the Earth’s crust, which can uplift or subside.
The changes in SSH are not only driven by MDT changes but also by changes
in the geoid and the Earth’s crust. Therefore, to understand observed long-
term sea-level changes, particularly at risky coastlines, it becomes crucial to
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account for both crustal motion and geoid changes (Tamisiea et al., 2014).

Many processes at different time scales cause geoid changes and crustal
motion. The mass redistribution caused by these processes is not spatially
uniform. Initially, the response of the Earth is nearly elastic, which means
that deformations occur as soon as surface or potential load changes, and re-
covers as soon as the load returns to its initial state. In regions where mass
loss due to ice melting occurs, the gravitational attraction is reduced, causing
the geoid to lower close to the ice sheet. An altimeter would observe a sea-
level fall there. In regions close to the center of ice sheets, an even larger sea-
level fall would be observed due to the additional land uplift. In contrast to
relative sea-level fall in the near field, sea level rises in the far field. After some
time, the Earth’s response stops to be purely elastic and regional mass loss
will cause flow in the Earth’s crust and mantle (Tamisiea et al., 2014). Thus,
changes in the ice cover at the last glacial maximum (LGM) ∼20 000 years
ago are still driving present-day sea-level changes. This long-term response
of the Earth is referred to as glacial isostatic adjustment (GIA). GIA includes
changes in the Earth’s shape and gravitational field caused by slow viscous
mantle flow as a consequence of the Earth’s response to ice melting (Bouman
et al., 2016). At the LGM, Fennoscandia, British Isles, North America, Green-
land, and Antarctica were covered by major ice sheets. An ocean equivalent of
115-135 m of water was stored within ice sheets during the LGM (Milne et al.,
2002). Vertical land motion (VLM) in Fennoscandia is dominated by GIA and
the uplift there reaches values of ∼10 mm/yr. Various methods measure dif-
ferent aspects of the GIA problem. Relative sea-level changes are measured by
TGs, sea-surface changes by satellite altimetry, and crustal motion by GNSS.
TGs reflect combined effects of all geophysical processes that perturb the po-
sition of land and sea surface. Those processes include ocean’s thermal ex-
pansion, volume changes in ice reservoirs, GIA, tectonics, and anthropogenic
effects (e.g., subsidence due to water usage, mining, or oil drilling) (Kuo et al.,
2004). TGs measure sea level relative to the solid Earth, therefore, corrections
to account for vertical displacements of each marker must be made. Not all
TGs have GNSS receivers available to measure vertical displacements (Fig-
ure 1.1). Other techniques to determine land movement can be, e.g., satellite
altimetry in conjunction with TG data in absence of GNSS data (Nerem and
Mitchum, 2002) or absolute gravity observations. GIA-modelling and its ap-
plications gained increased interest, especially during the satellite-altimetry
and gravity-mission/GRACE (Gravity Recovery and Climate Experiment) era
for understanding the current sea-level rise (Spada, 2017). Furthermore, pro-
jections of future sea-level variations are also dependent on the continuing
isostatic disequilibrium and its quantification. Understanding past sea-level
changes is important for predicting future ones (Steffen and Wu, 2011).
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GIA modelling can be carried out to constrain the Earth’s structure and
ice history. Ice loading and its melting produce a unique pattern of sea-
level changes, geoid changes, and solid Earth’s changes. GIA models enable
the interpretation of these patterns and help to identify past and present ice
sources that cause variations. The modelling outputs serve to correct for the
spatially varying GIA signal related to the LGM before interpreting the re-
maining signal, in order to identify the contribution of present-day ice melt-
ing to sea-level change. Another GIA contribution to the present-day sea-
level budget is the solid Earth’s deformation in response to post-glacial ocean
loading. The deformation is increasing the capacity of ocean basins, causing
thereby a sea-level fall of 0.3 mm/yr (Douglas and Peltier, 2002). GIA mod-
els can be also combined with topographic data in order to reconstruct past-
shoreline positions but also predict future shoreline migration (Whitehouse,
2009).

1.2 Research objectives
The thesis explores the possibilities of MDT determination in the Norwegian
coastal zone by the geodetic approach using modified retracking strategies,
novel altimetry data from CS2, and improved geophysical corrections, and
analyses GIA in Fennoscandia either by comparing model results with obser-
vational evidence or by combining CS2 satellite altimetry with TG data for
VLM determination at TGs.

The main research objectives of this thesis are:

1. Quality assessment and refinement of coastal altimetric products along
the Norwegian coast.

2. Exploration of the potential of SAR(In) altimetry.

3. Determination and quality assessment of the ocean’s MDT with focus
on the Norwegian coastal zone from comparison with independent
data.

4. Modelling of the GIA-induced vertical velocity field and relative sea-
level changes in Norway and Fennoscandia.
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The research objectives resulted in the following papers:

Paper A Coastal sea level from CryoSat-2 SARIn altimetry in Norway

Paper B The coastal mean dynamic topography in Norway observed by
CryoSat-2 and GOCE

Paper C Analysis of Glacial Isostatic Adjustment in Fennoscandia: Compari-
son of Model Results and Observational Evidence

Paper D An Attempt to Observe Vertical Land Motion along the Norwegian
Coast by CryoSat-2 and Tide Gauges

The first two research objectives are addressed in Paper A, where the
performance of CS2 was evaluated by comparing its observations with TG
measurements at 22 TGs. Thereby, two major geophysical corrections, i.e.,
ocean tide and inverse barometer were exchanged by locally determined cor-
rections to investigate if refined corrections would improve CS2 sea surface
heights (SSHs). The same in situ analysis was performed using data from
three conventional altimetry missions (Envisat, SARAL/AltiKa, and Jason-2)
in order to quantify the performance of CS2 with respect to conventional al-
timetry.

Paper B explores the potential of CS2 observations for MDT determina-
tion in the Norwegian coastal zone, hence, focusing on objectives 2 and 3.
Three state-of-the-art regional geoid models were combined with CS2 SSHs
to determine geodetic mean dynamic topographies (MDTs). Geodetic MDTs
were validated against an independent operational coastal ocean model as
well as TG MDTs. Geostrophic ocean currents were also determined in this
paper and compared to flow patterns based on the coastal ocean model.

Objective 4, i.e., modelling GIA-induced VLM as well as relative-sea level
changes were addressed in Paper C. Ice histories and rheologies were cou-
pled to determine the Earth’s response to the melting of late-Pleistocene ice
sheets in Fennoscandia. Computed predictions of present-day VLM were
compared to published grids of vertical velocities by other authors in order to
quantify the difference between various software solutions. In addition, GIA-
modelling outputs were validated against external data, namely the semi-
empirical land-uplift model for the Nordic-Baltic region NKG2016LU_abs
and geological relative sea-level reconstructions.

Paper D is bridging objectives 2 and 4, where satellite altimetry was used
to determine VLM (dominated by GIA) along the Norwegian coast. CS2 SARIn
observations were combined with both monthly-averaged and 10-minute TG
data sets in order to determine VLM rates at 20 TGs along the coast and com-
pared with NKG2016LU_abs rates.
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Figure 1.1. Schematic representation of geodetic measuring techniques and sum-
mary of corrections, which must be applied to the altimeter range measurement. The
sea surface height (SSH) is relative to the reference ellipsoid and sea level is relative to
the solid Earth. Thus, vertical land motion (VLM) is the difference between SSH and
relative sea level. Tide gauges measure relative sea level, while satellite altimetry ob-
serves SSH; VLM can be observed by GNSS. All three variables include processes that
may change the actual sea surface and land at any timescale. The mean dynamic to-
pography (MDT), which is of interest for ocean-circulation studies, is obtained from
the mean sea surface (MSS) by subtracting the geoid, N . Adapted from Andersen and
Scharroo (2011); Chelton et al. (2001); Ophaug (2017); Simpson et al. (2015).
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1.3 Talks, posters, and conferences
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19 Gerlach, Ch., V. Ophaug, O. C. D. Omang, and M. Idžanović (2019), Qual-
ity and Distribution of Terrestrial Gravity Data for Precise Regional Geoid
Modeling: A Generalized Setup. In: International Association of Geodesy
Symposia, Springer, Berlin, Heidelberg, doi: 10.1007/1345_2019_71.

20
18 Interview with NMBU’s rector on land-uplift determination in Norway

by combining satellite altimetry and tide-gauge observations on https://
www.facebook.com/mari.s.tveit/videos/10155755521657212/

Idžanović, M., K. Breili, Ch. Gerlach, and O. B. Andersen: Land Uplift
Determined by Satellite Altimetry and Tide-Gauge data in Fennoscandia,
poster presented at the ”25 Years of Progress in Radar Altimetry” Symposium,
September 24-29, Ponta Delgada, Portugal

Ophaug, V., M. Idžanović, and O. B. Andersen: The Coastal Mean Dynamic
Topography in Norway Observed by CryoSat-2 and GOCE, talk given at
the ”25 Years of Progress in Radar Altimetry” Symposium, September 24-29,
Ponta Delgada, Portugal

Gerlach, Ch., V. Ophaug, O. C. D. Omang, and M. Idžanović: Quality and dis-
tribution of terrestrial gravity data for precise regional geoid modelling
in a testbed along the Norwegian coast, poster presented at the Hotine-
Marussi Symposium 2018, June 18-22, Rome, Italy

20
17 Idžanović, M. and and Ch. Gerlach: Comparison of the semi-empirical land

uplift model NKG2016LU and GIA-modelled present-day geodetic varia-
tions in Fennoscandia based on different ice models, talk given at the Fall
meeting of the German Geophysical Society, October 24-27, Blaibach, Ger-
many

Idžanović, M. and and Ch. Gerlach: Comparison of the semi-empirical land
uplift model NKG2016LU and GIA-modelled present-day geodetic varia-
tions in Fennoscandia based on different ice models, poster presented at
the International workshop on the inter-comparison of space and ground
gravity and geometric spatial measurements, October 16-18, Strasbourg,
France

Andersen, O. B., M. Idžanović, V. Ophaug, and A. Aulaitijiang: The Great
Value of Cryosat-2 SAR-in for Coastal Sea Level Monitoring, talk given at
the North-American CryoSat Science Meeting, March 20-24, Banff, Alberta,
Canada

Idžanović, M., V. Ophaug, and O. B. Andersen: The Norwegian Coastal
Current observed by CryoSat-2 and GOCE, poster presented at the North-
American CryoSat Science Meeting, March 20-24 Banff, Alberta, Canada

https://www.facebook.com/mari.s.tveit/videos/10155755521657212/
https://www.facebook.com/mari.s.tveit/videos/10155755521657212/
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Idžanović, M., V. Ophaug, and O. B. Andersen: The Norwegian Coastal Cur-
rent observed by CryoSat-2 and GOCE, poster presented at the 10th Coastal
Altimetry Workshop, February 21-24, Florence, Italy

Idžanović, M., V. Ophaug, and O. B. Andersen: Coastal Sea Level from
CryoSat-2 SARIn Altimetry in Norway, poster presented at the 10th Coastal
Altimetry Workshop, February 21-24, Florence, Italy

Official web page of the GOCODYN project at https://www.nmbu.no/en/
projects/node/31870

20
16 Nordic Geodetic Commission joint WG workshop on postglacial land uplift

modelling, December 1-2, Gävle, Sweden

Idžanović, M., V. Ophaug, and O. B. Andersen: The Norwegian Coastal Cur-
rent observed by CryoSat-2 and GOCE, poster presented at the 2016 SAR
Altimetry Workshop, October 31, La Rochelle, France

Idžanović, M., V. Ophaug, and O. B. Andersen: The Norwegian Coastal Cur-
rent observed by CryoSat-2 SARIn altimetry, poster presented at the Inter-
national Symposium on Gravity, Geoid and Height Systems 2016, September
19-23, Thessaloniki, Greece

Cryosat sets new standard for measuring sea levels, a popular article on
ESA’s Cryosat web page http://www.esa.int/Our_Activities/Observing_
the_Earth/CryoSat/CryoSat_sets_new_standard_for_measuring_sea_
levels

Idžanović, M., V. Ophaug, and O. B. Andersen: Coastal Sea Level in Norway
from CryoSat-2 SAR Altimetry, poster presented at the ESA Living Planet
Symposium 2016, May 9-13, Prague, Czech Republic

20
15 Glacial Isostatic Adjustment Training School, Ohio State University, Septem-

ber 13-19, Stone Laboratory on Gibralter Island, Lake Erie, USA

https://www.nmbu.no/en/projects/node/31870
https://www.nmbu.no/en/projects/node/31870
http://www.esa.int/Our_Activities/Observing_the_Earth/CryoSat/CryoSat_sets_new_standard_for_measuring_sea_levels
http://www.esa.int/Our_Activities/Observing_the_Earth/CryoSat/CryoSat_sets_new_standard_for_measuring_sea_levels
http://www.esa.int/Our_Activities/Observing_the_Earth/CryoSat/CryoSat_sets_new_standard_for_measuring_sea_levels
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1.4 Thesis structure
This thesis is divided into several chapters, which deal with the following top-
ics.

Chapter 2 describes the first major topic of the thesis, i.e., satellite altime-
try. The principal and main differences between conventional and SAR al-
timetry are given in Sections 2.1 and 2.2. Retracking methods are explained
in Section 2.3. An essential step in the processing of altimetry data are range
and geophysical corrections for which an overview is given in Section 2.4. The
MDT and geostrophic surface currents are presented in Sections 2.5 and 2.6,
respectively. Data and methods for Paper A, Paper B, and Paper D are given
in detail in Section 2.7 as well as data sets for validating the results, i.e., the
coastal ocean model NorKyst800 and TG observations.

Chapter 3 deals with the second major topic, GIA. The definition of the
sea-level equation, including Green’s functions as well as input parameters
to the sea-level equation (surface loads and Earth models) are given in Sec-
tion 3.1. An overview of GIA-modelling outputs is presented in Section 3.2.
Models and data sets used in Paper C as well as data for validating mod-
elled results are given in Section 3.3 (the semi-empirical land-uplift model
NKG2016LU and geological relative sea-level data).

Chapter 4 gives on overview of results presented in the papers and con-
sists of three sections. Section 4.1 presents results regarding SAR(In) altimetry
along the Norwegian coast and ocean topographies derived from CS2 and re-
gional geoid models. Section 4.2 comprises predictions of relative sea level as
well as VLM rates in Fennoscandia derived by two different approaches. In
Section 4.3, limitations to the work are discussed.

Chapter 5 lists the main conclusions of the thesis and gives a future scope
of the work.

At the end of the thesis, a list of included papers is provided and four peer-
reviewed journal papers are appended.





Chapter 2

Satellite altimetry and
CryoSat-2

This chapter provides basic knowledge about satellite altimetry. The prin-
ciple of satellite altimetry is described, heavily focusing on CS2, the altime-
try mission whose data were used in this study. A brief overview of retrack-
ing methods as well as range and geophysical corrections applied onto alti-
metric observations is given. In addition, fundamental equations for ocean-
circulation studies are presented.

Satellite altimetry is a major technique allowing global mapping of sea
surface topography and measuring sea-level changes (Simpson et al., 2015).
Altimetry-derived SSHs are used in climate prediction, monitoring of ocean
circulation, weather forecasting, and determination of the gravity field (Jain
et al., 2015). Today, satellite altimetry is able to achieve accuracies in SSH
measurements of only a few centimeters thanks to technological develop-
ments and improvements in data reprocessing (Calafat et al., 2017).

Radar altimeters have been flown on a number of satellites. NASA’s (Na-
tional Aeronautics and Space Administration) Seasat was the first ocean-
oriented mission carrying an altimeter package (including a precise orbit-
determination system) for the measurement of ocean circulation and was
launched in 1978. A satellite-altimetry revolution happened with the launch
of the US-French Topex/Poseidon mission in 1992. Carrying two high-
precision altimeters, a multi-channel microwave radiometer, and precise
orbit-determination devices, it enabled the large-scale ocean circulation to
be accurately measured. The European ERS-1 (from 1991) and ERS-2 (from
1995) satellites also provided long time-series of complementary altimetric
observations. These observations were continued with Jason-1 (launched in
2001) and Envisat (launched in 2002) (CEOS, 2009).
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Currently, there are seven altimetry missions in orbit: CS2, Jason-2, Jason-
3, SARAL/AltiKa, Sentinel-3 (A & B), and HY-2. Jason-2 was launched in 2008
with the intention to continue the high-accuracy satellite-altimetry obser-
vations begun by Topex/Poseidon and Jason-1 (CEOS, 2009). As part of the
Topex-family missions, Jason-2 and Jason-3 (launched in 2016) have the same
orbit as Topex/Poseidon and Jason-1 with a relatively short repeat cycle of
9.9 days and widely-spaced ground tracks of 315 km at the equator (AVISO,
2019). Placed in the same 800-km polar orbit as Envisat, the French-Indian
SARAL/AltiKa (launched in 2013) is the first satellite equipped with a Ka-band
altimeter (which is much less affected by the ionosphere than Ku-band) for
measuring SSHs with a 35-day repeat cycle (CNES, 2017). Sentinel-3 (A & B)
were launched in 2016 and 2018, respectively, and have a 27-day repeat orbit.
HY-2 (launched in 2011) is the second-generation ocean-monitoring satellite
series approved by China National Space Administration (AVISO, 2019). Fig-
ure 2.1 shows the theoretical ground tracks for Envisat, SARAL/AltiKa, and
Jason-2 whose data were compared to TG observations in Paper A. Not all al-
timetry missions cover the Norwegian coastal zone due to the low inclination
(66◦) of the Topex-family missions. Altimetry at high latitudes, including the
northernmost coast of Norway, is therefore especially challenging.

Figure 2.1. Theoretical altimeter ground tracks in the Nordic region for (a) Envisat
Phase C (30 days), (b) SARAL/AltiKa (35 days), and (c) Jason-2 (10 days) whose data
were used in Paper A. Inspired by Ophaug (2017).
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2.1 Principle of satellite altimetry

Satellite altimeters transmit a short pulse of microwave radiation with known
power towards the sea surface, where the signal interacts with the sea surface
and part of the signal is returned back to the satellite. Satellite altimeters mea-
sure the round-trip travel time accurately (Vignudelli et al., 2011). The prin-
cipal objective of satellite altimetry is to measure the range from the satellite
to the sea surface (Figure 1.1). The range needs to be corrected for a variety of
factors and effects (Vignudelli et al., 2011), which can be grouped into instru-
mental, range, and geophysical corrections. The range, R̂, estimated from the
satellite-to-surface round-trip travel time ∆t is (Chelton et al., 2001)

R̂ = R 0 +
∑

i
∆R i , (2.1)

where R 0 = c · ∆t/2 is the range computed neglecting refraction based on
the speed of light c but corrected for instrument effects. Corrections for var-
ious components ∆R i (i = 1, . . . ) are described in Section 2.4. If the satel-
lite’s height, h, is known in a particular reference frame, SSH can be found by
subtracting the corrected range, R, given in Eq. (2.3) from the height of the
satellite:

SSH = h −R. (2.2)

The height of the satellite’s center of mass with respect to a reference ellip-
soid is normally modelled to an accuracy of 2-3 cm by using a combina-
tion of GPS (Global Positioning System) positioning, laser ranging, and the
DORIS (Doppler Orbitography and Radiopositioning Integrated by Satellite)
beacon/satellite receiver system (Cipollini et al., 2017).

Several frequencies are used for radar altimeters, depending upon reg-
ulations, mission objectives, and technical possibilities (AVISO, 2019). Each
frequency has its advantages and disadvantages. The advantages of using Ka-
band rather than Ku-band frequency are reduced ionospheric delay, narrow
beamwidth enabling near-land altimetry, and a higher number of indepen-
dent pulses; disadvantages are greater sensitivity to clouds and rain (Quartly
and Chen, 2006), and antenna mispointing (Stammer and Cazenave, 2017).

In principle, there are two types of altimeters: (i) beam-limited and (ii)
pulse-limited, depending on the width of the ground strip illuminated by
the antenna. For beam-limited altimeters, the return pulse is dictated by the
physical size of the antenna. For a pulse-limited altimeter, the shape of the
return is dictated by the length (width) of the compressed pulse. Most mis-
sions have altimeters on-board, which use the principle of pulse-limited sig-
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nals. Missions, which use synthetic aperture techniques can be seen as beam-
limited instruments in the along-track direction (direction parallel to satel-
lite’s flight direction) (Cipollini et al., 2013). The main limitation of conven-
tional nadir-pointing radar altimeters is the space-time coverage dilemma
(Vignudelli et al., 2011); either the spatial sampling is coarse (Figure 2.1c) or
the time sampling is poor (Figures 2.1a and 2.1b). Increased temporal res-
olution means decreased spatial resolution and vice versa. Ocean-oriented
altimeters have a shorter repeat orbit (10 days or 35 days) in comparison to
CS2 (369 days), which is constructed as a geodetic mission (spatial coverage
is of higher priority than temporal resolution) (Calafat et al., 2017).

In the vertical direction, altimeters can receive echos only within a spe-
cific range window, called the analysis window, which is determined by
the on-board tracker system. As the satellite moves along its orbit and the
satellite-to-surface distance changes, the position of the analysis window is
dynamically adjusted by on-board trackers to ensure that the altimeter sam-
ples at the time when the radar pulse hits the surface and that the reflected
signal is kept within the analysis window (Gommenginger et al., 2011). Track-
ing systems can work in open and closed loops. An open-loop tracking sys-
tem positions the analysis window using a priori knowledge from a high-
resolution digital elevation model stored on board. Errors in the digital el-
evation model and variations in topography at scales higher than the digital
elevation-model resolution can cause the altimeter to lose track. In a closed-
loop system, the analysis window is positioned based on the on-board near
real-time analysis of previous waveforms, which increases the chances for the
altimeter to keep the signal inside the analysis window (Di Bella, 2019).

2.2 SAR(In) altimetry on CryoSat-2

Only few years back, conventional altimetry was not able to sample coastal
zone processes and short-scale phenomena due to land contaminated foot-
prints. This changed with the launch of CS2 and the implementation of syn-
thetic aperture radar (SAR) altimetry. SAR altimetry was originally developed
for monitoring the cryosphere by measuring variations in the ice thickness
but has also proven its applicability for monitoring the ocean (Cipollini et al.,
2017). SAR altimetry or delay-Doppler altimetry is a technique to process al-
timetric data (Raney and Phalippou, 2011). The key idea behind the SAR al-
timeter is to use the Doppler effect to divide the radar footprint into a number
of along-track cells and average all cells illuminating the same area (Stenseng,
2011) (Figure 2.4a). Hence, the probability that the smaller footprint is con-
taminated by land is far less for CS2 in SAR(In) mode compared to conven-
tional altimeters. In addition to CS2, ESA’s Copernicus satellites Sentinel-3 (A



2.2 SAR(In) altimetry on CryoSat-2 15

Figure 2.2. The CryoSat-2 spacecraft in orbit. Image taken from ESA (2006).

& B) are equipped with SAR altimeters. In the future, SAR altimetry will be
implemented on Sentinel-3 (C & D) as well as Jason-CS/Sentinel-6 (AVISO,
2019).

CS2 (Figure 2.2) is a Earth Explorer Opportunity Mission in the Living
Planet Program of ESA. It replaced CryoSat, which was lost as a result of
launch failure on October 8, 2005. The replacement spacecraft was launched
on April 8, 2010 from the Baikonur Cosmodrome in Kazakhstan, with some
improvements. CS2 operates at an altitude of 717 km, covering areas up to
88◦N/S. It operates at a Ku-band radar frequency of 13.575 GHz and has a re-
peat period of 369 days, with subcycles of 30 days. The 30-day subcycles pro-
vide approximately monthly global coverage. The equatorial ground-track
spacing is ∼8 km and the along-track resolution ∼250 m (Table 2.2). CS2 car-
ries a synthetic aperture interferometric radar altimeter (SIRAL), which can
operate in (i) SAR, (ii) SAR interferometric (SARIn), and (iii) conventional low-
resolution modes, introducing thereby two important improvements. First, it
ensures a higher along-track resolution, and secondly, it reduces the impact
of land contamination on radar echos in proximity of coasts (Dinardo et al.,
2011). Two features make SIRAL different from previous space-borne altime-
ters (Stenseng, 2011):

• It has two antennas and two receive chains, thereby forming an in-
terferometer in the across-track direction (direction perpendicular to
satellite’s flight direction) with a baseline of 1.2 m and permitting in-
terferometric processing for enhanced ground resolution in the along-
track direction. A correct antenna orientation is crucial and maintained
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by a trio of star trackers.

• It sends bursts of pulses separated by intervals of 50 µs; conventional
altimeters have generally pulse intervals of 500 µs.

CS2 switches automatically between its three observational modes accord-
ing to a geographical mode mask. The mask is updated every two weeks
to account for changes in the sea-ice extent (Mertz et al., 2017). Figure 2.3
shows the geographical mode mask over the Nordic region. The SARIn zone is
stretching ∼40 km off the coast, where it transits to the low-resolution mode.
The SAR mode is operated over the Skagerrak area.

Low-resolution mode

Conventional radar altimeters operate in the pulse-limited mode. For CS2,
this mode is referred to as low-resolution mode (LRM). When in LRM, a sin-
gle receive channel and a low pulse-repetition frequency are used, ensuring
uncorrelated returning echos (ESA, 2007). CS2 operates in this mode over sur-
faces where surface slopes are small, i.e., over oceans and ice-sheet interiors
(ESA, 2018a).

Synthetic aperture-radar mode

The SAR mode is operated over sea-ice areas as well as some ocean basins
and coastal zones (ESA, 2018a). SAR uses a single channel, where bursts of 64
pulses at a high pulse-repetition frequency are transmitted. The high pulse-
repetition frequency ensures coherent sampling, and together with pulse-to-
pulse phase coherence, a series of pulses can be combined to form an equal
amount of synthetic beams, with footprints much smaller in the along-track
direction (Stenseng, 2011). After the burst transmission, the altimeter exploits
the empty inter-burst interval to receive the echos reflected back from the
surface (Dinardo, 2013). The footprints of those sub-beams are adjacent cells,
about 250 m wide in the along-track direction. In the across-track direction,
the resolution is still constrained by the diameter of the pulse-limited circle
(Figure 2.7d).

Stacking is the collection of various Doppler beams pointing to a partic-
ular cell on the Earth’s surface (Figure 2.4a). The averaging of such a stack to
make a composite waveform is called multi-looking (Jain, 2005). The conse-
quence of a small along-track footprint and multiple looks is a waveform with
a steep leading edge and a fast decaying trailing edge (Figure 2.7f) as well as
a response more than 10 dB stronger at the peak power in comparison to a
conventional radar-altimeter waveform (Stenseng, 2011).
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Figure 2.3. CryoSat-2 geographical mode mask version 3.9 (ESA, 2018a) over the
Nordic region. The geographical mode mask is updated every year but remained
constant over Norway. CryoSat-2 switches automatically to its three observational
modes according to the geographical mode mask: SAR (green), SARIn (purple), and
LRM (areas not covered by other modes).

Synthetic aperture-radar interferometric mode

The SARIn mode is used over ice-sheet margins, some geostrophic ocean
currents, and small ice caps as well as areas of mountain glaciers. In the
SARIn mode, the analysis window is four times larger than in LRM and SAR
(60 m versus 240 m) due to slope variations in ice-sheet margins (ESA, 2018a).
When operated in this mode, the SAR processing is combined with the inter-
ferometric feature of SARIn, which improves the echo-localization capabili-
ties as the across-track angle of the echos can be determined. The application
of two antennas in the SARIn mode allows to calculate the difference between
the phase of one receiving channel with respect to the other. From the phase
difference, it is possible to determine the angle of the echo at each gate, and
in particular, the angle of the echo at the closest range (first return). When
the range of the first scattering point to the antenna is known, the across-
track distance of the scattering point can be derived. The calculated across-
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track distance can be applied in coastal areas to determine the origin of the
radar return. Over the open ocean, the across-track distance is expected to be
around zero. In presence of targets in the across-track direction, e.g., islands
or steep cliffs, the across-track distance has a value different from zero, mak-
ing it possible to recognize and discriminate land-originating returns from
pure ocean returns (Dinardo et al., 2011) (Figure 2.4b). Due to the slanted ge-
ometry, the off-nadir Doppler beams observe a target at an apparently longer
range than the range to the nadir point (Stenseng, 2011). Height retrack-
ing from such an off-nadir range measurement leads to an underestimated
SSH. Hence, the off-nadir range should be corrected for SARIn applications
as shown, e.g., in Abulaitijiang et al. (2015).

Flight direction

Doppler cells
sea land

PhD = 0
AoA = 0

PhD ≠ 0
AoA ≠ 0

a b

Figure 2.4. (a) Multi-looking of the same Doppler cells by different positions of the
satellite along its flight direction. Adapted from Jain (2005). (b) In the SARIn mode,
the across-track discrimination is based on the phase difference (PhD), i.e., angle of
arrival (AoA). Adapted from Garcia-Mondájar et al. (2015).

2.3 Waveform-retracking methods

The magnitude and shape of the received echos are sampled in a time se-
ries called waveform, which contains information about the characteristics
of the surface that caused the reflection. The delay in the signal return indi-
cates the height of the feature below the instrument, i.e., the range; the signal
amplitude records the backscatter strength of the target, σ0, which is depen-
dent upon the surface type and its roughness (related to wind). The wave-
form’s shape contains information on the variation in topography within the
footprint (Quartly and Chen, 2006). This information is obtained by an al-
gorithm called retracking that fits an analytical waveform model to the mea-
sured waveform (Thibaut et al., 2010). Each cell within a waveform is called
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range gate or bin and contains a power value corresponding to a certain dis-
tance from the satellite.

Figure 2.5. Illustration of waveform corruption when the altimeter approaches the
coast. Figure taken from Cipollini et al. (2014).

Over the surface of the ocean, the waveform has a characteristic shape
that can be described analytically by the Brown model, with a steep leading
edge and a slowly decaying trailing edge (Figure 2.7e). Figure 2.6 shows a the-
oretical ocean-like or Brown-type waveform as well as parameters that can be
estimated from the waveform. As long as the transmitted signal does not in-
tercept the sea surface, the received signal is almost zero (only thermal noise,
P0, is present at the altimeter input). Due to the spherical shape of the wave
front, the incidence pulse starts to intercept the sea surface at the middle of
the observed area. The received signal amplitude increases to a maximum
and tends to decrease accordingly to the shape of the antenna gain (Stam-
mer and Cazenave, 2017). The presence of sea ice and coasts makes wave-
form retracking considerably more difficult compared to waveform retrack-
ing over the open ocean (Jain et al., 2015). The waveforms depart from the
Brown model and are multipeaked (Figure 2.5). The characteristic quasi-step
shape of the pulse-limited waveform is lost in SAR. SAR waveforms assume a
sharp shape with a long and slow decaying tail (Figure 2.7f). Factors that im-
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pact the waveform are not only the presence of land in the altimeter footprint
but also presence of ”bright targets” in the footprint such as calm water areas
(Cipollini et al., 2017).

From the basic ocean-waveform shape in Figure 2.6, several parameters
can be deducted (Gommenginger et al., 2011):

• τ is the epoch or time delay, i.e., the position of the waveform in the
analysis window with respect to the tracking reference point deter-
mined by the on-board tracker.

• P is the amplitude of the received signal. This amplitude with respect
to the emission amplitude gives the backscatter coefficient, σ0. The
backscatter coefficient is related to wind speed.

• P 0 is the thermal noise level.

• The leading-edge slope, σs, is related to the significant wave height.

• The trailing-edge slope is linked to any mispointing of the radar an-
tenna ξ, i.e., any deviation from nadir.

• Skewness λs is related to the leading-edge curvature.

Two types of retrackers are known: (i) physical and (ii) empirical. Physi-
cal retrackers fit a mathematical model to the raw waveform and estimate the
range and other physical properties with high accuracy and precision. They
are suitable for ocean-type waveforms. Empirical retrackers use the wave-
form’s statistics to determine the retracking point, which is not related to any
physical properties of the reflecting surface, giving only the range with an
unknown absolute level (there can be a small offset in the estimated range
depending on the retracker that was applied). In comparison to physical re-
trackers, empirical retrackers provide range estimates for all kinds of wave-
forms (Villadsen, 2016). A brief overview of retrackers is given in the follow-
ing.
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Figure 2.6. Ocean parameters that can be estimated from the altimeter echo: (i) the
range between the satellite and the observed surface is related to the time (epoch)
when the amplitude of the received signal represents half of the maximum ampli-
tude in the leading edge; (ii) the significant wave height (SWH) is deducted from the
slope of the leading edge; (iii) the backscatter coefficient of the ocean, σ0, related to
wind speed, is estimated from the maximum signal amplitude received. The curva-
ture of the leading edge is linked to the wave skewness, and the slope of the trailing
edge provides information on the radar-antenna mispointing with respect to nadir.
Adapted from Gommenginger et al. (2011); Passaro et al. (2014).

The two traditional empirical retrackers, the offset center of gravity
(OCOG) retracker (Wingham et al., 1986) and the threshold retracker (Davis,
1995) work on the complete waveform in order to locate the retracking point
(Jain, 2005). They are mostly used in hydrological applications (Thibaut et al.,
2017). The goal of the OCOG retracker is to find each waveform’s center of
gravity based on the power levels within the gates. After defining a rectangle
about the effective center of gravity, the amplitude and width of the wave-
form as well as the gate position of the waveform’s center of gravity are esti-
mated. The threshold retracker is based on the dimensions of the rectangle
computed by the OCOG method (Gommenginger et al., 2011). The threshold
value is then referenced with respect to the OCOG amplitude or to a specific
percentage of the waveform’s maximum amplitude (Di Bella, 2019). Improved
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threshold retrackers distinguish between methods using external data to se-
lect the best ranging gate and methods that find the leading sub-waveform
directly without additional data. Primary-peak retrackers are applied just to
the primary peak (high peak that includes the leading edge and contains most
of the reflection from nadir) of the reflected waveform (Jain, 2005). The β-
retracker (Martin et al., 1983) is a 5- or 9-parameter functional form to fit
single or double-ramped waveforms, respectively. The unknown β parame-
ters are thermal noise level, signal amplitude, mid-point of the leading edge,
waveform rise time, and slope of the trailing edge. The β parameters are es-
timated parameters and do not relate to physical properties (Gommenginger
et al., 2011).

Physical retrackers are Brown, Hayne, and SAMOSA (SAR altimetry mode
studies and applications), and applied onto the deep ocean (Thibaut et al.,
2017). The formulation of the theoretical shape of an echo over the ocean
was given by Brown (1977), and refined by Hayne (1980), including a fixed
skewness parameter λs. To fit a model to measured waveforms, different sta-
tistical methods are used. The maximum likelihood estimator (MLE) is based
on the Hayne model and fits the theoretical model-return power to the mea-
sured return power. The MLE3 algorithm estimates three parameters: range,
significant wave height, and backscatter coefficient. In addition to parame-
ters estimated by MLE3, MLE4 estimates antenna mispointing (Smith et al.,
2011). The SAMOSA retracker (Ray et al., 2015) uses the Brown approach to
describe the returned waveform from the delay-Doppler/pulse-limited foot-
print. Since it is a physically based model, it can include a number of other
parameters such as significant wave height, backscatter coefficient, and an-
tenna mispointing (Stenseng, 2011).

The retracked range is obtained by combining the range of the analy-
sis window with the retrieved epoch obtained by retracking (Gommenginger
et al., 2011)

R = R̂ +∆R r, (2.3)

where ∆R r is the retracking correction and R̂ is given by Eq. (2.1).
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24 Chapter 2 Satellite altimetry and CryoSat-2

2.4 Range and geophysical corrections

The determination of SSH from altimeteric range measurements involves a
number of corrections (Figure 1.1). One group of corrections concerns the
behavior of the radar pulse through the atmosphere (range corrections), while
the other group corrects for sea state and other geophysical signals (geophys-
ical corrections). Some of those corrections need special attention close to
the coast and in shallow-water regions (Vignudelli et al., 2011). The accu-
racy of derived SSHs is directly linked to the accuracy of applied corrections.
In coastal zones, in addition to the refinement of statistical techniques for
screening and filtering of data, the range estimation can be improved by
applying specialized retracking as well as by applying improved corrections
for the geophysical signals (Cipollini et al., 2017). The following overview of
range and geophysical corrections is based on Andersen and Scharroo (2011).
Table 2.1 provides an overview of typical mean values of time-varying range
and geophysical corrections.

Range corrections, which model and adjust for the refraction and the de-
lay of the radar signal in the atmosphere, are split into three components:
(i) the dry tropospheric correction (∆R dry) accounts for dry gasses (mainly
oxygen and nitrogen), (ii) the wet tropospheric correction (∆R wet) accounts
for the water vapor, and (iii) the ionospheric correction (∆R iono) accounts
for the presence of free electrons in the upper atmosphere. The wet tropo-
spheric correction can be estimated from radiometer measurements or mod-
els provided by the European Centre for Medium-Range Weather Forecasts
(ECMWF), which are based on pressure and temperature grids. For the dry
tropospheric correction, data from operational weather models are used, e.g.,
ECMWF and NCEP (National Centers for Environmental Prediction). As an
alternative to dual-frequency altimeter measurements, a number of climato-
logical models have been in use to derive the ionospheric correction, e.g., the
Bent model (Llewellyn and Bent, 1973) as well as GPS-derived global iono-
spheric maps (GIM).

The wave distribution and scattering of the radar signal by the sea sur-
face is not Gaussian; wave troughs are more present and reflect back more
of the radar signal than the crests, introducing thereby a bias. This bias is
related to the local sea state (wind and wave conditions) and is called sea-
state bias. The sea-state bias correction (∆R ssb) accounts for the difference
between the actual scattering surface and the average of SSHs within the al-
timeter footprint. It refers collectively to the electromagnetic, skewness, and
tracker biases (Bonnefond et al., 2011). The sea-state bias was originally mod-
elled as a simple percentage of the significant wave height. Since the sea-state
bias depends upon different wave types and wind field, a more advanced 4-
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parameter model was introduced to describe the sea-state bias, referred to as
the BM4 model (Andersen and Scharroo, 2011).

According to Eqs. (2.1) and (2.3), the corrected range R is

R = R 0 +∆R r +∆R dry +∆R wet +∆R iono +∆R ssb. (2.4)

The main focus of satellite altimetry is to study dynamical sea-surface sig-
nals, which are related to oceanographic processes. In order to isolate those
signals, dominant geophysical contributions have to be removed by applying
geophysical corrections. Those corrections adjust the observed SSH for the
largest time-variable contributors: (i) tides (h tides) and (ii) the dynamic at-
mosphere (h atm). These effects must be modelled and removed in order to
investigate the actual SSH, which can be split into geoid height, N , and DOT:

SSH = DOT+h tides +h atm +N . (2.5)

The tidal correction, h tides, is the dominant contributor to temporal SSH
variations. The ocean tide (OT) is responsible for more than 80% of the tidal
signal variance and is the largest tidal component. The tidal correction also
includes smaller tidal signals, i.e., ocean-tide loading (OTL), solid Earth tide
(SET), and pole tide (PT), and can be written as the sum of its contributors:

h tides = h OT +h OTL +h SET +h PT. (2.6)

Global OT models have an accuracy of ∼1-2 cm over the open ocean. The
tidal range is much larger in the coastal regions than in the open ocean, and
coastal tidal waves are more complex. Global OT models have errors of 10-
20 cm close to the coast (Ray, 2008). In some places, the OT correction is not
available in coastal regions (Paper A). A commonly used model for the OT
correction is FES2004 (Lyard et al., 2006). The SET is computed using closed
formulas as described in Cartwright and Taylor (1971) and Cartwright and
Edden (1973), and assumed to be very accurate. The PT is computed as de-
scribed by, e.g., Wahr (1985) to high accuracy.

The dynamic atmosphere correction, h atm, corrects the SSH for varia-
tions due to time-varying atmospheric pressure loading. The atmosphere ex-
erts a downward force on the sea surface and lowers it when the pressure is
high and vice versa. h atm combines a static response (inverse barometer) of
the ocean to atmospheric forcing for low-frequency signals (periods longer
than 20 days) as well as a correction for high-frequency variations (periods
shorter than 20 days). For the low-frequency contribution, the classical in-
verse barometer (IB) correction is used to account for the response of the sea
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surface to changes in atmospheric pressure

h ib ≈−0.99484(P 0 −P ref), (2.7)

where P 0 may be derived from the dry tropospheric correction, and P ref is
the global mean pressure, i.e., reference pressure. Traditionally, a constant
value of 1013.3 hPa has been used, which is the average surface pressure over
the globe. However, the mean pressure over the globe is not identical to the
mean pressure over the ocean. The mean pressure over the ocean is closer to
1011 hPa (Andersen and Scharroo, 2011). The low-frequency part should be
combined with the high-frequency contribution (short-period air-pressure
changes and wind effects). The high-frequency contribution is available from
models, e.g., MOG2D (Carrère and Lyard, 2003). The standard deviation of the
IB correction ranges from 10 to 15 cm at high latitudes. Combining the IB cor-
rection with the high-frequency part reduces the SSH signal additionally for
1.0-1.5 cm (Andersen and Scharroo, 2011). Large variations in atmospheric
pressure along the coast and complex tidal patterns degrade the geophysical
corrections for dynamic atmosphere and OT (Andersen and Scharroo, 2011).
In addition, Norway has the world’s second longest coastline of 103 000 km,
with many islands, steep mountains, and deep, narrow fjords. All this makes
the application of coastal altimetry particularly challenging in Norway.

Table 2.1. Typical mean values of time-varying range and geophysical corrections.
The mean values were computed from six years of Jason-1 data. The geoid and MSS
are assumed to have no significant temporal variation and mean values are therefore
not shown. Taken from Andersen and Scharroo (2011).

Range or geophysical Mean Observation or model
correction [cm]

ECMWF (model)
Dry troposphere −231

NCEP (model)

Radiometer
Wet troposphere −16

ECMWF (model)

Radiometer - smoothed dual frequency
Ionosphere −8

JPL GIM (model)

BM4 (model)
Sea-state bias −5

CLS NPARAM-GDRC (model)

FES2004 (model)
Tides ∼0-2

GOT4.7 (model)

IB (model, local pressure)
Dynamic atmosphere ∼0-2

MOG2D_IB (model)

EGM2008 (geoid)
Geoid/MSS -

DTU15 (MSS)
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2.5 Mean dynamic topography
If we average Eq. (2.5) over a specific time period after applying geophysical
corrections, SSH will give the MSS and DOT the MDT for that period, hence

MSS = MDT+N . (2.8)

For ocean-circulation studies, MDT is the fundamental parameter, which
will give an accurate picture of surface geostrophic currents and ocean mass
transport (Bingham et al., 2008), and is given as

MDT = MSS−N . (2.9)

Consequently, a better estimation of the geoid and MSS will improve the de-
termination of the mean ocean circulation (Andersen and Knudsen, 2009).

Both MDT and physical heights over land, H , refer to the same reference
surface, i.e., the geoid. With known geoid heights and ellipsoidal heights ob-
tained by GNSS, physical heights are given as

H = h −N , (2.10)

or can be obtained by spirit levelling. The connection between MDT over
open ocean and physical heights over land along the coast is achieved
through MSL measurements by TGs. The definition of MDT at TGs is ana-
log to Eq. (2.10)

MDT = h MSL −N , (2.11)

where h MSL is the ellipsoidal height of MSL. Eqs. (2.9) and (2.11) represent
the geodetic approach of MDT determination, where the marine geoid is of
crucial importance for using satellite altimetry in the determination of MDT
and ocean currents (Paper B).
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2.6 Geostrophic surface currents
Surface currents that flow horizontally in the ocean’s surface layers (at depths
of less than 100 to 200 m) are primarily driven by winds (Segar, 2018). Their
patterns are determined by wind direction, Coriolis force from the Earth’s ro-
tation, and the position of landforms that interact with the currents (NOAA,
2019). Deep-ocean currents describe water-movement patterns far below the
ocean’s surface and the influence of winds. Deep-ocean currents are driven
by density differences between ocean-water masses, which are caused by
temperature and salinity variations (Segar, 2018).

The dominant forces in the horizontal are the pressure gradient and the
Coriolis force. Within the ocean’s interior away from the boundary layers,
for time scales exceeding a few days and spatial resolutions exceeding a few
tens of kilometers, the horizontal pressure gradient is balanced by the Cori-
olis force (Figure 2.8a). This balance is known as geostrophic balance. The
equations for geostrophic balance are derived from the equations of motion
assuming that (i) the flow has no acceleration, (ii) horizontal velocities are
much larger than vertical, (iii) the only external force is gravity, and (iv) fric-
tion is small (Stewart, 2008).

The geostrophic approximation applied at the surface relates the MDT
slope to geostrophic surface currents (Stewart, 2008) (Figure 2.8b). In terms
of geodetic coordinates, the two velocity components of geostrophic surface
currents are given by (e.g., Wunsch and Stammer, 1998)

u s =− g

f R

∂MDT

∂ϕ
(2.12)

and

v s = g

f R cosϕ

∂MDT

∂λ
, (2.13)

where u s and v s are the zonal (east-west) and meridional (north-south) com-
ponents, respectively. R is the Earth’s mean radius, g is gravity,ϕ is latitude, λ
is longitude, and f = 2ωsinϕ is the Coriolis parameter, of which the angular
velocity of the Earth ω forms a part.

Important limitations to the geostrophic assumptions are: (i) geostrophic
currents cannot evolve with time because the balance ignores acceleration
of the flow, (ii) the geostrophic balance does not apply within ∼2◦ of the
equator where the Coriolis force goes to zero (because sinϕ =0), and (iii) the
geostrophic balance ignores the influence of friction (Stewart, 2008).
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Figure 2.8. (a) Schematic representation of a geostrophic flow v initiated by a force
balance between the pressure gradient P and the Coriolis force C. (b) Geostrophic
surface currents are proportional to the slope of the MDT, a quantity that can be
measured by satellite altimetery if the geoid is known. A slope of 1 m per 100 km
gives a current magnitude of ∼1 cm/s. In the northern hemisphere, v s is into the
paper. Adapted from Ophaug (2017); Segar (2018); Stewart (2008).
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2.7 Data and methods

2.7.1 Paper A

The potential of SAR(In) altimetry along the Norwegian coast as well as the
availability and quality of range and geophysical corrections applied onto
CS2 SARIn observations were investigated in Paper A. 20 Hz CS2 SARIn ob-
servations for the 2010-2014 period were obtained from the Technical Uni-
versity of Denmark (DTU) Space retracking system (Stenseng and Andersen,
2012) and extracted within 45 km×45 km boxes around 22 TGs (Figure 2.10).
The NARV TG was left out due to few CS2 observations. The 20 Hz sea-level
anomalies were computed referring SSHs to DTU15 MSS and applying range
and geophysical corrections listed in Table 2.3. Since the off-nadir range cor-
rection was not applied, the SARIn observations are degraded-SARIn obser-
vations excluding the phase information. A two-step outlier detection was
employed: (i) CS2 observations over land were removed by applying a land
mask and (ii) a within-track outlier detection was performed onto sea-level
anomalies using a multiple t test. Since within-track CS2 observations are
sampled very close in time, 20 Hz observations belonging to the same track
were averaged. The availability of local OT predictions and air-pressure data
(see Section 2.7.4) allowed the substitution of standard OT and IB corrections
provided by FES2004 and ECMWF, respectively with local ones.

To quantify the performance of CS2 with respect to conventional altime-
ters, Jason-2, Envisat, and SARAL/AltiKa 1 Hz data were extracted from RADS
(Radar Altimeter Database System) (Scharroo et al., 2013), with standard cor-
rections applied (Table 2.3). Only data up to 66◦N are available for Jason-2
due to its orbit configuration (Figure 2.1c). For each altimeter, the two near-
est tracks to the TG were considered. As for CS2, a 45 km×45 km box was cen-
tered on the TG and shifted westwards by 0.1◦. All observations within a box
were averaged. For some TGs (HELG, TREG, MALO, TROM), the search radius
had to be extended to find a valid track. TGs that lie further inside fjords than
TGs closer to the open ocean have been assigned the same altimeter tracks as
the latter. The time periods of conventional altimetry data were adapted as
far as possible to the CS2 time period and are given in Table 4.1.
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Figure 2.9. 1 Hz CryoSat-2 SARIn sea-level anomalies around 23 Norwegian tide
gauges in 45 km×45 km boxes. Red squares indicate tide-gauge locations.
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Figure 2.10. Same as Figure 2.9 but with 20 Hz CryoSat-2 SARIn sea-level anomalies.
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2.7.2 Paper B

To determine MDTs in Paper B, LRM, SAR, and SARIn data from 2010 to 2015
were combined in the Norwegian coastal zone (Figure 2.3). LRM and SAR data
were obtained through RADS, where SAR-mode observations are provided
as so-called reduced-SAR (pseudo-LRM) observations; they are reduced-SAR
observations because they were processed similarly to LRM data using inco-
herent processing of pulse-limited echos. SARIn data were obtained from the
ESA Grid Processing on Demand (G-POD) service (Benveniste et al., 2016).
The off-nadir range correction (Armitage and Davidson, 2014; Abulaitijiang
et al., 2015) was applied onto the SARIn observations. Due to the geodetic
orbit of CS2, DOT values were spatially averaged to get a temporal mean and
avoid striping effects. Hence, observations in all three modes were combined
and averaged in 20 km×20 km bins, and then interpolated onto a regular grid
with 30′′ resolution using least-squares collocation.

Three regional geoid models were used, namely, the operational regional
geoid model for Norway, NMA2014, as described in Ophaug et al. (2015), the
Nordic Geodetic Commission NKG2015 model (Ågren et al., 2015), and the
European Gravimetric Geiod EGG2015 (Denker, 2016) (Table 2.4). All are
based on the fifth release data from GOCE (Gravity Field and Steady-State
Ocean Circulation Explorer). Geoid heights were transformed from the zero-
tide system to the mean-tide system using Ekman (1989, Eq. (17)), and refer to
the WGS84 ellipsoid. CS2 MDTs based on NKG2015, EGG2015, and NMA2014
are in the following referred to as CS2NKG, CS2EGG, and CS2NMA, respectively.
In Paper B, NARV, TRON, OSCA, and OSLO were omitted due to insufficient
coverage by altimetry.

Table 2.4. Coverage and grid spacing of used geoid models.

Geoid
model

ϕ [◦] λ [◦] ∆ϕ [◦] ×∆λ [◦]

NMA2014 53◦ ≤ϕ≤77.99◦ −15◦ ≤ϕ≤40◦ 0.01◦×0.02◦

NKG2015 53◦ ≤ϕ≤73◦ 0◦ ≤ϕ≤34◦ 0.01◦×0.02◦

EGG2015 25.01◦ ≤ϕ≤84.99◦ −49.99◦ ≤ϕ≤69.99◦ 0.017◦×0.017◦
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2.7.3 Paper D

For the determination of VLM at TG locations in Paper D, 1 and 20 Hz SARIn
observations for the 2010-2018 period were extracted in 45 km×45 km boxes
around 20 TGs as shown in Figures 2.9 and 2.10, respectively. TGs in TROM,
NARV, and OSLO did not have enough CS2 observations available for trend
computations. Both 1 and 20 Hz SARIn data were obtained from G-POD with
applied off-nadir range correction.

VLM signals from GIA can be computed by solving the sea-level equation
(see Chapter 3 for more details):

Ṡ = Ṅ −U̇ . (2.14)

The dot indicates time differentiation. All three quantities of the sea-level
equation can be determined directly by time-series analysis of geodetic ob-
servations. TG records constrain relative sea-level change (Ṡ), which is the
variation of the sea surface relative to the solid Earth (Kuo et al., 2004). TGs
are attached to the Earth’s crust making their measurements affected by VLM.
On the other hand, satellite altimetry and GPS provide independent measure-
ments of absolute sea-level change Ṅ and VLM U̇ with respect to a global geo-
centric reference frame, respectively. Based on Eq. (2.14), the combination of
SSH from altimetry and relative sea-level records from TGs can be used to
isolate the VLM component U̇ (Nerem and Mitchum, 2002) as

U̇ (ϕ,λ) = Ṅ (ϕ,λ)− Ṡ(ϕ,λ), (2.15)

where ϕ is latitude and λ is longitude.

Two TG data sets were combined with CS2 observations for VLM deter-
mination: (i) Permanent Service for Mean Sea Level (PSMSL) and (ii) Nor-
wegian Mapping Authority (NMA) (see Section 2.7.4 for more details). Both
were interpolated using nearest-neighbor interpolation onto 1 and 20 Hz
time stamps of CS2 SARIn observations. VLM rates and standard deviations
of residuals, se , were then computed by fitting a linear regression model to
the differences. To account for serial correlation in time series, final rate un-
certainties, σ, were estimated by

σ= se

√
1+ r 1

1− r 1 , (2.16)

where r 1 is the lag-1 autocorrelation coefficient computed from residuals of
the regression (Wilks, 2006). In the following, VLM1HzPSMSL and VLM1HzNMA

refer to VLM rates estimated from TG observations from PSMSL and NMA,
respectively, and 1 Hz CS2 data. Similarly, VLM20HzPSMSL and VLM20HzNMA
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are calculated from 20 Hz CS2 observations.

2.7.4 Validation data sets

Two validation data sets were used in Paper A and Paper B: (i) TG observa-
tions provided by both PSMSL and NMA as well as (ii) the numerical coastal
ocean model NorKyst800 of the Norwegian Meteorological Institute. Both TG
data sets were applied in Paper D for the determination of VLM in combina-
tion with CS2 observations.

Numerical coastal ocean model NorKyst800

Numerical ocean models give the part of SSH that arises from the ocean’s cir-
culation, i.e., sea level relative to an implicit geopotential surface. Thus, an
average of such heights over a given time period will be equivalent to MDT.

The operational coastal ocean model in Figure 2.11a, NorKyst800 (Åd-
landsvik et al., 2014), is based on the Regional Ocean Modeling System
(ROMS) (Haidvogel et al., 2008). It was obtained from http://met.no/Hav_
og_is/English/Access_to_data/, where it is available in form of daily mean
values since July 2, 2012.

NorKyst800 is a free-surface, terrain-following hydrostatic numerical
ocean model using finite difference horizontal and vertical coordinate sys-
tems. It is vertically discretized into 35 levels, where vertical coordinates
follow a smoothed bathymetry. Moreover, it is forced by atmospheric data
sets (mean sea-level pressure, wind, temperature, specific humidity, total
cloud cover, and precipitation), where the equations of motion determine the
model’s response to these forces.

NorKyst800 uses a polar stereographic grid delimited by
55.81◦≤ϕ≤75.24◦ and −1.56◦≤λ≤38.03◦, at an eddy-resolving resolu-
tion of 800 m. The NorKyst800 version of ROMS differs from the original
version in that it replaces the atmospheric forcing by that of Røed and
Debernard (2004), and additionally considers a sea-ice component (Budgell,
2005). It includes tidal forcing from the global TPXO model (Egbert and
Erofeeva, 2002) and freshwater runoff from a hydrological model discharge
at 256 main catchment areas.

To make our validation easier, NorKyst800 was resampled to a regular grid
with 30′′ resolution using the NEARNEIGHBOR routine of Generic Mapping
Tools (Wessel et al., 2013). The nearest-neighbor algorithm is favorable due
to its simplicity and because it does no extrapolation at the coast. Typically
the coastal grid point of the native ocean model grid is used, relieving us from
any special treatment of the coastal points.

http://met.no/Hav_og_is/English/Access_to_data/
http://met.no/Hav_og_is/English/Access_to_data/
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As NorKyst800 is forced by atmospheric pressure, it includes the IB ef-
fect. NorKyst800 was corrected for the IB effect applying the method by Wun-
sch and Stammer (1998) to a 0.25◦×0.25◦ mean sea-level pressure field for
the 2012-2015 period, obtained from ECMWF Interim Reanalysis (Dee et al.,
2011).

Figure 2.11. Validation data sets used in Paper A and Paper B. (a) Operational coastal
ocean model NorKyst800 (Ådlandsvik et al., 2014). The mean value has been re-
moved. (b) 23 tide gauges along the Norwegian coast. Red squares indicate the
tide-gauge locations and blue squares the CryoSat-2 boxes. Bathymetry is from the
General Bathymetric Charts of the Oceans (GEBCO) 2019 grid (GEBCO, 2019). In
both (a-b), 400 m isobaths from the GEBCO 2019 grid are shown. In Paper A, the
NARV tide gauge was left out due to few CryoSat-2 observations. In Paper B, NARV,
TRON, OSCA, and OSLO were omitted due to the insufficient coverage by altimetry.
In Paper D, tide gauges in TROM, NARV, and OSLO did not have enough CryoSat-2
observations available for trend computations.
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Tide-gauge data

There are in total 23 TGs along the Norwegian coast (Figure 2.11b). Two TG
data sets were used in this thesis: (i) monthly averaged sea-level observations
obtained from PSMSL (Holgate et al., 2013) at http://www.psmsl.org/data/
obtaining/ and (ii) 10-minute sea-level observations obtained from the NMA
database. The PSMSL data are given as monthly averages in revised local ref-
erence (RLR). The NMA TG data are given as observed water levels referred to
TG zero and include local air-pressure observations as well as predicted OT.
The OT corrections were estimated in a harmonic analysis of several years of
water-level observations from the current TG. An overview of applied TG data
sets and their time spans in different papers is given in Table 4.1.

In Paper B, mean sea-level observations were given as heights in the na-
tional height system Normalnull 2000 (NN2000), H MSL. As none of the con-
sidered TGs have a tie between TG benchmark and GNSS benchmark, el-
lipsoidal heights of MSL, h MSL, were determined using the Norwegian ref-
erence surface HREF2016A (Solheim, 2000) and the simple relation: h MSL =
H MSL +HREF. NKG2015, EGG2015, and NMA2014 were linearly interpolated
onto the TG locations, and by Eq. (2.11), TGNKG, TGEGG, and TGNMA were
determined, respectively.

http://www.psmsl.org/data/obtaining/
http://www.psmsl.org/data/obtaining/




Chapter 3

Glacial isostatic adjustment

The following overview of theoretical basics of the sea-level equation (SLE)
is based on Farrell and Clark (1976); Mitrovica and Milne (2003); Spada and
Stocchi (2006); Spada (2017); Whitehouse (2009). The task of the SLE is to
describe sea-level changes as a function of ice-thickness changes and rheol-
ogy that were assumed for mantle and lithosphere. The main GIA-modelling
parameters, i.e., rheology and surface loads are presented as well as modifi-
cations to the SLE. In addition, a brief overview of GIA-modelling outputs is
given.

GIA is the ongoing response of the Earth to mass redistribution during a
glacial cycle. Each glacial cycle lasts∼100 000 years (100 ka, 1000 years= 1 ka),
including a long glaciation phase of ∼90 ka and a much shorter deglaciation
phase. The deglaciation phase of the current ice age started ∼20 ka before
present (BP), at the LGM, and ended ∼6 ka BP (Tsuji et al., 2009), when most
of the Pleistocene ice sheets have melted. As shown in Figure 3.3, Canada,
northeastern United States, British Isles, Fennoscandia, as well as Greenland
and Antarctica were covered by major ice sheets (Tsuji et al., 2009; Steffen and
Wu, 2011). During a glacial phase, lower temperatures result in the growth of
ice sheets, thereby removing water from the oceans and causing a relative
sea-level fall. In a deglaciation phase, ice sheets melt, water flows back into
the oceans, and relative sea level rises. The transfer of water from oceans to
ice sheets resulted in a sea-level fall of ∼130 m. Water and ice masses act as
time-variable load. The Earth deforms in response to this load, either sub-
siding under the load of ice sheets or filled oceanic basins, or rebounding
once the ice sheets melt or water is removed from the oceanic basins. The
deformation is isostatic, which means that it happens in the attempt to re-
turn the Earth to a state of equilibrium (Whitehouse, 2009). GIA does not only
describe the ongoing viscous response to past ice-sheet changes but also in-
cludes other effects. It is related to (i) global and regional temporal variations
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of the Earth’s gravity field, (ii) three-dimensional (3D) displacements of the
Earth’s surface in the near and far field of former ice sheets, (iii) stress varia-
tions in the crust and mantle due to loading and unloading, and (iv) fluctua-
tions of the Earth’s rotational axis (lateral movements of the pole and changes
in the length of day) (Spada, 2017).

The absolute sea level (SL) is given as an offset between two surfaces

SL(ω, t ) = R SS(ω, t )−R SE(ω, t ), (3.1)

where ω≡ (ϕ,λ), ϕ is latitude and λ longitude, t is time, and R SS and R SE are
radii of the equipotential sea surface (SS) and the solid surface of the Earth
(SE), respectively, relative to the Earth’s center of mass. The SLE does not di-
rectly involve SL; rather it involves the variation of absolute sea level relative
to an initial reference value at time t 0, i.e., the sea-level change S. Hence, the
sea-level change S at a given time BP, t BP, is

S(ω, t BP) = SL(ω, t BP)−SL(ω, t 0). (3.2)

For the present time, t P, we can similarly write

S(ω, t P) = SL(ω, t P)−SL(ω, t 0). (3.3)

For studies of past sea-level variations, it is convenient to introduce relative
sea level (RSL)

RSL(ω, t BP) = SL(ω, t BP)−SL(ω, t P), (3.4)

which refers sea level to the present datum. According to Eqs. (3.2) and (3.3),
RSL in Eq. (3.4) can be directly related to the sea-level change S as

RSL(ω, t BP) = S(ω, t BP)−S(ω, t P). (3.5)

The sea-level change in Eq. (3.2) can be written in a new form by introducing
the sea-surface variation N

N (ω, t ) = R SS(ω, t )−R SS(ω, t 0), (3.6)

also referred to as absolute sea-level change, and the vertical displacement of
the Earth’s solid surface U

U (ω, t ) = R SE(ω, t )−R SE(ω, t 0), (3.7)

which along with Eq. (3.1) gives

S(ω, t ) = N (ω, t )−U (ω, t ). (3.8)
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3.1 The sea-level equation

Redistribution of mass on the Earth’s surface caused by cryosphere and other
climate phenomena, such as wind stress, ocean currents, and land-water
storage perturbs the gravitational and centrifugal (rotational) potential of
the Earth (Adhikari et al., 2016). In case of a rigid or elastic Earth, sea-
level changes assume instantaneous changes following a redistribution of
ice masses. In reality, the viscous properties of the mantle result in a de-
layed response to loading/unloading. This delayed response occurs since the
mantle material flows back to areas previously covered by ice or away from
a glaciated region, and in turn, changes the mass distribution in the Earth’s
interior, i.e., the gravitational potential. Continuously changing gravitational
potential causes variations in the separation between the solid and fluid sur-
face, and hence, variations in sea level. Accordingly, the perturbation to the
gravitational potentialΦ is used to determine the resulting change in sea level
at all points on the surface of the Earth. In the following, the definition of the
SLE is given along with an overview of Green’s functions; starting from a rigid
Earth model through an elastic one to a final viscoelastic Earth model.

3.1.1 The Green’s functions

The Green’s functions (GFs) quantify the variation of the gravitational poten-
tial and 3D displacements when a point-wise, impulsive load is applied to
the surface of a spherically symmetric, layered Earth. For multi-layered mod-
els, the GFs are computed numerically by means of load-deformation coeffi-
cients (LDCs). The Green’s function (GF) approach holds for elastic and vis-
coelastic Earth models. Once the viscoelastic GFs have been constructed, the
response of the Earth to the surface loads of arbitrary geometries and time
histories can be obtained by spatio-temporal convolution (Spada and Stoc-
chi, 2006). The type of GFs depends on the rheology profile adopted for the
Earth model (Table 3.1). Here, GFs for the three components of the displace-
ment field as well as the perturbation gravitational potential are introduced
for a rigid, elastic, and viscoelastic Earth model.

Rigid Earth

The gravitational potential exerted by a localized mass on the Earth’s surface
is

Φr (d , t ) = Gµ(t )

d
, (3.9)

where G is the gravitational constant (∼6.674·10−11 m3kg−1s−2), µ the dy-
namic mass (µ(t ) = δ(t )m s, where δ(t ) is Dirac’s delta and m s the static
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mass), and d the distance between the point load and computation point.
The superscript r denotes that we are dealing with a rigid Earth. Since Φr

only results from the gravitational attraction of the imposed point mass, it is
referred to as direct gravitational potential. By simple trigonometry,

d(α) = 2 a sin
(α

2

)
, (3.10)

whereα is the spherical distance between the computation point with respect
to the point load, and a the Earth’s radius. This allows to rewrite Eq. (3.9) as

Φr (α, t ) = aγm sδ(t )

2 M E sin
(
α
2

) , (3.11)

where

γ= G M E

a2 (3.12)

is the surface gravity acceleration in spherical approximation, and M E is the
mass of the Earth. The GF for the direct gravitational potential of a rigid Earth
Gr
Φ is defined as the potential variation per unit mass

Gr
Φ(α, t ) = Φ

r (α, t )

m s

= aγδ(t )

2 M E sin
(
α
2

) .
(3.13)

An equivalent expression for the GF can be obtained using the Legendre sum

∞∑
n=0

Pn(cosα) = 1

2 sin
(
α
2

) , (3.14)

where Pn(cosα) is the Legendre polynomial of harmonic degree n. Hence,
the spectral form of Gr

Φ in Eq. (3.13) is

Gr
Φ(α, t ) = δ(t )

∞∑
n=0

Φr
n Pn(cosα), (3.15)

with
Φr

n = aγ

M E
. (3.16)
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Elastic Earth

A unit mass placed on the Earth’s surface causes two effects in case an elastic
Earth is considered. First, the Earth yields under the load and a displacement
field arises as a consequence. Secondly, there is a variation of gravitational
potential following the change of the Earth’s shape, which adds to the direct
potential and is termed perturbation gravitational potential. In analogy with
Eq. (3.15), the corresponding GF can be written as

Ge
Φ(α, t ) = δ(t )

∞∑
n=0

Φe
n Pn(cosα), (3.17)

which is in phase with Gr
Φ as a consequence of elasticity. In addition, the

spectral coefficientsΦe
n are degree-wise proportional toΦr

n

Φe
n = ke

nΦ
r
n , (3.18)

where the non-dimensional number ke
n is the elastic load-deformation coef-

ficient (LDC) for the perturbation potential. The total GF for the gravitational
potential stems from a rigid and elastic component

GE
Φ(α, t ) =Gr

Φ(α, t )+Ge
Φ(α, t ). (3.19)

Substituting Eqs. (3.15) and (3.17) into the above expression gives the spectral
form for GE

Φ

GE
Φ(α, t ) = δ(t )

aγ

M E

∞∑
n=0

(1+ke
n)Pn(cosα). (3.20)

At the surface of the Earth, the elastic displacement induced by the applied
load can be expressed as

−→u (α, t ) =Ge
U(α, t ) r̂ +Ge

V(α, t ) α̂, (3.21)

where r̂ and α̂ are unit vectors in the directions of the increasing radius and
spherical distance. Ge

U and Ge
V are related to vertical and horizontal compo-

nents of the displacement, respectively. We write the displacement GFs in
analogy to Eq. (3.19) as

GE
U(α, t ) =Gr

U(α, t )+Ge
U(α, t ) (3.22)

and
GE

V (α, t ) =Gr
V(α, t )+Ge

V(α, t ) (3.23)

where Gr
U(α, t ) =Gr

V(α, t ) = 0 since the Earth is rigid. The spectral form of the
vertical and horizontal components of displacement by means of appropriate
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LDCs can be expressed as

Ge
U(α, t ) = δ(t )

∞∑
n=0

ue
n Pn(cosα) (3.24)

and

Ge
V(α, t ) = δ(t )

∞∑
n=0

ve
n
∂Pn(cosα)

∂α
, (3.25)

where

ue
n = he

n
Φr

n

γ
(3.26)

and

ve
n = l e

n
Φr

n

γ
(3.27)

define the elastic LDCs for the vertical and horizontal displacement. From
above, the GFs associated to vertical and horizontal displacement are

Ge
U(α, t ) = δ(t )

a

M E

∞∑
n=0

he
n Pn(cosα) (3.28)

and

Ge
V(α, t ) = δ(t )

a

M E

∞∑
n=0

l e
n
∂Pn(cosα)

∂α
, (3.29)

respectively. Along with Eq. (3.20), they create the basic set of GFs for an elas-
tic Earth.

Viscoelastic Earth

Viscoelasticity introduces a delayed response of the Earth to the surface load.
For a spherically symmetric, layered, and linear viscoelastic Earth, the GF rel-
ative to the total perturbation potential is

GV E
Φ (α, t ) =GE

Φ(α, t )+Gv
Φ(α, t ). (3.30)

The instantaneous elastic component is given by Eq. (3.20), and the delayed
viscous component Gv

Φ by

Gv
Φ(α, t ) = H(t )

aγ

M E

∞∑
n=0

( M∑
m=1

kv
nm e snm t

)
Pn(cosα), (3.31)

where

H(t ) =
{

0 t < 0

1 t ≥ 0
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is the Heaviside step function, kv
nm are the viscous LDCs for the total pertur-

bation potential, and

snm = −1

τnm
. (3.32)

The term snm describes the relaxation of the Earth to the imposed impul-
sive unit load. In the case of an incompressible viscoelastic body, the terms
snm are the roots of an algebraic equation of degree M , with M depending
on the number of layers of the Earth model employed and the nature of the
interfaces between the layers. The parameters τnm in Eq. (3.32) are the relax-
ation times of the adopted Earth model (Spada, 2003). The couple {kv

nm , snm}
(n = 0,1, ... and m = 1,2, ..., M) represents the m-th viscoelastic mode of de-
gree n. Substituting Eqs. (3.20) and (3.31) into (3.30), the complete form of
the viscoelastic GF for the total perturbation potential follows as

GV E
Φ (α, t ) = aγ

M E

∞∑
n=0

(
δ(t ) (1+ke

n)+H(t )
M∑

m=1
kv

nm e snm t
)

Pn(cosα). (3.33)

The GFs for vertical and horizontal components of displacement can be sim-
ilarly written as the sum of elastic and viscous parts

GV E
U (α, t ) =GE

U(α, t )+Gv
U(α, t ) (3.34)

and
GV E

V (α, t ) =GE
V (α, t )+Gv

V(α, t ). (3.35)

The elastic components are given in Eqs. (3.28) and (3.29), and viscous com-
ponents are

Gv
U(α, t ) = H(t )

a

M E

∞∑
n=0

( M∑
m=1

hv
nm e snm t

)
Pn(cosα) (3.36)

and

Gv
V(α, t ) = H(t )

a

M E

∞∑
n=0

( M∑
m=1

l v
nm e snm t

)Pn(cosα)

∂α
, (3.37)

where hv
nm and l v

nm are the viscous LDCs relative to the radial and horizontal
components of displacement, respectively. The total GFs for the components
of displacement are

GV E
U (α, t ) = a

M E

∞∑
n=0

(
δ(t )he

n +H(t )
M∑

m=1
hv

nm e snm t
)

Pn(cosα) (3.38)



48 Chapter 3 Glacial isostatic adjustment

and

GV E
V (α, t ) = a

M E

∞∑
n=0

(
δ(t ) l e

n +H(t )
M∑

m=1
l v

nm e snm t
) Pn(cosα)

∂α
. (3.39)

A more compact form for the GFs of a viscoelastic Earth can be established
introducing the time-dependent LDCs

kV E
n

hV E
n

lV E
n

 (t ) =


1+ke

n

he
n

l e
n

 δ(t ) +
M∑

m=1
H(t )


kv

nm

hv
nm

l v
nm

e snm t , (3.40)

which finally allows to write
1
γGV E

Φ

GV E
U

GV E
V

 (α, t ) = a

M E

∞∑
n=0


kV E

n

hV E
n

lV E
n

 (t )


1

1

∂α

 Pn(cosα) (3.41)

with ∂α ≡ ∂
∂α . In addition, a systematic overview of GFs for different kinds of

Earth models is given in Table 3.1.

Load-deformation coefficients For each Legendre degree n, the equation
for the static equilibrium of the Earth under all elastic and gravitational forces
is solved. Solving this equation with an appropriate boundary condition leads
to three constants, i.e., LDCs. The LDCs are obtained by the normal modes
technique. They depend on degree n and the structure of the employed Earth
model, and have a simple physical interpretation. The LDCs represent a
transfer function between some load applied onto the surface and the Earth’s
response. The response is given in terms of

(i) vertical displacement hV E
n ,

(ii) horizontal displacement lV E
n , and

(iii) potential perturbation kV E
n .

The elastic LDCs ke
n , l e

n , and he
n describe the response to the impulsive unit

load. Therefore, their amplitude does not depend on the viscosity profile of
the mantle but only on the the density and shear-modulus profile. kv

nm , l v
n ,

and hv
nm are viscous amplitudes (or viscous residuals) of the LDCs, and their

values depends on viscosity, density, and rigidity (Spada, 2003).
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Table 3.1. Systematization of Green’s functions for rigid, elastic, and viscoelastic
Earth models.

Green’s functions
R

ig
id

E
ar

th

Gr
Φ(α, t ) = aγ

M E
δ(t )

∞∑
n=0

Pn(cosα)


1

γ
GE
Φ

GE
U

GE
V

 (α, t ) = a

M E

∞∑
n=0


kn

hn

ln

 (t )


1

1

∂α
a

 Pn(cosα),

where

E
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E
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hn

ln

 (t ) =


1+ke
n
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n

l e
n

δ(t )


1

γ
GV E
Φ

GV E
U

GV E
V
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1
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where
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n

δ(t ) +
M∑
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H(t )


kv

nm

hv
nm

l v
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e
−t
τnm

a∂α ≡ ∂
∂α

The sea-level Green’s function for a viscoelastic Earth

The sea-level GF for a viscoelastic Earth is then

GV E
S

γ
(α, t ) = GV E

Φ

γ
−GV E

U . (3.42)

Substituting Eqs. (3.30) and (3.34) into Eq. (3.42), we obtain

GV E
S

γ
(α, t ) = Gr

Φ

γ
+

(
Ge
Φ

γ
−Ge

U

)
+

(
Gv
Φ

γ
−Gv

U

)
, (3.43)

where the first, second, and third term represent rigid, elastic, and viscoelas-
tic components of GV E

S , respectively. Finally, the sea-level GF for a viscoelastic
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Earth is given as

GV E
S

γ
(α, t ) = a

M E

( ∞∑
n=0

(1+ke
n −he

n)Pn(cosα)δ(t )

+
∞∑

n=0

( M∑
m=1

(kv
nm −hv

nm)e snm t
)

Pn(cosα) H(t )

)
.

(3.44)

The rheological properties are contained in the GFs. The GFs work for any
kind of linear (i.e., spherically symmetric or one-dimensional (1D)) viscoelas-
tic body, in which all its geophysical properties

• elastic model parameters (shear modulus or modulus of rigidity µ(r )
and Lame’s first parameter λ(r )),

• density ρ(r ), and

• the rheological parameter, i.e., viscosity η(r )

depend on the radius r .

3.1.2 Derivation of the sea-level equation

According to Farrell and Clark (1976), the sea-surface variation N in Eq. (3.6)
can be written as

N (ω, t ) =G(ω, t )+ c(t ), (3.45)

where the geoid height variation, G(ω, t ), is given by

G(ω, t ) = Φ
γ

. (3.46)

Inserting Eq. (3.45) into Eq. (3.8) gives

S(ω, t ) = Φ
γ
−U + c. (3.47)

To determine c, we impose the constrain of mass conservation. Since the
mass of the Earth is constant, the total mass of the system (oceans and ice)
must be the same in the reference state as well as in the current state

M I(t )+M O(t ) = 0, (3.48)

where

M I(t ) =
∫

I
ρ I I dA (3.49)
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is the mass variation of the ice sheets, ρ I the ice density (∼920 kg/m3), dA the
element of area. The integral is defined over the ice-covered regions, and

I (ω, t ) = T (ω, t )−T (ω, t 0), (3.50)

is the variation of the thickness T of the continental ice sheets. Additionally,

M O(t ) =
∫

O
ρw S dA (3.51)

is the mass variation of the oceans over which the integral is defined, and ρw

is the ocean-water density (∼1000 kg/m3). Substituting Eqs. (3.49) and (3.51)
into (3.48) using (3.47) gives

c(t ) = SE −
〈
Φ

γ
−U

〉
, (3.52)

where the notation 〈〉 is used to denote the mean value of a variable over
oceans and A O is the (constant) area covered by oceans. The term

SE =− M I

ρw A O

represents the initial approximation, i.e., the eustatic term of the SLE. From
Eqs. (3.47) and (3.52), the SLE takes the following form

S(ω, t ) =
(
Φ

γ
−U

)
+SE −

〈
Φ

γ
−U

〉
. (3.53)

We define a space-time loading function, L, which incorporates all masses
(water and ice). The space-time loading function equalsρw S over oceans and
ρ I I over ice for unit time

L(ω, t ) = ρ I I +ρw S. (3.54)

The total variation of the gravitational potential stems from two terms

Φ(ω, t ) = ρ I GV E
Φ ⊗ I I +ρw GV E

Φ ⊗O S, (3.55)

where GV E
Φ is the GF for the total perturbation potential given in Eq. (3.33),

and ⊗ I and ⊗O are spatio-temporal convolutions over the ice- and ocean-
covered regions, respectively. Similarly, the vertical displacement is

U (ω, t ) = ρ I GV E
U ⊗ I I +ρw GV E

U ⊗O S, (3.56)

where GV E
U is the corresponding GF given in Eq. (3.38).
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Convolving the GF with the mass distribution function L gives the total
change in sea level. Substituting Eqs. (3.55) and (3.56) into (3.53) we obtain

S(ω, t ) = ρ I

γ
GV E

S ⊗ I I + ρw

γ
GV E

S ⊗O S +SE − ρ I

γ

〈
GV E

S ⊗ I I
〉
− ρw

γ

〈
GV E

S ⊗O S
〉

,

(3.57)
which represents the form of SLE for geophysical applications. The quantity
that enters directly into the SLE is the sea-level GF given in Eq. (3.44). This
form of the SLE was first obtained by Farrell and Clark (1976), and is referred
to as gravitationally self-consistent since the sea-level variations predicted by
SLE are consistent with the variations of the gravitational field induced by the
time-evolving surface loads.

The evaluation of the SLE based on the viscoelastic LDC theory using
the (pseudo)spectral method (Mitrovica and Pelier, 1991) in a spherical-
harmonic domain has been the standard approach (Adhikari et al., 2016).
Most spectral methods are based on the normal-mode formalism (Peltier,
1974; Wu, 1978), in which LDCs are derived, and hence, GFs for the pertur-
bation potential and the displacement field (Whitehouse, 2009). Since Peltier
(1974) showed that the constitutive equations for a linearly viscoelastic Earth
turn into an elastic problem in the Laplace-transform domain and can be
solved there, this method has been predominant (Olsson, 2013).

The key-point of the spectral method is the introduction of the reduced
sea-level change Z as

Z (ω, t ) = S C , (3.58)

where C is the ocean function (Munk and MacDonald, 1960). The ocean func-
tion given by

C (ω) =
{

1 ω ∈ ocean

0 ω ∉ ocean

is a step function in two dimensions that is equal to 1 across the oceans
(ocean height is equivalent to sea level) and 0 across the land (ocean height
vanishes outside oceans). It insures that the ocean loading is applied only if
the location lies within the ocean. The introduction of Z allows to transform
Eq. (3.57) into (Spada and Stocchi, 2006)

S(ω, t ) = ρ I

γ
GV E

S ⊗E I + ρw

γ
GV E

S ⊗E Z +SE − ρ I

γ

〈
GV E

S ⊗E I
〉
− ρw

γ

〈
GV E

S ⊗E Z
〉

,

(3.59)
where we have substituted GV E

S ⊗ I I with GV E
S ⊗E I (I vanishes outside the re-

gion I) and GV E
S ⊗O S with GV E

S ⊗E Z .
The SLE is a fundamental tool in GIA modelling. The integral equation de-

scribes the response of the Earth to surface loads characterized by any time
scale. Hence, it can be used for predicting geodetic quantities associated
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with both late-Pleistocene ice sheets or present-day melting of continental
ice sheets (Spada, 2017). The SLE is solved iteratively.

3.1.3 Input parameters to the sea-level equation

The first input to a GIA model is the ice model. The ice models determine
the ocean-loading history via the SLE by assuming mass conservation and
a gravitationally-consistent redistribution of water over the Earth’s surface
(Whitehouse, 2009). The second input parameter is the Earth model on which
the combined surface load (ice and ocean) is applied, and which describes
the response of the Earth to loading. The way the Earth model is imple-
mented depends on the method used to solve the SLE. Since two compo-
nents, an ice model and an Earth model, are needed to model the GIA pro-
cess, together they are termed GIA model (Figure 3.1).

Input 
parameters

● Ice model
● Earth model

Theoretical 
framework

● Constitutive
   equations
● Method of
   solution

Predictions

● Crustal
   deformations
● Gravity
   disturbances
● Relative sea-
   level change
● Earth rotation
   disturbances

Figure 3.1. Schematic representation of GIA modelling. Adapted from Olsson (2013).

Earth model

The Earth’s interior is layered in spherical shells. The classification of the in-
ternal structure of the Earth in terms of the chemical composition comprises
the crust, mantle, and core. The crust has an average thickness of 35 km be-
neath the continents and 7-8 km beneath the oceans (Whitehouse, 2009). The
transition from crust to mantle takes place across the Mohorovičić disconti-
nuity. The mantle may be separated into two layers, the upper and lower
mantle. At the bottom of the lower mantle lies the core-mantle boundary.
The core has a radius of ∼3450 km and is divided into the outer and inner
core (classification on the left-hand side in Figure 3.2).

In addition to the classification of the Earth’s interior from a chemical
point of view, the classification can be defined in terms of mechanical and
physical (rheological) properties. It does not distinguish between crust and
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mantle but comprises the crust and uppermost mantle to the lithosphere.
The lithosphere is typically ∼100 km thick, and is the part of the Earth par-
ticipating in plate tectonics (Whitehouse, 2009). The lithosphere is followed
by the asthenosphere, which refers to non-lithospheric mantle material at
depths between approximately 100 and 700 km. Beneath the lithosphere lies
the mesospheric mantel, which refers to the part of the Earth’s mantle below
the lithosphere and asthenosphere but above the outer core, with an upper
boundary defined at a depth of 660 km (Condie, 2001). The core is subdivided
into an inner solid and outer liquid core (classification on the right-hand side
in Figure 3.2).

The properties of the crust, lithosphere, and mantle determine the re-
sponse of the solid Earth to GIA-related surface loading. The base of the
lithosphere may be delimited by the change in seismic, thermal, or mechani-
cal properties, resulting in different estimates for lithospheric thickness (LT).
When the lithosphere is deformed by a glacially-related load, the mantle flow
plays a role in compensating for. The depth to which the mantle responds to
surface loading depends on the size of the load. The largest ice sheets cause
deformation in the lower mantle. The mantle’s viscosity is a measure of its
strength and determines to what degree surface loading is supported (White-
house, 2009). The transition from the upper to the lower mantle happens at
a depth of ∼660 km. In GIA modelling, the lower mantle has 1 to 2 orders of
magnitude higher viscosity than the upper mantle.

In GIA studies, the most common Earth models use spherical geometry
to represent the whole Earth. The models consist of an elastic lithosphere of
constant thickness, and between 1 and ∼20 viscolelastic mantle layers. The
number of mantle layers depends on whether the mantle is represented as a
single layer of uniform viscosity, divided into upper and lower mantle, or a
multi-layered structure. In each case, the viscosity of each layer is taken to
be uniform (Whitehouse, 2009). In all models which use spherical geometry,
the Preliminary reference Earth model (PREM) (Dziewonski and Anderson,
1981) is used to determine the elastic model parameters as well as density.
The continental LT usually ranges between 70 and 200 km, while mantle vis-
cosities range between 1019 and 1024 Pa·s. The 1D spherical models vary in
the radial direction, while 3D models allow lateral variations in LT and/or in
viscosity at each depth.
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Figure 3.2. Classification of Earth’s internal structure in terms of chemical compo-
sition (left-hand side) and mechanical properties (right-hand side). Adapted from
Encyclopedia Britannica (2019).

Surface loads

Ice models Ice models represent the change of ice thickness as a function
of position and time. Ice loading in GIA-modelling is generally applied in a
series of time steps, with each time step covering between ∼0.5 and ∼10 ka,
depending upon the required temporal and spatial resolution. The ice extent
and ice thickness are defined at each time step (Whitehouse, 2009). The ac-
curacy of a GIA model is strongly dependent on the accuracy of the input ice
model.

GIA modellers used two ways to constrain early ice models. Observations
of RSL at locations far from ice sheets at the LGM are good proxies for eustatic
sea level. This allows to constrain the total volume of ice locked up in an ice
sheet at a given time during the deglaciation. In addition, an iterative method
was used for solving the SLE. A first estimate of the ice model was used to
calculate the RSL change, which was then compared to observations. The
misfits between predictions and observations were used to re-adjust the ice
model in turn to improve the fit (Whitehouse, 2009).
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In GIA, two approaches of ice modelling exist: (i) classical and (ii) thermo-
mechanical. Ice models determined by the classical approach are adjusted
with the SLE where the solution fits RSL and TG data (Steffen, 2014). Ice mod-
els of the ICE-x series, i.e., ICE-3G (Tushingham and Peltier, 1991), ICE-4G
(Peltier, 1994), ICE-5G (Peltier, 2004), and ICE6G_C (Argus et al., 2014; Peltier
et al., 2015) (Figure 3.3a) are ice models of the first kind. The ICE-x suit con-
sists of global models based on dated observations of ice-sheet margins, RSL
curves, and the global MSL curve (Schmidt et al., 2014). Considering individ-
ual ice sheets, Antarctica is the least well constrained since a small number of
observations is available in this area. Hence, Antarctica has been mainly used
as a buffer to ensure that a fit to the global MSL is achieved. Parallel to the de-
velopment of ICE-x models, the respective VMx Earth models have been de-
veloped. In the inversion of VMx Earth models, the ICE-x models have been
used as predefined loading. Those Earth models were then used in the con-
struction of the next-generation ICE-x models (Schmidt et al., 2014), making
them highly dependent on Earth model information. Further, the spatial and
temporal distribution of observational data strongly affects the inferred 1D
viscosity profiles (Steffen and Wu, 2011).

Another family of global GIA models developed by the National Australian
University (ANU) implements a detailed definition of the ocean load in the
SLE. The ANU model, also known as RSES, is a collection of individual ice-
sheet models that together comprise a global model (Schmidt et al., 2014).
The RSES ice model (Lambeck et al., 1998) combines the Fennoscandian part
fom FBK8 (Lambeck et al., 1998), the Laurentide and Greenland parts from
ICE-1 (Peltier and Andrews, 1976), the BK4 British Isles model (Lambeck,
1993b), and the ANT3 Antarctic model (Nakada and Lambeck, 1988). This
model has not been published as a single data set (Whitehouse, 2009). The
spatial resolution of the model is 0.5◦×0.25◦. In time, the model is sampled on
varying length intervals (0.45-5 ka), capturing the time of important change
in the ice-sheet evolution (Schmidt et al., 2014). As a starting model, ice thick-
ness is computed from simple glaciological assumptions. The final solution
is obtained through a series of iterations involving the fit to different parts
of the constraining data or to newly added data while optimizing either via a
scale factor or Earth model parameters. Thus, in addition to the ice sheet, the
output is also an estimate of the LT and the viscosities of the upper and lower
mantle. In contrast, the Earth’s structure is assumed to be known prior to the
reconstruction of ICE-x models (Schmidt et al., 2014). Both groups assume
a spherically symmetric Earth, characterized by a layered Maxwell rheology.
However, they differ in the a priori assumption of the Earth model, RSL data
sets they were constrained by, and approaches for solving the SLE (Spada,
2017).
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In the second approach, 3D thermo-mechanically climate-forced mod-
els are tuned to ice-margin information, present-day uplift, and RSL records.
They contain Earth model information mainly due to topography informa-
tion (Steffen, 2014). The GLAC-1 ice model (Figure 3.3b) by Tarasov et al.
(2012) is an example of ice models calculated by the second approach. An-
other example is the UMISM ice-sheet reconstruction (Näslund, 2010), which
is a version of the thermo-mechanical University of Maine ice-sheet model.
The ice sheet constitutes three main subsystems: (i) mass balance, (ii) ice
movement, and (ii) ice temperature for which the model solves the conserva-
tion of mass, momentum and energy equations, respectively (Schmidt et al.,
2014).

Water loads The discretization of ocean basins is done by breaking the
ocean load into small pieces, e.g., symmetric discs for its practical implemen-
tation. Early GIA models used fixed ocean areas to determine the redistribu-
tion of water throughout the oceans. Current models use bathymetry and
topography data to determine the changes in the ocean areas during a glacial
cycle.
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Figure 3.3. Distribution and thickness of ice (in m) at the LGM for global ice mod-
els calculated by two different modelling approaches. (a) The classical ice model
ICE6G_C (Argus et al., 2014; Peltier et al., 2015). (b) The thermo-mechanical ice
model GLAC-1 (Tarasov et al., 2012).
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3.1.4 Modifications to the sea-level equation

Several processes were neglected in the original definition of the SLE by Far-
rell and Clark (1976). Modifications to the SLE include shoreline migration
(Lambeck and Nakada, 1990), presence of grounded or floating ice (Lambeck
et al., 2003), rotational feedback (Milne and Mitrovica, 1998), and Earth’s 3D
structure (Whitehouse, 2009).

The original SLE assumes a constant area of ocean basins. However, as
sea level rises, shorelines migrate inland, while as sea level falls, the shore-
lines migrate towards the ocean. The implementation of a time-varying
ocean geometry is done by using a time-varying ocean function C (ω, t ) within
the SLE. The change in ocean coverage depends on the underlying topogra-
phy/bathymetry. At steep continental margins, the horizontal migration of
the shoreline will be small compared to the migration of shorelines across a
low-gradient continental shelf for the same change in RSL. Hence, the knowl-
edge of topography, which also varies due to surface loading is necessary to
determine the geometry of the time-varying ocean function. Sea level is re-
defined using the time-varying ocean function as

Z (ω, t ) = S(ω, t )C (ω, t ). (3.60)

In models, which do not account for shoreline migration, the ocean function
is separating between regions, which are subject to ocean-loading and the
ones which are not. In models that do include the time-varying ocean func-
tion, an additional iterative loop must be carried out when solving the SLE
in order to determine the change in the distribution of the ocean function at
each time step. For the first solution, fixed ocean geometry is assumed, e.g.,
present-day geometry. The relative sea level∆S between the present-day and
each past time, t j , is calculated as

∆S(ω, t j ) = S(ω, t j )−S(ω, t P), (3.61)

where j = 1, . . . , N , and N is the number of loading time steps. The paleoto-
pography distribution may then be calculated at each position and for each
time step as

T (ω, t j ) = T (ω, t P)−∆S(ω, t j ), (3.62)

where T (ω, t P) is the present-day topography distribution. The coastline at
time t j will follow the zero height paleotopography distribution, hence, the
sign of T (ω, t j ) is used to define the new ocean function at each time step;
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C (ω, t j ) takes the value 1 over the oceans, and the value 0 over land

C (ω, t j ) =
{

1 where T (ω, t j ) < 0

0 where T (ω, t j ) > 0.

The ocean function is now uniquely defined for each time step. The SLE is re-
solved for the whole glacial cycle, using the newly-defined time-dependent
ocean function. The process is repeated until the ocean function converges
for all time steps (Whitehouse, 2009).

The presence of floating and marine-grounded ice adds further modifica-
tions to the SLE. An ice sheet is marine grounded if the mass of ice is greater
than the mass of water in the ocean column, i.e.,

ρ I I > ρw Z .

The retreat of grounded ice results in migration of ocean water to the for-
mer ice region. The process where water replaces ice results in a global sea-
surface fall. As marine-grounded ice retreats, changes of local ice- and ocean-
loading, perturbations to the gravitational potential due to water mass influx,
and mass conservation should be considered. To include variations in the
marine-grounded ice configuration, an extra term in the SLE is introduced

T (ω, t ) =C (ω, t )S(ω, t )β(ω, t ), (3.63)

whereβ(ω, t ) has the value 1 where there is no grounded ice and 0 where there
is grounded ice. If the ice thickness is greater than zero at a location that lies
within the ocean, i.e.,

ρ I I > 0 and C (ω, t ) = 1,

but
ρ I I < ρw Z ,

then the ice will float. The total contribution to ocean loading from floating
ice is given by

Mfloating = ρ I

∫
Ω

I (ω, t )C (ω, t )β(ω, t )dΩ, (3.64)

where dΩ is an element of area. The mass of grounded ice at time t that di-
rectly acts as a load upon the Earth’s surface is

Mgrounded(t ) = Mtotal(t )−Mfloating (t ), (3.65)

where the total ice volume Mtotal can be determined at any time t since the
ice history is given a priori.
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The theory presented in Farrell and Clark (1976) is valid for a non-rotating
Earth. Changes in the Earth’s surface load (ice and ocean) perturb the Earth’s
rotation vector. The change in the Earth’s rotation deforms the geoid and the
solid surface, and hence, RSL and Earth’s surface loads. Expressions for the
solid surface and geoid height must be rewritten to account for the rotation-
induced changes in RSL as

U (ω, t ) =GV E
U (ω, t )⊗L(ω, t ) + GV E

U (ω, t )⊗Λ(ω, t ) (3.66)

Φ(ω, t ) =GV E
Φ (ω, t )⊗L(ω, t ) + GV E

Φ (ω, t )⊗Λ(ω, t ), (3.67)

whereΛ(ω, t ) is the time-varying rotational potential.

Early expressions of the SLE used only 1D Earth models and did not in-
clude the effect of Earth’s lateral structure. Lateral variations in Earth’s elastic
and viscous properties affect the response of the solid Earth to loading. It
has been shown that lateral variations in LT and in asthenospheric viscos-
ity do influence model predictions of paleo-shorelines and crustal motions
(Steffen and Kaufmann, 2005). Hence, recent work has focused on using a
modified version of the original SLE that can account for the effect of lateral
Earth structure (e.g., Steffen and Kaufmann (2005); Whitehouse et al. (2006)).
The modification of the SLE involves redefining the Earth’s properties to vary
with depth as well as lateral position and requires solution methods, which
use a fully 3D spherical solution domain (Whitehouse, 2009).

Neglecting any of the processes mentioned above introduces errors into
the GIA calculations. Largest errors occur due to omitting shoreline migra-
tion. In regions of shoreline migration, the RSL change since the LGM can be
under- or over-estimated by up to 125 m (Whitehouse, 2009), which equals to
the eustatic sea-level change since the LGM. The errors will be much smaller
in regions with steep topography at shorelines, because the topography lim-
its the expansion of shoreline migration, e.g., in Fennoscandia. The differ-
ence between the SLE solution incorporating shoreline migration and solv-
ing the SLE with fixed shorelines gives a discrepancy of 0.15 µGal/yr (Ols-
son et al., 2012, Figure 8) in terms of gravity rates. This value corresponds
to ∼0.9 mm/yr in terms of VLM and was calculated using the modelled rela-
tion between gravity and height rates of change of -0.163 µGal/mm for GIA
(Olsson et al., 2015, Table 5). The source for the second largest error in GIA
calculations is the incorrect treatment of marine-grounded ice. Especially
in regions that contained marine-grounded ice at the LGM, such as Hud-
son Bay or the Gulf of Bothnia, predictions of RSL change can be wrong by
up to 100 m (Kendall et al., 2005). Neglecting rotational feedback introduces
an error of up to 0.15 mm/yr in predictions of present-day sea-level change
(Whitehouse, 2009). Errors due to neglecting the lateral Earth’s structure have
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the most complicated spatial patterns.

3.2 GIA-modelling outputs
A set of geophysical quantities associated with GIA can be obtained from the
SLE: (i) relative sea-level rates, (ii) absolute sea-level variations, and (iii) hori-
zontal and vertical crustal rates of displacement. Global maps of those fields,
as shown in Figure 3.4, define GIA fingerprints, which can be used to identify
the ice sources responsible for geodetic variations. The GIA fingerprints also
provide means for evaluating GIA corrections, which are fundamental for the
assessment of secular global MSL rise fromTG observations (Spada, 2017). All
of these outputs can be compared to observations, e.g., RSL, TG records, lev-
elling, GPS, gravity observations, as well as satellite altimetry. In GIA studies,
time derivatives, i.e., rates of S, N , and U evaluated at present time Ṡ, Ṅ , and
U̇ are considered.

3.2.1 Data sets to constrain GIA models

Data sets used to constrain GIA models cover different time spans and ge-
ographical areas. GIA models are constrained by combining these data sets
(Whitehouse, 2009).

Geological relative sea-level data

RSL records cover the longest time span, dating back several thousand years.
RSL data record the height of the sea-land interface from the deglaciation to
present day. Classical RSL data consist of dated paleo-shorelines, which may
be identified by biological sea-level markers, i.e., sea-level indicators. Sea-
level indicators are dated samples of shells, corals, wood, whale bones and
pollen, with the exact location and relation to former and present-day sea
level (Steffen and Wu, 2011). Most samples are dated by the radiocarbon-
controlled method and need to be calibrated (see Section 3.3.2). Sea-level
indicators only few kilometers apart should be combined to form a sea-level
curve since the shape of sea-level curves varies with location (Figure 3.5). RSL
records are scattered through the literature but regional data sets have been
compiled, e.g., for the British Isles (Lambeck, 1993a,b), the Atlantic coast of
the United States (Engelhart and Horton, 2012), or the Pacific coast of central
North America (Engelhart et al., 2015). There are also few initiatives to com-
pose global RSL databases, e.g., Tushingham and Peltier (1992) or Kopp et al.
(2016).

Geological RSL records can separate between effects of ice history and
rheology (Steffen and Wu, 2011). Generally, RSL curves at particular loca-
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tions vary with distance to the former ice sheet. We distinguish between three
groups, depending on the distance to former ice sheets: (i) regions of ice-
sheet margin, (ii) near-field, and (iii) far-field regions. Near-field (N) locations
are those that occur within the limits of the former ice sheets. At those sites,
the dominant contribution to sea-level change is the ice-load term, where the
RSL curve has an exponential fall up to the present (Figure 3.5a). For the ice-
sheet margin (M) sites, the contribution of the ice load and the Earth model
are of similar amplitude but of opposite sign. An initially rapid fall in sea level,
followed by a period of relative stability at ∼10 ka, and a rise in sea level until
∼6 ka BP characterizes these sites. After 6 ka BP, the sea level falls uniformly
to present day (Lambeck, 1993c) (Figure 3.5b). Far-field (F) sites are those
far away from the ice-sheet center, e.g., Pacific Ocean islands. Sea-level was
115-135 m below present-day sea level when the ice-sheet thickness was at its
maximum. A rapid sea-level rise started at the time ice sheets melted and the
ocean volume increased. After the ice-sheet melting terminates, ∼6 ka BP, sea
level reached a small high stand after which it nearly uniformly fell from this
high stand until present day (Lambeck, 1993c) (Figure 3.5c). Crustal tilting
induced by ocean loading accounts for sea levels higher than present-day sea
level in the last 6 ka BP (Steffen and Wu, 2011). The RSL data in the far-field are
relatively insensitive to the source of melting and the istostatic component is
small. Therefore, the far-field data are able to capture the eustatic sea-level
change, and thus, the total volume of ice contained in the ice sheets (Stef-
fen and Wu, 2011). Sea levels can be recorded as soon as the ice retreats and
becomes replaced by ocean water. Since the ice vanishes earlier in the ice-
margin regions, the observational period starts earlier than at the ice-sheet
centers. In the far field, the observational period over the whole deglaciation
is possible (Steffen and Wu, 2011).
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Figure 3.5. Typical patterns of sea-level records at different distances to the ice sheet:
(a) near field, (b) margin, and (c) far field. Adapted from Steffen and Wu (2011).

Geodetic data

TG observations capture both VLM as well as variations of the sea surface.
VLM and changing sea levels result from a complex interplay of thermal ex-
pansion of ocean water, changing ice reservoirs, GIA, tectonic motion, and
anthropogenic effects (Kuo et al., 2004). The analysis of long-term TG records
allows direct estimation of RSL change (Steffen and Wu, 2011). Kuo et al.
(2004) combined satellite altimetry data from TOPEX/POSEIDON with long-
term TG data (>40 years) in the Baltic Sea region to obtain estimates of VLM.
The estimated VLM rates showed only small differences to independent so-
lutions from GPS sites.

VLBI (Very Long Baseline Interferometry), SLR (Satellite Laser Ranging),
GNSS, and other space geodetic techniques are used to determine present-
day deformation rates. They provide a better spatial coverage in compari-
son to RSL data but a much shorter time span. Geodetic data covering the
longest time span are levelling data. They have been used in combination
with TG data to construct maps of VLM, e.g., in Bjerhammar (1980). Ek-
man (1996) constructed a map of the apparent uplift (VLM relative to MSL) in
Fennoscandia on the basis of sea-level records (spanning 60 years or more),
lake-level records, and repeated high-precision levelling. VLBI data is used
to validate predictions of GIA-related horizontal motions (Haas et al., 2003).
Thorough analysis of GPS data can indicate the uplift center and horizontal



3.2 GIA-modelling outputs 65

crustal motions (Steffen and Wu, 2011). The BIFROST (Baseline Inferences for
Fennoscandian Rebound, Sea Level, and Tectonics) GPS network (Johansson
et al., 2001) measures crustal deformation in Fennoscandia for geodynamic,
sea-level, and tectonic studies since August 1993.

Gravity observations provide complementary information on the rate of
VLM by measuring gravity variations with terrestrial or satellite gravimetry.
NASA’s GRACE mission, operated from 2002 to 2017, provided measurements
of Earth’s gravity field changes. The GRACE Follow-On (GRACE-FO) is a con-
tinuation of the GRACE mission with near-identical hardware launched in
May 2018. In June 2019, the GRACE-FO project released their first Level-
2 data products (Dahle et al., 2019). GRACE(-FO) measures mass transport
within the Earth’s system and monthly solutions can be used to calculate
time-varying gravity trends over the whole Earth. The GIA signal is detectable
within these trends (Tamisiea et al., 2007). The use of GOCE gravity data
for purposes of GIA includes estimation of the crustal thickness, modelling
the lithospheric structure, or investigation of deeper mantle sources (Ebbing
et al., 2018). Terrestrial gravity measurements in Fennoscandia provide a rea-
sonably long time span of gravity data but their spatial extent is limited.
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Figure 3.4. Global GIA fingerprints (in mm/yr) from SELEN based on ICE6G_C
(VM5a). (a) Map of GIA-induced vertical land motion U̇ . (b) Map of the present-
day rate of sea-level change Ṡ associated with GIA. (c) Rate of sea-surface variation
induced by GIA relative to the Earth’s center of mass Ṅ .
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3.3 Models and data: ice models, Earth mod-
els, and validation data

3.3.1 Paper C

The open-source program SELEN (Spada and Stocchi, 2006, 2007; Spada et al.,
2012) solves numerically the SLE for a spherical, layered Earth with Maxwell
viscoelastic rheology. SELEN can compute vertical and horizontal surface
displacements, gravity variations, and sea-level changes on a global and re-
gional scale. The pseudospectral approach introduced by Mitrovica and Pe-
lier (1991) and Mitrovica et al. (1994) is implemented in SELEN (Spada and
Melini, 2015). SELEN obtains a gravitationally self-consistent response to a
prescribed ice load by iteratively solving the SLE in the spherical-harmonic
domain. Internally, the time-dependent fields are represented as piece-wise
constant functions, with a time-step of 0.5 ka. The spatial domain is dis-
cretized with an equal-area, icosahedron-based grid of disc-shaped pixels
(Tegmark, 1996), which represents a natural quadrature set for the spherical-
harmonic representations of fields (Martinec et al., 2018). Resulting spatial
grids presented in this thesis consist of 75 692 pixels, with each pixel corre-
sponding to a disc of 46.3 km radius.

In SELEN 2.9 a non-rotating Earth with fixed shorelines is assumed. A new
version of SELEN (version 4) includes a rotational feedback according to Milne
and Mitrovica (1998), migrating coastlines (according to the formulation of
Mitrovica and Milne (2003)), and properly handles the transition between
floating and grounded ice sheets (Martinec et al., 2018). At the time of this
study, the SELEN version 4 was not publicly available. Consequently, all SELEN

runs presented in this thesis were performed using the SELEN 2.9 version.

Rheology profiles are employed as n-parameter models and LDCs are cal-
culated by TABOO using the viscoelastic normal-mode method. The mod-
els differ in LT as well as in the number and viscosity values of mantle lay-
ers. Figure 3.6 gives a logarithmic representation of Earth models employed
in the thesis. The corresponding Earth model for ICE-3G is VM1 (dark red
line in Figure 3.6), for ICE-5G VM2a (dashed blue line in Figure 3.6), and for
ICE6G_C VM5a (coral pink line in Figure 3.6). Their lithospheric thicknesses
(LTs) range between 65 and 120 km. VM1, VM2a, and VM5a have between two
and four layers. VM5a has a transition zone defined between the upper and
lower mantle, with a viscosity half of that for the lower mantle. Earth models
corresponding to ICE-x models are termed VMx rheologies in the following.

In addition to VMx rheologies, two other Earth models from the Nordic
geodetic commission (NKG) were used, namely GIA_prel0306 (dashed green
line in Figure 3.6) and GIA_prel0907 (H. Steffen, personal communication,
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2017, gray line in Figure 3.6), with LTs of 160 and 120 km, respectively.
GIA_prel0306 was found as the best fitting model (in central Fennoscan-
dia) to GNSS uplift rates and Fennoscandian RSL data (Vestøl et al., 2016).
VM5a and GIA_prel0907 have a thin layer (35 km for VM5a and 90 km for
GIA_prel0907) below the lithosphere. This additional layer in GIA_prel0907
was introduced to tune a 1D model towards a good fit to horizontal velocities
(Vestøl et al., 2016). The most obvious difference between NKG rheologies
compared to VMx profiles is the much higher viscosity for the lower mantle.
The upper-lower mantle boundary is defined at 670 km depth for all Earth
models. Elastic-model parameters as well as densities are volume-averaged
mean values of PREM for all Earth models used in the thesis.

In addition to the Earth models used in Paper C, another Earth model
was added to the thesis, namely the M1 rheology profile proposed in Colli
et al. (2018) (yellow line in Figure 3.6). The M1 rheology profile includes a
70 km thick lithosphere and a 30 km thick layer with a viscosity of 1023 Pa·s.
The value of the lower-mantle viscosity is 5·1022 Pa·s and based on studies
of Earth’s rotational variations and deglaciation-induced true polar wonder
(Matsuyama et al., 2010; Nakada et al., 2015).
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Figure 3.6. Logarithmic representation of rheological profiles used in this study:
M1 (Colli et al., 2018), VM1 (Tushingham and Peltier, 1991), VM2a (Peltier, 2004),
VM5a (Peltier et al., 2015; Purcell et al., 2016), GIA_prel0306 (Steffen et al., 2016), and
GIA_prel0907 (H. Steffen, personal communication, 2017).
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Figure 3.7 shows the ICE-x models at the LGM in Fennoscandia. They are
given on a global grid and describe ice-thickness changes of major ice sheets
over North America and Greenland, Fennoscandia, the Barents Sea, British
Isles, and Antarctica from the LGM to present in time steps of 1 ka. ICE-4G
(Peltier, 1994), ICE-5G (Peltier, 2004), and ICE6G_C (Argus et al., 2014; Pur-
cell et al., 2016) are updated versions of ICE-3G (Tushingham and Peltier,
1991). ICE-5G and ICE6G_C (used in this study) are given on global 1◦×1◦

grids. In the Fennoscandian study region, the delimitation of ice-covered ar-
eas in the different ice models is similar, with smaller deviations at the ice
bridge between the Scottish and Norwegian ice sheets. ICE-4G and ICE-5G
have ice-sheet maxima of 3649 and 3084 m at the LGM, respectively. ICE-6G
and ICE6G_C are less thick with 1905 and 2694 m, respectively. For ICE-3G,
the ice-sheet maximum is located in central Finland. In all other ice models,
the ice-sheet maxima are shifted to central Sweden and the Gulf of Bothnia.
In comparison to older ICE-x model versions, an extensive set of geodetic
data (e.g., GPS and GRACE) was used to constrain the ICE6G_C reconstruc-
tion (Abe-Ouchi et al., 2015). The difference in ice thickness between ICE-5G
and ICE6G_C is reflected in their eustatic sea levels, where ICE-5G assumes
a RSL rise of 127.1 m and ICE6G_C 116.9 m (both values are outputs from
SELEN runs). All SELEN computations have been performed by three itera-
tions of the SLE. A further version of ICE6G_C (VM5a) was produced, namely
ICE6G_D (VM5a) (Peltier et al., 2018) but not used in the thesis.

The validation of model results is achieved by forming differences ε be-
tween external data and model results. These differences are empirical mea-
sures of errors in the validation data sets as well as in the model results. Mod-
elling errors can be further attributed to errors in ice histories and rheologies,
as well as the approximations of the applied software packages. Additional
discrepancies may arise from non-GIA related processes, such as tectonics,
which contribute to the observed temporal variations. Thus, we may write

ε= εNKG2016LU_abs +ε ice +εrheo +εsoft +εnon-GIA, (3.68)

where εNKG2016LU_abs represents errors of NKG2016LU_abs and depends on
the accuracy of the included geodetic data and the underlying GIA model
NKG2016GIA_prel0306, ε ice and εrheo are errors of the ice and Earth mod-
els. εsoft are approximations in the software, including approximations in
the mathematical model and its numerical implementation as well as tem-
poral and spatial discretization; εnon-GIA are contributions of non-GIA effects.
Hence, Eq. (3.68) represents the full empirical error budget.



70 Chapter 3 Glacial isostatic adjustment

In addition to the validation with external data, comparisons of differ-
ent model results were performed. Thereby, terms of the full error budget in
Eq. (3.68), which are identical in both model runs, drop out. When compar-
ing uplift rates between different software solutions that include same input
parameters (ice and Earth model), the error budget in Eq. (3.68) reduces to
εsoft, thus allowing to quantify the significance of the software component in
the full error budget. Determining differences of uplift rates calculated with
the same software, varying ice/Earth model combinations, gives insight into
the sensitivity of results to ice models and/or Earth models.

Figure 3.7. Ice models given as ice thickness (in m) at the LGM in Fennoscandia. (a)
ICE-3G (Tushingham and Peltier, 1991), (b) ICE-4G (Peltier, 1994), (c) ICE-5G (Peltier,
2004), and (d) ICE6G_C (Argus et al., 2014; Peltier et al., 2015).
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Ċ

ro
t

21
=
−1

.7
5×

10
−9

,Ṡ
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3.3.2 Validation data sets

Semi-empirical land-uplift model NKG2016LU

NKG2016LU (Vestøl et al., 2019) is a semi-empirical land-uplift model, re-
leased by NKG, representing an improved version of NKG2005LU. It combines
an empirical model with a GIA model by applying a remove-compute-restore
technique. First, the empirical model was directly computed from BIFROST
GNSS velocities (Kierulf et al., 2014) and levelling by least-squares colloca-
tion with unknown parameters and does not include TG data, i.e., apparent
land uplift. Secondly, a GIA model was removed from the empirical model
in the observation points and least-squares collocation was applied to model
the residual surface. Finally, the GIA model was added back to the residual-
surface grid to get the final land-uplift grid NKG2016LU_abs in ITRF2008 (Fig-
ure 3.8a). The levelled land-uplift relative to the geoid NKG2016LU_lev (Fig-
ure 3.8b) is given as (Vestøl et al., 2016)

NKG2016LU_lev = NKG2016LU_abs−NKG2016GIA_prel0306, (3.69)

where NKG2016GIA_prel0306 is the geoid rise from the GIA model.
The underlying GIA model, NKG2016GIA_prel0306 (Steffen et al., 2016) in

Figure 3.8c, was computed applying the ICEAGE software (Kaufmann, 2004),
using the viscoelastic normal-mode method. The spherical-harmonic ex-
pansion was truncated at degree 192. For the rheology, the three-layered
GIA_prel0306 model was used (dashed green line in Figure 3.6). The GLAC-
71340 ice history for Fennoscandia and the Barents Sea by L. Tarasov was
used in the calculation, while other parts of the world were taken from ICE-5G
(Vestøl et al., 2016). The GLAC-71340 ice history is a 3D thermo-mechanical
ice model. It is tuned to ice-margin information, present-day uplift, and RSL
records. This type of model is dynamically more consistent than the ICE-x
models because it represents the dynamic response of a real ice sheet to cli-
mate forcing. Despite the fact that thermo-mechanical models are also based
on some certain rheology, there is a smaller interdependency between ice
model and rheology (Schmidt et al., 2014) than in case of ICE-x and VMx,
which are iteratively tuned to fit geological and/or geodetic data using the
SLE. The uncertainty of the VLM rates from NKG2016LU_abs was calculated
to 0.6 mm/yr by Olsson et al. (2019), taking into account internal uncer-
tainty (0.2 mm/yr) as well as drifts in the ITRF2008 reference frame’s origin
(0.5 mm/yr) and scale (0.3 mm/yr).
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Table 3.3. Statistics of NKG2016LU_abs, NKG2016LU_lev, and
NKG2016GIA_prel0306 signal (in mm/yr) illustrated in Figure 3.8.

Model min max mean std

NKG2016LU_abs −4.6 10.3 0.9 3.1

NKG2016LU_lev −4.7 9.6 0.7 3.0

NKG2016GIA_prel0306 −0.1 0.7 0.2 0.2

Figure 3.8. Validation data used in Paper C and Paper D. (a) Absolute land-uplift
model NKG2016LU_abs in ITRF2008. (b) Levelled land-uplift model NKG2016LU_lev
relative to the geoid. (c) Rate of geoid change NKG2016GIA_prel0306 (a−b) (Vestøl
et al., 2019).
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Geological relative sea-level records in Fennoscandia

In the Tushingham and Peltier (1992) database, 392 globally non-uniformly
distributed 14C/radiocarbon-controlled RSL histories are available, covering
a time span of 0-15 14C ka BP. Relict shoreline deposits were identified and
dated radiometrically from associated carbonate or organic material by ge-
omorphological methods, and are given as relative heights in meters refer-
enced to modern MSL (Tushingham and Peltier, 1992), i.e., as RSL. RSL obser-
vations in this context are of the ancient sea level relative to land (Vestøl et al.,
2016). For the comparison, 55 RSL sites from the Tushingham and Peltier
(1992) database have been used, within an area delimited by 49◦ <ϕ< 75◦ and
0◦ <λ< 50◦ (Figure 3.9a).

The RSL ages were given as 14C ages and were therefore calibrated to cal-
endar years using the CALIB 7.1 program (Stuiver and Reimer, 1993) following
the approach in Alves et al. (2018). Organisms from marine environments
have been exposed to different levels of 14C than their counterparts in the at-
mosphere. Radiocarbon dates of terrestrial and marine organism of equiva-
lent ages have a difference of ∼400 radiocarbon years. The marine calibration
incorporates this time-dependent global ocean-reservoir correction of ∼400
radiocarbon years. To accommodate local effects, the difference ∆R in reser-
voir age of the local region of interest with respect to the global ocean should
be determined (Stuiver and Reimer, 1993). Hence, the Marine13 radiocar-
bon age-calibration curve and a regional mean reservoir correction based
on 125 data points inside the NKG2016LU boundaries were employed (Fig-
ure 3.9b) from the Marine Reservoir Database (http://calib.org/calib/, and
references for each value therein). The 55 RSL sites for Fennoscandia have a
varying number of observations and cover different time spans, ranging be-
tween ∼17.3 and ∼3.9 ka BP (Figure 3.9a).

http://calib.org/calib/


3.3 Models and data: ice models, Earth models, and validation data 75

Figure 3.9. Validation data set used in Paper C. (a) Geological relative-sea level sites
from the Tushingham and Peltier (1992) database and their geographical distribution
in Fennoscandia. The calibrated age BP (in ka) of the oldest available observation
per relative sea-level site is marked with a colored dot. The corresponding name for
each relative sea-level site can be found in Tushingham and Peltier (1992). (b) ∆R
values (in 14C years) for Fennoscandia from the Marine Reservoir Database, which
also holds references for each value. For the selected region, the employed weighted
mean of ∆R was 24 14C years with a standard deviation of 155 14C years.





Chapter 4

Results and discussion

The following chapter gives an overview and gathers results presented in Pa-
per A, Paper B, Paper C, and Paper D. The focus of Section 4.1 is the quality
assessment of CS2 data and MDT determination. Section 4.2 focuses on com-
parisons of VLM rates determined by different approaches. Limitations to the
research are listed in Section 4.3. In Table 4.1, an outline of data sets used in
all papers is given.

4.1 Coastal altimetry and mean dynamic to-
pography

Results from Paper A and Paper B are gathered in this section. Paper A in-
vestigates the performance of SARIn (without phase information) altimetry
in the Norwegian coastal zone. 20 Hz CS2 observations within 45 km×45 km
boxes at 22 TGs (Figure 2.10, except NARV) were compared to TG data with a
10-minute sampling rate provided by NMA. The same comparison was done
using three conventional altimeters to quantify the performance of CS2 with
respect to conventional altimetry. In Paper B, three state-of-the-art regional
geoid models as well as CS2 data in the Norwegian coastal zone were com-
bined to determine coastal MDT models. The MDT models were validated
against PSMSL TG observations as well as the state-of-the-art operational
coastal ocean model NorKyst800.
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Table 4.1. Overview of data sets used in Paper A, Paper B, Paper C, and Paper D.
Inspired by Ophaug (2017).

Paper Data set Coverage Time period Note

Geoid models

B NMA2014 regional - based on DIR5

NKG2015 regional -

EGG2015 regional -

Tide-gauge data

A NMA 22 TGs 2010-2014 10-minute, relative

B PSMSL 19 TGs 2012-2015 monthly, NN2000

D PSMSL 20 TGs 2010-2018 monthly, RLR

NMA 20 TGs 2010-2018 10-minute, relative

Relative sea-level data

C Tushingham and regional ∼17.3-
Peltier (1992) (55 sites) 3.9 ka BP

Satellite altimetry

A CryoSat-2 45 km boxes 2010-2014 20 Hz degraded SARIn a

SARAL/AltiKa specific tracks 2013-2016

Envisat specific tracks 2010-2013 Phase C

Jason-2 specific tracks 2010-2016

DTU13MSS global 1993-2012

B CryoSat-2 regional 2010-2015 LRM, SAR b, SARIn c

A, D DTU15MSS global 1993-2014

D CryoSat-2 45 km boxes 2010-2018 1 and 20 Hz SARIn c

Ocean models

B NorKyst800 regional 2010-2012

Land-uplift models

C, D NKG2016LU_abs regional -

Ice models

D ICE-5G (VM2) global -

ICE6G_C (VM5a) global -

Earth models

D VM1 global -

VM2/VM2a global -

VM5a global -

GIA_prel0306 regional -

GIA_prel0907 regional -

M1 global -
a simple threshold retracker, the SARIn/off-nadir range correction was not applied
b reduced-SAR, data acquired in SAR mode and reduced to a sequence of

LRM-like echoes
c SAMOSA2



4.1 Coastal altimetry and mean dynamic topography 79

4.1.1 Comparison of altimetry and tide-gauge data along the
Norwegian coast

Table 4.2 gives the statistics of differences between both CS2 and conven-
tional altimeters and TG observations in 45 km×45 km boxes. CS2 ranges
were retracked by either applying the simple threshold retracker (Paper A) or
SAMOSA2 (Paper D). In general, CS2 agrees well with TG observations. The
agreement between CS2 (retracked applying simple threshold retracker) and
TG time series is better at TGs close to the open ocean than at TGs located
inside fjords. Using standard corrections, standard deviations of differences
are 20 cm or more at land-confined TGs, while TGs to the open ocean have
standard deviations of differences of 9 cm or less. Similar behavior holds for
correlations. The mean standard deviation of differences is 16.0 cm with a
mean correlation of 0.61 over 22 TGs applying standard corrections. A de-
crease of standard deviations of differences is noted at 19 out of 22 TGs (ex-
ceptions are ALES, MALO, and OSCA) when exchanging standard corrections
by local ones. Applying local corrections, the mean standard deviation of dif-
ferences is 12.2 cm with a mean correlation of 0.68. The correction swap led
to an average improvement of ∼24% in standard deviations of differences and
∼12% for correlations. If land-confined TGs (TROM, TRON, HEIM, BERG) are
omitted from the analysis, CS2 shows a mean standard deviation of 12.0 cm
and a mean correlation of 0.69 (applying standard corrections), and a mean
standard deviation of 10.0 cm with a mean correlation of 0.74 (applying local
corrections). In Paper D, a mean standard deviation of 12.1 cm and a mean
correlation of 0.77 were obtained between 20 Hz CS2 SARIn data (off-nadir
range corrected and retracked applying SAMOSA2) and TG data from NMA at
20 TGs. In Paper A, for the same subset of TGs as in Paper D, a mean standard
deviation of 14.7 cm with a mean correlation of 0.64 were obtained applying
the simple threshold retracker and standard CS2 corrections.

All three conventional altimeters perform similarly. Envisat,
SARAL/AltiKa, and Jason-2 show mean standard deviations of differ-
ences of 10.0, 10.6, and 11.0 cm, and mean correlations of 0.58, 0.64, and
0.56, respectively. Similar to CS2, the mean correlation of the conventional
altimeters with TGs is 0.60 with a slightly lower mean standard deviation
of differences of 11 cm. There is a tendency that correlation decreases and
standard deviation of differences increases with increasing distance to TGs
for all conventional altimeters.
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4.1.2 Validation of mean dynamic topographies

Figure 4.1 shows coastal ocean MDTs. The CS2 MDTs (Figures 4.1b-4.1d) are
generally consistent with NorKyst800 (Figure 4.1a). They show slightly larger
values in the coastal zone and smaller values to the open ocean. Compared to
NorKyst800, CS2EGG shows a slightly larger standard deviation of differences
of ∼7 cm than CS2NKG and CS2NMA (∼6 cm, Table 4.3). All geodetic MDTs
show some areas along the coast with smaller values than one would expect.
The most striking coastal feature of CS2EGG and CS2NMA is an MDT low seen
in the area between Lofoten-Vesterålen area and Senja island, roughly at 69◦N
between 15 and 20◦E, which is much less visible in CS2NKG.

Coastal ocean and geodetic MDT profiles are illustrated in Figure 4.2.
The coastal MDT profile obtained from NorKyst800 is smoother compared
to geodetic MDT profiles. According to the findings in Ophaug et al. (2015),
from north to south a 10 cm rise towards KABE, a flattening towards STAV,
and another 10 cm rise towards VIKE is observed. The largest differences are
observed in the Lofoten-Vesterålen area (∼10 cm). At some TGs, the geodetic
MDTs show a large spread (e.g., HAMM, ANDE, and BODO) but show a good
agreement at HONN, MAUS, HEIM, and STAV. In addition, a scattering of TG
and CS2 MDTs is noted at some TGs. NorKyst800 agrees better with TG MDTs
than with CS2 MDTs at TROM, RORV, and ALES, and vice versa at BODO and
BERG. Table 4.4 gives the statistics of differences between ocean and geode-
tic MDTs over 19 TG sites. In comparison with TG MDTs, CS2 MDTs show a
mean profile standard deviation of differences of 4.4 cm. NorKyst800 shows a
mean profile standard deviation of differences of 3.4 cm to CS2 MDTs and of
4.2 cm to TG MDTs.

Geostrophic surface currents are shown in Figure 4.3. The general pattern
of the Norwegian Sea circulation is evident in all MDTs. The strongest and
best defined currents are visible in NorKyst800. CS2NMA shows the strongest
currents and most distinct pattern of the geodetic MDTs, followed closely by
CS2NKG. CS2EGG shows the Norwegian Coastal Current but the open-ocean
circulation pattern is more or less absent, apart from the hot spot in the
Lofoten-Vesterålen area.
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Figure 4.1. Coastal MDTs in Norway. (a) Ocean MDT, based on NorKyst800. Geodetic
MDTs based on (b) CS2NKG, (c) CS2EGG, and (d) CS2NMA. The mean value has been
removed in all cases. In all figures (a-d), 400 m isobaths from the GEBCO 2019 grid
(GEBCO, 2019) are shown.
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Table 4.3. Statistics of MDTs and of their differences (in cm).

Model min max mean std

NorKyst800 −67.6 −7.6 −36.6 11.8

CS2NKG −37.5 43.4 8.2 14.3

CS2EGG −29.3 48.1 11.1 13.8

CS2NMA −30.4 47.7 11.2 14.3

CS2NKG − NorKyst800 −20.6 25.2 6.7 5.8

CS2EGG − NorKyst800 −33.5 32.6 7.9 6.5

CS2NMA − NorKyst800 −29.4 27.9 7.9 5.9

Table 4.4. Statistics of differences between tide-gauge MDT profiles (in cm).

Model min max std

TGNKG − CS2NKG −8.4 7.0 4.4

TGEGG − CS2EGG −9.5 10.2 4.7

TGNMA − CS2NMA −7.2 7.5 3.9

NorKyst800 − CS2NKG −6.1 6.1 3.6

NorKyst800 − CS2EGG −4.3 6.3 3.3

NorKyst800 − CS2NMA −6.0 5.9 3.2

NorKyst800 − TGNKG −5.3 11.5 4.1

NorKyst800 − TGEGG −6.0 11.4 4.6

NorKyst800 − TGNMA −10.0 10.4 3.9
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Figure 4.3. Geostrophic ocean surface currents derived from (a) NorKyst800, (b)
CS2NKG, (c) CS2EGG, and (d) CS2NMA.
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4.2 Vertical land motion in Fennoscandia

The following sections gather results from Paper C and Paper D. In Paper
C, ice histories from the ICE-x series along with VMx and NKG rheology
profiles were used to predict vertical velocity fields as well as time series of
RSL change. Predictions based on an additional rheology profile, namely,
M1 (Colli et al., 2018) are also included in this thesis. Computations were
performed with SELEN and validated against the semi-empirical land-uplift
model NKG2016LU_abs as well as geological RSL reconstructions from the
global Tushingham and Peltier (1992) database. In Paper D, 7.5 years of
CS2 satellite altimetry were combined with TG data to estimate linear VLM
rates at 20 TGs along the Norwegian coast. Monthly-averaged PSMSL and 10-
minute TG data from NMA were used. VLM estimates were validated against
NKG2016LU_abs rates.

4.2.1 Vertical land motion and relative sea levels from GIA
modelling

Comparison of various software solutions

The present-day radial velocity field based on ICE-5G from Peltier (2004) is
denoted VLM ICE5G and the one calculated with SELEN VLM ICE5G_S. In addi-
tion, the present-day radial velocity field based on ICE6G_C from Peltier et al.
(2015) is denoted VLM ICE6G_C, the CALSEA solution VLM ICE6G_ANU, and the
one calculated using SELEN VLM ICE6G_S. The parameter overview for deter-
mining vertical displacements and RSL changes is given in Table 3.2.

The statistics for all uplift-rate differences between NKG2016LU_abs and
modelled values was calculated over land points within an area delimited
by 49◦ <ϕ< 73◦ and 4◦ <λ< 35◦ because only there is NKG2016LU_abs con-
strained by geodetic observations. Figures 4.4a-4.4c present differences be-
tween NKG2016LU_abs and uplift rates calculated with ICE6G_C. Compar-
ing Figures 4.4a and 4.4b, similar geographical structures with an offset be-
tween the velocity fields are noted. This is also reflected in their differences
in Figure 4.4d and in the corresponding statistics in Table 4.5. The SELEN

solution (Figure 4.4c) gives a less correlated velocity field but still reflects
the main features, having a standard deviation of differences of ∼0.6 mm/yr
when compared to Lambeck’s solution (Figure 4.4e). Differences between
NKG2016LU_abs and vertical-uplift rates using ICE-5G (VM2/VM2a) in Ta-
ble 3.2 vary between −4.2 and 2.9 mm/yr. Differences based on ICE6G_C
(VM5a) range from −2.2 to 2.6 mm/yr.

Based on the statistics in Table 3.2, it was not observed that the less com-
plex software (SELEN) gives worst results in all cases. In terms of the average
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velocity field, Peltier’s solution fits NKG2016LU_abs better than SELEN when
using ICE-5G (VM2). However, applying ICE6G_C (VM5a) results in the worst
fit of Peltier’s solution, while the ANU and SELEN solutions give a much bet-
ter fit. In terms of standard deviations of differences to NKG2016LU_abs, a
slightly different picture is found but still no clear deficiency of SELEN com-
pared to the other software packages.

Figure 4.4. The first row shows differences between NKG2016LU_abs and (a)
VLM ICE6G_C, (b) VLM ICE6G_ANU, and (c) VLM ICE6G_S. The second row shows differ-
ences between software solutions (d) VLM ICE6G_C and VLM ICE6G_ANU (a−b), and (e)
VLM ICE6G_ANU and VLM ICE6G_S (b−c).

Table 4.5. Statistics of differences (in mm/yr) between VLM ICE5G and VLM ICE5G_S,
VLM ICE6G_C and VLM ICE6G_ANU (Figure 4.4d) as well as VLM ICE6G_ANU and
VLM ICE6G_S (Figure 4.4e).

Model min max mean std

VLM ICE5G − VLM ICE5G_S −4.4 1.3 −0.6 1.2

VLM ICE6G_C − VLM ICE6G_ANU −1.6 1.1 −0.2 0.4

VLM ICE6G_ANU − VLM ICE6G_S −2.7 0.8 −0.1 0.6

Comparison of different ice/Earth model combinations

Vertical uplift rates Statistics of the external comparison is given in Ta-
ble 4.6, the internal one in Table 4.7. Corresponding geographical maps of
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differences are shown in Figures 4.5 (external) and 4.6 (internal). Only maps
based on ICE-5G are shown because maps based on ICE6G_C show very sim-
ilar geographical patterns. The VM1-based combinations are chosen as refer-
ence solutions for the internal comparisons because they fit NKG2016LU_abs
best in terms of average velocity fields for both ice models (Table 4.6).

Figure 4.5 shows the comparison of calculated SELEN uplift rates (using
ICE-5G) with NKG2016LU_abs. Similar geographical patterns for the group
of velocity fields calculated using VMx rheologies are notable (Figures 4.5a-
4.5c). The group of NKG and M1 rheologies also results in similar patterns
(Figures 4.5d-4.5e). In Figures 4.5a-4.5c, a low over Finland and the Barents
Sea is noted, while this low is more significant in Figures 4.5d-4.5f and ex-
pands over the Gulf of Bothnia and the Norwegian Sea. The comparison of
mean values in Table 4.6 reveals an offset in the order of ∼0.5 mm/yr be-
tween ICE6G_C and ICE-5G solutions. The average velocity fields based on
ICE6G_C fit better NKG2016LU_abs than ICE-5G solutions. All SELEN solu-
tions predict greater present-day uplift rates than NKG2016LU_abs, implying
a too slow relaxation process. In terms of standard deviations of differences
to NKG2016LU_abs, Table 4.6 shows smaller values for ICE6G_C than for ICE-
5G. This indicates that not only the total ice load but also the spatial distribu-
tion and deglaciation history of ICE6G_C are more realistic than of ICE-5G.

In general, uplift rates calculated with VM1 are smaller in comparison
to other uplift rates. In Figure 4.6, two groups of geographical patterns are
observed: the first for VMx rheologies and the second for NKG rheologies
and M1. Few high peaks appear when calculating differences between VM1
and the other two VMx rheologies (Figures 4.6a and 4.6b). Negative values
along the ice-sheet margin occur when forming differences to NKG rheolo-
gies and M1 (Figures 4.6c-4.6e), which all have one-magnitude higher lower-
mantle viscosities than VM1. A decreasing similarity from VM2a over VM5a,
GIA_prel0306, GIA_prel0907 to M1 with VM1 is notable for both ice models.
Except the difference to VLM I6G(VM2a) and VLM I6G(M1), all differences calcu-
lated with ICE6G_C show slightly smaller standard deviations of differences
than the ones determined with ICE-5G.

Uplift rates calculated with NKG and M1 rheologies show a significant off-
set in comparison to NKG2016LU_abs as well as large standard deviations,
which is also reflected in the internal comparison. VMx Earth models were
used in the reconstruction of ICE-x models and tuned to various data sets,
making ice models highly dependent upon Earth model information. This
could explain the significant offsets when combining ICE-x models with other
uncorrelated Earth models.
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Table 4.6. Statistics of differences between land-uplift rates based on observations
and GIA modelling (in mm/yr).

NKG2016LU_abs − . . . a min max mean std

VLM I5G(VM1) −4.7 1.5 −0.4 1.3

VLM ICE5G(VM2a) −4.2 1.0 −0.7 1.0

VLM I5G(VM5a) −3.8 1.9 −0.5 1.1

VLM I5G(prel0306) −5.1 0.9 −1.4 1.7

VLM I5G(prel0907) −6.5 1.1 −1.6 2.2

VLM I5G(M1) −8.0 1.0 −2.1 2.5

VLM I6G(VM1) −2.4 1.8 0.0 0.7

VLM I6G(VM2a) −1.7 1.6 −0.1 0.7

VLM ICE6G(VM5a) −2.2 2.2 0.0 0.9

VLM I6G(prel0306) −3.8 0.8 −0.9 1.1

VLM I6G(prel0907) −4.7 0.9 −1.2 1.5

VLM I6G(M1) −5.8 0.8 −1.6 1.9

ḣ empirical_obs −
ḣ NKG2016GIA_prel0306

b -1.2 1.2 -0.1 0.3

a over land points within an area delimited by
49◦ <ϕ< 73◦ and 4◦ <λ< 35◦

b in observation points (Vestøl et al., 2016)

Figure 4.5. Differences between NKG2016LU_abs and modelled uplift rates:
(a) VLM I5G(VM1), (b) VLM I5G(VM2a), (c) VLM I5G(VM5a), (d) VLM I5G(prel0306), (e)
VLM I5G(prel0907), and (f) VLM I5G(M1).
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Table 4.7. Statistics of differences between calculated VLM rates based on ICE-5G
and ICE6G_C (in mm/yr). The rheology profile VM1 was chosen as a reference and
differences relative to it were computed.

VLM I5G(VM1) − . . . a min max mean std

VLM I5G(VM2a) −1.7 0.9 −0.4 0.6

VLM I5G(VM5a) −1.6 2.2 −0.1 0.9

VLM I5G(prel0306) −3.8 1.0 −0.7 1.2

VLM I5G(prel0907) −3.8 0.7 −1.3 1.3

VLM I5G(M1) −4.4 0.5 −1.8 1.6

VLM I6G(VM1) − . . . a

VLM I6G(VM2a) −1.7 1.2 −0.3 0.6

VLM I6G(VM5a) −1.2 2.3 −0.1 0.8

VLM I6G(prel0306) −3.4 1.0 −0.6 1.1

VLM I6G(prel0907) −3.5 0.6 −1.2 1.2

VLM I6G(M1) −4.0 0.5 −1.6 1.6
a over land points within an area delimited by

49◦ <ϕ< 73◦ and 4◦ <λ< 35◦

Figure 4.6. Comparison of uplift rates calculated with SELEN where ICE-5G was used.
The rheology profile VM1 was chosen as a reference and differences to calculated
VLM rates based on (a) VM2a, (b) VM5a, (c) GIA_prel0306, (d) GIA_prel0907, and (e)
M1 are shown.
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Relative sea levels Differences between geological RSL data and RSL pre-
dictions from SELEN using different ice histories and rheologies at 55 sites in
Fennoscandia, illustrated in Figure 3.9a, were computed. Differences vary
between −147.01 and 89.43 m (Paper C, Table 6). In general, ICE6G_C solu-
tions give a considerably better fit to RSL data than ICE-5G solutions in terms
of both mean values as well as standard deviations of differences. In view
of mean values and standard deviations of differences, the RSL predictions
based on NKG rheologies show a better agreement to RSL data than the ones
based on VMx and M1 rheologies.

Figure 4.7 shows the fit between RSL data and calculated RSL curves us-
ing ICE-5G and ICE6G_C with different rheology profiles at chosen sites. The
presented sites were chosen depending on the distance to the former ice
sheet. A slight grouping of RSL-prediction curves according to the applied
ice model and its ice-sheet distribution/thickness is observed. RSL predic-
tions obtained using ICE-5G (red-nuanced curves) show larger RSL changes
than predictions based on ICE6G_C (blue-nuanced curves) due to thicker ice-
sheets of ICE-5G (compare Figures 3.7c and 3.7d). At the ice-sheet margin
and near-field area, two branches of RSL-prediction curves are noted (Fig-
ures 4.7a-4.7e). The first branch gathers RSL curves of VMx rheologies and
the second one gathers RSL curves based on NKG rheologies. The RSL curves
based on M1 are between those two groups. The variations of RSL-prediction
curves within each branch in the ice-margin area are harder to distinguish
than in the near-field region. Significant differences of RSL predictions in the
near field (which is dominated by land uplift) are highly dependent on rheol-
ogy. The LT, asthenosphere, and lower-mantle viscosity are affecting the be-
havior of RSL-prediction curves there. First, RSL curves are gathering accord-
ing to the LT; a larger LT (Figure 3.6) results in smaller RSL changes. Secondly,
GIA_prel0907 that assumes an additional layer under the lithosphere shows
smaller RSL predictions in comparison to GIA_prel0306, although the first
has a thinner lithosphere. Finally, RSL predictions based on GIA_prel0306,
GIA_prel0907, and M1 with one-magnitude higher lower-mantle viscosities
show smallest RSL-change values.

The smoother NKG-based RSL-prediction curves in Figure 4.7 show a
slower reaction to the unloading with consequently smaller mean values that
fit the RSL data better than the VMx- and M1-based predictions. Due to the
slower relaxation process, NKG-based land-uplift rates show greater present-
day rates (Table 4.6 and Figure 4.5).
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Figure 4.7. Variation of relative sea-level curves at sites (a) 209, (b) 237, (c) 239, (d)
233, (e) 234, and (f) 409, and their comparison to geological relative sea-level data (in-
cluding relative sea-level error bars). See Figure 3.9a for site locations. Red nuances
represent relative sea-level curves calculated using ICE-5G, while blue-nuanced rel-
ative sea-level curves are computed applying ICE6G_C. Dotted green-nuanced rela-
tive sea-level curves are calculated applying M1 rheology and ICE-5G/ICE6G_C. M,
N, and F define site locations with respect to the former ice sheet: M stands for ice-
sheet margin, N for near field, and F for far field.
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4.2.2 Vertical land motion from satellite altimetry and tide-
gauge records

Linear rates of VLM at 20 TGs from NKG2016LU_abs and CS2 combined
with TG records over the period 2010-2018 are illustrated in Figure 4.8.
NKG2016LU_abs shows positive rates (from 1.3 mm/year at MALO to 4.7
mm/year at TRON) for all 20 TGs. This is also confirmed by the majority
of estimated VLM rates. Uncertainties (Paper D, Figure 3), which take into
account serial correlations of measurements range from 3.1 to 27.1 mm/yr
when using 1 Hz CS2 sea-level anomalies, and from 1.1 to 18.5 mm/yr when
using 20 Hz CS2 data. Largest uncertainties occur at TGs with few CS2 ob-
servations available, i.e., at TRON, HEIM, OSCA, and HAMM (Figures 2.9 and
2.10).

VLM rates based on both 1 and 20 Hz CS2 data in combination
with NMA TG measurements (VLM1HzNMA and VLM20HzNMA) agree with
NKG2016LU_abs within uncertainties for most of the sites. Their differ-
ences range from −13.9 to 8.1 mm/yr. When using PSMSL TG data for the
VLM estimation (VLM1HzPSMSL and VLM20HzPSMSL), differences range be-
tween −23.2 and 16.3 mm/yr. Standard deviations of differences between
NKG2016LU_abs and rates of VLM based on PSMSL TG records are twice
as large as the standard deviations between NKG2016LU_abs and rates from
NMA TG data. This could be explained by different sampling rates of PSMSL
(monthly) and NMA (10-minute) TG data. 1 and 20 Hz sampling frequen-
cies of CS2 imply that altimetry observations include ocean signals, which
are averaged to nearly zero in monthly TG data. Consequently, differential
ocean signal might be introduced into differences between CS2 and monthly
TG time series.

NKG2016LU_abs has a coastal average of 2.8 mm/yr over all 20 TGs (Pa-
per D, Table 2). VLM1HzPSMSL shows a coastal average of 4.4 mm/yr and
VLM1HzNMA of 2.4 mm/yr. VLM rates based on 20 Hz CS2 data show coastal
averages of 5.5 mm/yr (VLM20HzPSMSL) and 3.4 mm/yr (VLM20HzNMA). The
mean Spearman’s rank correlation coefficient (see Paper A for more details)
between VLM estimates based on PSMSL data and NKG2016LU_abs is 0.53
when using 1 Hz CS2 data and 0.46 when using the 20 Hz CS2 observation.
Employing NMA TG records, the mean correlation between VLM rates and
NKG2016LU_abs over all TGs is 0.58 and 0.43 for 1 and 20 Hz CS2 data, re-
spectively.

High discrepancies between NKG2016LU_abs and VLM rates from CS2
and TG data are found at both TGs that are land-confined and located to the
open ocean. For all four solutions, the largest misfits to NKG2016LU_abs are
observed at TRON, HEIM, and OSCA, all located deeply inside fjords. Leav-
ing out these TGs, the coastal average of NKG2016LU_abs drops from 2.8 to
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2.6 mm/yr. Excluding TRON, HEIM, and OSCA from the comparison reduces
the minima and standard deviations of differences for all VLM solutions con-
siderably (Table 4.8). A decrease in the coastal averages of estimated VLM
rates is noted as well as reduced uncertainties. VLM1HzPSMSL and VLM1HzNMA

differ on average 1.4 and 1.5 mm/yr from NKG2016LU_abs, respectively.
VLM20HzPSMSL differs on average 0.1 mm/yr from NKG2016LU_abs and
VLM20HzNMA 0.3 mm/yr. The agreement of mean values of differences be-
tween estimated VLM rates and NKG2016LU_abs is also reflected in the
agreement between their coastal averages. VLM rates based on 1 Hz CS2
data show coastal averages of 1.2 mm/yr (VLM1HzPSMSL) and 1.1 mm/yr
(VLM1HzNMA), while estimates of VLM based on 20 Hz data have coastal av-
erages of 2.5 mm/yr (VLM20HzPSMSL) and 2.3 mm/yr (VLM20HzNMA).

Table 4.8. Statistics of differences between NKG2016LU_abs and vertical land-
motion rates (in mm/yr) represented in Figure 4.8 and calculated over 20 tide gauges
along the Norwegian coast. Vertical land-motion rates result from either GIA mod-
elling (Paper C) or combining CryoSat-2 observations with tide-gauge data (Paper
D). In addition, Spearman’s rank correlation coefficient ρ between NKG2016LU_abs
and vertical land-motion rates is given. The last column shows coastal averages of
vertical land motion calculated over tide gauges along the Norwegian coast.

coastal
Paper NKG2016LU_abs− . . . min max mean std ρ

average

C VLM I5G(VM2a) −0.5 0.7 −0.2 0.4 0.89 3.0

VLM I6G(VM5a) −0.3 2.1 0.8 0.6 0.87 2.0

VLM I5G(GIA_prel0306) −4.1 −1.7 −2.4 0.7 0.84 5.2

VLM I6G(GIA_prel0306) −3.0 −0.7 −1.5 0.7 0.83 4.4

VLM I5G(GIA_prel0907) −4.0 −1.4 −2.8 0.8 0.89 5.6

VLM I6G(GIA_prel0907) −2.9 −0.9 −1.8 0.6 0.92 4.6

VLM I5G(M1) −4.7 −1.6 −3.6 1.0 0.86 6.4

VLM I6G(M1) −3.5 −0.9 −2.3 0.9 0.93 5.2

D VLM1HzPSMSL −23.2 16.3 −1.5 11.0 0.53 4.4

VLM1HzNMA −13.9 8.1 0.4 4.8 0.58 2.4

VLM20HzPSMSL −23.2 14.5 −2.7 10.0 0.46 5.5

VLM20HzNMA −10.5 6.5 −0.5 4.1 0.43 3.4

VLM1HzPSMSL
a −12.3 16.3 1.4 8.7 0.29 1.2

VLM1HzNMA
a −3.9 8.1 1.5 3.5 0.40 1.1

VLM20HzPSMSL
a −13.1 14.5 0.1 7.7 0.19 2.5

VLM20HzNMA
a −5.5 6.5 0.3 3.4 0.24 2.3

a TRON, HEIM, and OSCA were excluded
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4.2.3 Vertical land-motion rates calculated by different ap-
proaches

In addition to VLM rates from NKG2016LU_abs as well as from combining
CS2 with TGs in Paper D, Figure 4.8 shows rates from selected SELEN runs in
Paper C. Modelled vertical-velocity fields in Paper C were interpolated onto
20 TG locations (same TG sites as used in Paper D). The corresponding statis-
tics is given in the upper part of Table 4.8.

At 20 TGs, differences between NKG2016LU_abs and SELEN runs range
from −4.7 to 2.1 mm/yr, and standard deviations of differences from
0.4 to 1.0 mm/yr. VLM I5G(VM2a) and VLM I6G(VM5a) show the best fit to
NKG2016LU_abs in terms of mean differences and standard deviations (Ta-
ble 4.8). Rates based on ICE6G_C and NKG and M1 rheologies follow the
form of NKG2016LU_abs rates in Figure 4.8 but show an offset of ∼1.9 mm/yr
(considering mean values in Table 4.8). Rates based on the same rheolo-
gies but ICE-5G show an offset of ∼2.9 mm/yr. In terms of coastal aver-
ages, VLM I5G(VM2a) and VLM I6G(VM5a) reflect well the amplitude of coastal
VLM provided by NKG2016LU_abs showing values of 3.0 and 2.0 mm/yr, re-
spectively. Other SELEN solutions have coastal averages ranging from 4.4 to
6.4 mm/yr.

In general, the spread of rates from combining CS2 with TGs is larger
than that of NKG2016LU_abs or of rates modelled by SELEN (Figure 4.8).
This is especially notable for PSMSL-based VLM rates, where the com-
bination of CS2 with PSMSL TG records does not observe VLM at some
TGs. However, NMA-based solutions show a much smaller spread of differ-
ences to NKG2016LU_abs and a high spatial correlation. At HONN, KABE,
RORV, MAUS, and VIKE, differences between VLM rates based on NMA TG
data and NKG2016LU_abs are within the uncertainty of NKG2016LU_abs
(∼0.6 mm/yr). Correlations of NKG2016LU_abs to VLM rates from SELEN are
considerably higher (ranging from 0.83 to 0.93) than to VLM rates estimated
from CS2 and TGs.

Kuo et al. (2004) combined TOPEX/POSEIDON data with TG observa-
tions, where both data sets covered the same time span from 1992 to 2001
to estimate VLM at 25 TGs in the Baltic Sea region. NKG2016LU_abs was in-
terpolated onto locations of 25 TGs used in Kuo et al. (2004) and differences
to their estimated VLM rates were calculated. Differences range from −4.7
to 7.4 mm/yr and have a standard deviation of 3.4 mm/yr. These values are
comparable to VLM estimates based on 1 Hz CS2 observations and NMA TG
data covering the 2010-2018 period (Table 4.8).
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4.3 Limitations to the research

At the time of data processing, the off-nadir range correction was not im-
plemented in the DTU Space retracking system. Consequently, SARIn ob-
servations in Paper A are degraded-SARIn observations excluding phase in-
formation. Usually, SSHs and sea-ice freeboard acquired in SARIn mode are
processed using a SAR-like approach with degraded noise levels. By using
the phase information from the SARIn mode to range correct off-nadir mea-
surements, the accuracy and precision of the estimated SSHs is improved by
increasing the number of valid waveforms despite the degraded noise level
(Quartly et al., 2019). This is reflected in the comparison with TG observa-
tions and the better performance of off-nadir range corrected SSHs in Pa-
per D than of degraded-SARIn SSHs in Paper A. One has to keep in mind
that those two data sets were retracked by different retrackers (SAMOSA2 ver-
sus simple threshold retracker). The editing criteria for CS2 SARIn data was
crude, where only ∼60% of data were kept after omitting points over land and
the within-track outlier detection. This shows that not only a considerable
amount of data did not pass the editing but also demonstrates that CS2 tar-
gets along the Norwegian coast are generally noisy.

Coastal geodetic MDT models determined in Paper B are highly depen-
dent on the used regional geoid models and show different artifacts related
to the resolution and accuracy of marine geoids. The three regional geoid
models are based on GOCE release five gravity data and slightly varying ter-
restrial gravity data. Hence, different interpolation methods and weighting
used for their determination are likely to affect the observed variations in
geodetic MDTs. NKG2015 and NMA2014 are both almost completely free of
altimetry-derived gravity information and therefore independent of altime-
try data they are subtracted from. On the other hand, EGG2015 is heavily
based on altimetry-derived gravity data. CS2 MDTs based on NKG2015 and
NMA2014 fit NorKyst800 and TG MDTs better than the CS2 MDT based on
EGG2015. Consequently, the circulation pattern in CS2EGG is less empha-
sized and north-south flows are less distinct. Another challenge is the CS2
geographical mode mask. The SARIn zone stretches out only ∼40 km off the
coast and the border between SARIn and LRM/SAR modes largely overlaps
with the Norwegian Coastal Current in the Norwegian coastal zone. This
makes the combination of CS2 data acquired in different modes more dif-
ficult. In addition, CS2 observations are sparse and more uncertain in areas
where SIRAL is switching modes. Furthermore, due to the missing tie be-
tween TG benchmark and GNSS benchmark, ellipsoidal heights of MSL were
determined using HREF. This procedure makes ellipsoidal heights dependent
on HREF, which is in turn dependent on GNSS/levelling and the geoid it is
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based on.
In Paper C, a software for a linear, incompressible, non-rotating Earth

with fixed shorelines was used, which possibly introduces errors into the pre-
dictions. Ice models determined by the classical approach were used for SE-
LEN runs in the thesis. Those ice models strongly contain Earth model infor-
mation since their determination is based on a particular initial Earth model,
which is then iteratively refined through inversion (Steffen and Wu, 2011). In
addition, radially-varying (1D) Earth models, which assume the Earth’s man-
tle to be uniformly layered in terms of viscosity were used. Whitehouse et al.
(2006) found that neglecting lateral variations in LT and in mantle viscosity
can introduce a bias of up to 3 mm/yr into predictions of present-day uplift
rates in Fennoscandia, 1 mm/yr for horizontal rates, or 70 m for predictions
in RSL at 10 ka BP. All these errors peak at the center of former ice sheets.
According to Wu (1998), geodetic quantities are more affected by lateral vari-
ations in the asthenopshere than by lateral variations in LT (Steffen and Wu,
2011). Considering the spatial scale, ice models that were optimally fitted to
global data sets were used and we looked into variations at regional scales,
which do not have to reflect the same behavior as global variations. More-
over, Earth models that fit RSL data over a time scale of thousands of years do
not necessarily need to agree with present-day geodetic observations.

Different OT corrections applied to CS2 SARIn observations (FES2004)
and NMA TG measurements (local OT corrections) in Paper D are possible
reasons for the misfit between NKG2016LU_abs and estimated VLM rates
at some TGs. Particularly at HAMM, TRON, HEIM, and KRIN, discrepan-
cies between signal standard deviations of FES2004 and local OT corrections
within CS2 boxes are ranging between 6.7 and 28.5 cm. The largest differ-
ences to NKG2016LU_abs are also found at these TGs. The wide spread of
estimated VLM rates not seen in NKG2016LU_abs might be due to an insuf-
ficient number of CS2 observations within CS2 boxes, instrumental noise,
and complex ocean or coastal processes (e.g., local subsidence not seen by
NKG2016LU_abs). In addition, estimated errors of VLM rates are strongly de-
pendent on the number of CS2 observations available in each box. Conse-
quently, mean uncertainty estimates based on 20 Hz data are much smaller
than those based on 1 Hz data.



Chapter 5

Summary, conclusions, and
outlook

5.1 Summary and conclusions

The thesis provides the following conclusions:

• New generation SAR(In)-altimetry, i.e., CS2 observes the sea surface
in areas previously uncovered by conventional altimetry and demon-
strates the possibility of mapping local coastal topographies in a
rugged, steep, and narrow coast like in Norway.

• Compared with 10-minute TG measurements at 22 TGs, standard devi-
ations of differences are between 7 and 20 cm, with largest variations at
TGs located deep inside fjords with only few observations.

• Exchanging standard tidal and atmospheric corrections with local cor-
rections determined from predicted tides and air-pressure observa-
tions, respectively, a decrease in standard deviations of differences is
noted at 19 out of 22 TGs. The correction swap led to an average im-
provement of ∼24% in standard deviations of differences (from 16 cm
to 12.2 cm) and ∼12% for correlations (from 0.61 to 0.68).

• Off-nadir range corrected SARIn observations retracked using
SAMOSA2 perform better in the comparison to TG observations
than degraded-SARIn observations retracked applying the simple
threshold retracker without phase information.

• The general circulation pattern in the Norwegian Sea is revealed in
geodetic MDTs.
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• Compared to NorKyst800, CS2EGG shows a slightly larger standard de-
viation of differences of ∼7 cm than CS2NKG and CS2NMA with standard
deviations of ∼6 cm.

• At TGs, the fit between coastal geodetic and oceanographic MDT mod-
els is on the 3-5 cm level.

• For the first time, the Norwegian Coastal Current is revealed by geodetic
techniques.

• The circulation patterns are dependent on geoids they are based on,
i.e., their resolution and accuracy. All geoid models that were used are
based on GOCE, hence, their variations are related to the quality of in-
cluded terrestrial data.

• An equivalent to GNSS/levelling for geoid validation over land is the
determination of circulation patterns over ocean. The geostrophic sur-
face currents can be used to reveal errors (observational or interpola-
tion errors) and data gaps in regional geoid models.

• New regional geoid models as well as CS2 have improved the coastal
MDT models and demonstrate the potential of coastal MDT determi-
nation, especially for coastal regions, which are not monitored by TGs.

• Uplift rates resulting from three software packages (which differ in
methods, approximations, and assumptions) show similar geograph-
ical structures when compared to NKG2016LU_abs. NKG2016LU_abs
and all software solutions (for both ice models and their related Earth
models) agree on average on a ∼1 mm/yr level in terms of standard de-
viations of differences.

• Considering that the NKG2016LU_abs signal standard deviation is
3.5 mm/yr, a misfit of 1 mm/yr seems quite large. However, one has
to consider that the employed ice histories and rheologies are derived
from a best fit towards geological and geodetic data in a global sense,
while the comparison is restricted to Fennoscandia.

• In general, land-uplift rates calculated with SELEN using both ICE-5G
and ICE6G_C show larger values than observations in NKG2016LU_abs
reflect, indicating that the ice history/rheology combinations show a
too slow relaxation process for Fennoscandia, i.e., larger land-uplift
rates at present day.

• Based on the validation against NKG2016LU_abs and geological rela-
tive sea-level data, the ice load, its spatial distribution, and ice-melting
history seem more realistic for ICE6G_C than for ICE-5G.
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• Modelled uplift rates are not sensitive to variations of lithospheric
thickness and the inclusion of asthenosphere, but more sensitive to
lower mantle-viscosity variations, while the opposite holds for relative
sea-level predictions.

• A higher viscosity for the lower mantle results in slowing down the re-
bound over the whole deglaciation phase, implying higher present-day
velocities (e.g., GIA_prel0306, GIA_prel0907, and M1).

• Vertical velocity fields calculated with VMx rheologies have a better
agreement with NKG2016LU_abs than the ones calculated with NKG
rheologies in terms of standard deviations of differences. The opposite
holds for the agreement between RSL predictions and relative sea-level
observations, where NKG rheologies agree slightly better.

• NKG2016LU_abs shows an average signal of 2.8 mm/yr at 20 TGs along
the Norwegian coast, while the coastal averages of estimated VLM rates
(based on 10-minute TG observations) are 2.4 mm/yr and 3.4 mm/yr
with 1 and 20 Hz CS2 data, respectively.

• A mean correlation of 0.58 between VLM1HzNMA and NKG2016LU_abs
over 20 TGs is found. This good agreement indicates that there are no
systematic errors in the Norwegian national sea-level observing sys-
tem.

• Combining satellite altimetry and TGs represents an independent so-
lution, which can be used to determine VLM at TGs where there are no
nearby GPS receivers nor rates available from VLM models.

• The agreement of VLM estimates with external rates from
NKG2016LU_abs also demonstrates the coastal accuracy of CS2
data and its SAMOSA2 retracker.
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5.2 Recommendations for further work

In Paper A, the CS2 ice baseline-B processor was used. A tailored ocean pro-
cessing of CS2, the CryoSat Ocean Processing baseline-C, was released in
2017 (Bouffard et al., 2017). In future coastal applications of CS2, this baseline
should be considered. In the editing of CS2 SARIn data, ∼40% of the raw CS2
data were omitted. A more elaborate statistical data editing, such as that em-
ployed by Nielsen et al. (2015), could provide a larger amount of valid obser-
vations. Also, a large amount of CS2 observations inside fjords did not have
a valid OT correction, as they are outside the coverage of the standard global
OT model. Considering local OT corrections as demonstrated in Paper A can
lead to a larger number of valid observations. A more elaborate modelling of
the dynamic atmosphere correction (including high-frequency atmospheric
variations as in Bouffard et al. (2011)) and an improved wet tropospheric cor-
rection using the national GNSS network (e.g., Obligis et al., 2011) could be
included.

An additional validation method of geostrophic velocities is their com-
parison with in situ drifter measurements. The Global Drifter Program
of NOAA’s Atlantic Oceanographic and Meteorological Laboratory collects
satellite-tracked drifting buoys (drifter) measurements of upper ocean cur-
rents and sea-surface temperatures around the world (Albertella et al., 2012).
Currents determined from geodetic MDTs in Paper B should be compared to
the surface geostrophic component of drifter currents in the future. Also, the
SARIn zone should be expanded further out from the coast to avoid overlap-
ping of the geographical mode mask with the Norwegian Coastal Current.

Extension of the CS2 data span would improve the accuracy of the esti-
mated VLM rates in Paper D. A next step in the VLM estimation from CS2
and TGs should be a link of relative VLM between TGs, as presented in Kuo
et al. (2004, 2008), using additional constrains and taking advantage of long-
term TG records available in Fennoscandia. Replacing the standard CS2 OT
correction with a local one, as demonstrated in Paper A, could possibly lead
to a better agreement of estimated VLM rates with NKG2016LU_abs. Es-
pecially at TGs, where discrepancies between standard and local OT cor-
rections are large (e.g., HAMM, TRON, HEIM, and KRIN). Furthermore, ex-
panding the estimation of VLM rates using CS2 and TG measurements to the
Baltic Sea region could be considered in the future, where the VLM signal
reaches values of up to ∼10 mm/yr. The usage of tailored coastal products
of SARAL/AltiKa, e.g., PEACHI (Prototype for Expertise on AltiKa for Coastal,
Hydrology and Ice) (Valladeau et al., 2016) distributed through AVISO for VLM
determination could be considered in the future. The comparison of esti-
mated VLM rates in Paper D with independent rates acquired by SAR images
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represents a further step in the validation of VLM based on CS2 and TGs. In-
SAR measurements of ground motion by Sentinel-1 satellites are available
for entire Norway and provided by the Norwegian Ground Motion Service
(https://www.ngu.no/en/topic/insar-norway). This observation type could
be explored in future studies of VLM.

Earth models with a thin elastic lithosphere and a low-viscosity astheno-
sphere are known for more than 100 years, e.g., Cathles (1975) (W. Fjeldskaar,
personal communication, 2019). According to Fjeldskaar (2017), a thick elas-
tic lithosphere could not explain the tilted paleo-shorelines in Norwegian
coastal regions and a much thinner lithosphere would be a possible option.
The integration of this kind of Earth model into SELEN could be considered in
the future. Also, the use of a SLE-solver, which includes shoreline migration
and rotational feedback should be considered in order to quantify the effect
of neglecting those features. The application of thermo-mechanical ice mod-
els in GIA modelling would be of advantage. NKG2016GIA_prel0306, which
is based on a thermo-mechanical ice model for Fennoscnadia (other parts of
the world were taken from ICE-5G) shows a better fit to the empirical model
(in observation points) than ICE-x based land-uplift rates (over land points)
in terms of mean values and standard deviations of differences (Table 4.6).
By including such an ice model, a larger independence from Earth model in-
formation would be achieved. Since seismological results show that mantle
viscosity and LT vary laterally in Fennoscandia (Janik et al., 2009), the impor-
tance of 3D Earth models increases.

https://www.ngu.no/en/topic/insar-norway
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Abstract

Conventional (pulse-limited) altimeters determine the sea surface height with an accuracy of a few centimeters over the open ocean.
Sea surface heights and tide-gauge sea level serve as each other’s buddy check. However, in coastal areas, altimetry suffers from numer-
ous effects, which degrade its quality. The Norwegian coast adds further challenges due to its complex coastline with many islands,
mountains, and deep, narrow fjords.

The European Space Agency CryoSat-2 satellite carries a synthetic aperture interferometric radar altimeter, which is able to observe
sea level closer to the coast than conventional altimeters. In this study, we explore the potential of CryoSat-2 to provide valid observa-
tions in the Norwegian coastal zone. We do this by comparing time series of CryoSat-2 sea level anomalies with time series of in situ sea
level at 22 tide gauges, where the CryoSat-2 sea level anomalies are averaged in a 45-km area around each tide gauge. For all tide gauges,
CryoSat-2 shows standard deviations of differences and correlations of 16 cm and 61%, respectively. We further identify the ocean tide
and inverted barometer geophysical corrections as the most crucial, and note that a large amount of observations at land-confined tide
gauges are not assigned an ocean tide value. With the availability of local air pressure observations and ocean tide predictions, we sub-
stitute the standard inverted barometric and ocean tide corrections with local corrections. This gives an improvement of 24% (to 12.2 cm)
and 12% (to 68%) in terms of standard deviations of differences and correlations, respectively.

Finally, we perform the same in situ analysis using data from three conventional altimetry missions, Envisat, SARAL/AltiKa, and
Jason-2. For all tide gauges, the conventional altimetry missions show an average agreement of 11 cm and 60% in terms of standard
deviations of differences and correlations, respectively. There is a tendency that results improve with decreasing distance to the tide gauge
and a smaller footprint, underlining the potential of SAR altimetry in coastal zones.
� 2017 COSPAR. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Satellite altimetry is a well-proven and mature technique
for observing the sea surface height (SSH) with an accuracy
of a few centimeters over the open ocean (Chelton et al.,
2001). The effective footprint of an altimeter is controlled
by the pulse duration and width of the analysis window,
and is typically between 2 and 7 km, depending on the

sea state (Gommenginger et al., 2011). These classic
pulse-limited altimeter systems are often termed conven-
tional altimeters (Vignudelli et al., 2011). For such altime-
ters and typical wave heights of 3–5 m, a circular footprint
of �100 km2 is obtained, depending on the satellite orbit
(Chelton et al., 1989).

The coastal zone is particularly relevant to society con-
sidering, e.g., sea-level rise, shipping, fishery, and other off-
shore activities (Pugh and Woodworth, 2014). The
application of satellite altimetry is difficult close to the
coast due to land and calm-water (bright target) contami-
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nation of the radar echoes. This, in combination with a
degradation of key range (wet troposphere) and geophysi-
cal corrections (high-frequency atmospheric and ocean sig-
nals, and tides), results in observation gaps in these zones
(Vignudelli et al., 2005, 2011; Saraceno et al., 2008;
Gómez-Enri et al., 2010). Large variations in atmospheric
pressure along the coast and complex tidal patterns
degrade the geophysical corrections for dynamic atmo-
sphere and ocean tides (Andersen and Scharroo, 2011).
Considering that Norway has the world’s second longest
coastline of 103,000 km, with many islands, steep moun-
tains, and deep narrow fjords, the application of coastal
altimetry is especially challenging there. An impression of
the conventional altimetry observation gap along the Nor-
wegian coast is given in a recent comparison of conven-
tional altimetry with tide gauges (TGs). The average
distance between valid points of crossing conventional
altimetry tracks and local TGs was �54 km (Ophaug
et al., 2015).

The European Space Agency (ESA) CryoSat-2 (CS2) is
the first new-generation altimetry satellite carrying a syn-
thetic aperture interferometric radar altimeter (SIRAL)
(Wingham et al., 2006). CS2 can operate in synthetic aper-
ture radar (SAR), interferometric SAR (SARIn), as well as
conventional low resolution (LR) modes. At high latitudes,
the satellite operates in all three modes following geograph-
ically delimited masks. Along the Norwegian coast, in a
narrow strip with a typical width of less than �40 km,
CS2 operates in SARIn mode (Fig. 1a). A Delay-Doppler
modulation of the altimeter signal creates a synthetic foot-
print in this mode. The footprint is nominally 0.3 km by
8 km in respectively along- and across-track directions
(Table 1). Hence, the risk that the footprint is contami-
nated by land is far less for CS2 in this mode compared
to conventional altimeters.

The main goal of this study is to evaluate CS2 along the
Norwegian coast, which comprises degraded SARIn data
(without phase information, see Section 2.1). We explore
the potential for these data to provide valid sea-level obser-
vations closer to the coast than conventional pulse-limited
altimetry by comparing time series of CS2 observations
with observations from an array of TGs along the Norwe-
gian coast. The same tide-gauge (TG) comparison is also
done using three conventional altimetry missions to quan-
tify the performance of CS2 with respect to conventional
altimetry. The data and methods are introduced in Sec-
tion 2, comparison results are shown and discussed in Sec-
tion 3, and conclusions are presented in Section 4.

2. Data and methods

2.1. CryoSat-2 20 Hz SARIn data processing

Satellite altimetry is normally distributed through initia-
tives like AVISO (http://www.aviso.altimetry.fr), Open-
ADB (http://openadb.dgfi.badw.de), PODAAC (http://
podaac.jpl.nasa.gov), and RADS (http://rads.tudelft.nl),

focusing on the regular distribution of homogenized and
quality-controlled 1 Hz data. However, these archives do
not process and/or distribute the CS2 SARIn data. ESA
provides CS2 data in two levels, Level 1 (L1) and Level 2
(L2). L1 data contain orbit information and waveforms,
while L2 data contain range and geophysical corrections,
as well as height estimates. The 20 Hz L1b SARIn dataset
was retracked using the simple threshold retracker (Nielsen
et al., 2015), whereby the bin that contains 80% of the max-
imum power is taken as the retracking point. The SARIn
dataset was obtained by the Technical University of Den-
mark (DTU) Space retracker system (Stenseng and
Andersen, 2012) for the period from 2010 to 2014, which,
at the time of this study, was based on the ice baseline B
processor. Since then, it has been replaced by the CS2 base-
line C processor (Bouffard et al., 2015). According to Webb
and Hall (2016), the altimeter range R is given by

R ¼ Rwd þ Rretrack þ Rcorr; ð1Þ
where Rwd is the window delay, Rretrack is the correction
obtained in the retracking. Rcorr are range and geophysical
corrections including wet and dry troposphere, ionosphere,
and atmospheric and tidal oceanic variations. In turn, the
SSH is given by

SSH ¼ h� R; ð2Þ
where h is the altitude of the satellite. 20 Hz sea level
anomalies (SLAs) were computed referencing the sea sur-
face heights (SSHs) to the DTU15 Mean Sea Surface
(MSS) (Andersen et al., 2015) and applying range and geo-
physical corrections (see Section 2.4 and Table 3).

At the time of data processing, the SARIn/cross-track
correction (Armitage and Davidson, 2014; Abulaitijiang
et al., 2015) was not implemented in the retracker system.
Consequently, the SARIn observations are degraded
SARIn observations excluding phase information. Because
the burst mode pulse repetition frequency in SAR mode is
four times that of SARIn mode, the SARIn data are
expected only to have half the precision of normal SAR
altimetry (Wingham et al., 2006). As this study is a first val-
idation of CS2 along the Norwegian coast, with the most
important goal being to explore the potential of SAR
altimetry missions (such as Sentinel-3 and Jason-CS/
Sentinel-6), we still believe that a study of degraded SARIn
CS2 observations is of value.

A suite of editing and outlier detection criteria are nor-
mally used to edit the altimeter data for the computation of
1 Hz data, see, e.g., Scharroo et al. (2013). As most of these
are not available for the CS2 L1 data, we employed a two-
step outlier detection. After discarding all CS2 observa-
tions over land using a high-resolution coastline (1:50,000
map scale, provided by the Norwegian Mapping Authority
(NMA)) as a mask, the first step in the outlier detection
was to remove all observations deviating more than ±1 m
from DTU15 MSS. This first step led to a 28% data rejec-
tion. The second step of our outlier detection was based on
a within-track gross error search using a multiple t test
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(Koch, 1999; Revhaug, 2007), applied to the SLAs. Thus,
we allow our SLAs l (n � 1) to contain gross errors $
(q � 1), and see that the observation vector can be cor-
rected for those gross errors by the subtraction l� E � $.
Consequently, we extend the linear model by introducing
a gross-error term:

l� E � $þ ~v ¼ A � ~x; ð3Þ
where E is an (n � q) matrix containing ones where a gross
error is present (at (n,q)) and zeros elsewhere. A is the well-

known (n � e) design matrix. Correcting for gross errors,
we obtain new estimates for the residuals v (n � 1) and
unknowns x (e � 1), annotated as ~v and ~x.

A statistical outlier test based on Eq. (3) is obtained if
the null hypothesis H 0 : r ¼ 0 (all outliers equal zero) is
tested against the alternative hypothesis H 1 : r ¼ r1 – 0.
The least-squares solution for Eq. (3) gives:

Qr ¼ ðET � P �Qv � P � EÞ�1
; ð4Þ

$ ¼ �Qr � ET � P � v; ð5Þ
where Qv and Qr are cofactor matrices of v and $, respec-
tively, and P the weight matrix. Applying the multiple t

test, one observation at a time can be tested, with an esti-
mated standard deviation of $:

~s2r ¼ 1

f � 1
� vT � P � v� r2

Qr

� �
; ð6Þ

where f represents the degrees of freedom.
First, we assume a solution without gross errors, after

which we perform the outlier test. Without the presence
of gross errors, r is small and the observations are nor-
mally distributed, i.e., l ¼ Efrg ¼ 0. Then, the t-statistic
can be written as:

t ¼ r
sr

; ð7Þ

Fig. 1. (a) The 22 Norwegian TGs considered in this study. The blue line shows the CS2 SARIn mode border, using the geographical mode mask version
3.8 (European Space Agency, 2016). Bathymetry and 400 m isobaths are from the 2014 General Bathymetric Charts of the Oceans (GEBCO) (Weatherall
et al., 2015). (b) FES2004 grid cells around Norway.

Table 1
CryoSat-2 mission specifications (Webb and Hall, 2016).

CryoSat-2

Mission duration 8 April 2010 – present
Frequency 13.57 GHz
Latitudinal limit 88�

Orbit type Near circular, polar,
Low Earth Orbit

Altitude 717 km
Inclination 92�

Repeat period 396 (30) days
Footprint size along-track 2–10 km

(250–400 m for SAR)
Footprint size across-track 7.7 km
Footprint area 185.1 km2

(4.9 km2 for SAR)
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where sr is the estimated standard deviation of the gross
error. If there is no gross error present, t in Eq. (7) will fol-
low the t distribution. Thus, if the absolute value of t is
smaller than the threshold value (two-tailed, with
a ¼ 0:05 and f ¼ n� 1), we accept the observation,
otherwise we classify it as an outlier. For further details,
see Koch (1999). On average, �21% of the data points were
classified as outliers (Table 2).

2.2. Tide-gauge data

We have considered 22 out of 23 TGs on the Norwegian
mainland as shown in Fig. 1a, leaving out the Narvik TG
due to few CS2 observations. The TG data were provided
by NMA (K. Breili, personal communication) with a
10-min sampling rate, and include predicted ocean tides
as well as local air pressure observations.

Both inverse barometer (IB) and ocean tide (OT)
corrections were applied to the TG observations, making
them comparable with the altimeter data. Before this was
done, the annual astronomical tidal contribution, Sa, was
estimated from the OT predictions and removed, as it
includes seasonal effects that to a large extent are already
accounted for in the IB correction (Pugh and
Woodworth, 2014). All TG observations were corrected
for the IB effect using Wunsch and Stammer (1997) with
respect to a reference value of 1011.4 mbar (Woodworth
et al., 2012). At HAMM TG, no local pressure
observations were available, and pressure data from a
nearby meteorological station were used instead. Those
pressure observations were obtained from the eKlima
database of the Norwegian Meteorological Institute, at
https://eklima.met.no/.

2.3. CryoSat-2 tide gauges

Treating CS2 like a 369-day repeat altimeter would only
give four observations per point for the 2010–2014 period.
Consequently, we consider a different approach. We estab-
lished 45 � 45 km boxes around each TG containing CS2
observations and forming ‘‘CS2 tide gauges” (CS2TGs),
shown in Figs. 7 and 8. The CS2TGs were positioned
around each TG depending on topography, such that they
cover as much marine area as possible, but still keep a min-
imum distance of 0.2� between the TG and the edge of the
CS2 tide-gauge (CS2TG) box. The 45-km distance was
chosen based on the geodetic orbit and temporal resolution
of CS2. A CS2 orbit repetition cycle includes 13 sub-cycles.
To include one CS2 repetition cycle (observations over a
whole year, not only seasonal tracks) in our CS2TG box,
and taking the CS2 across-track distance of 8 km at the
equator into account, we need a 100 � 100 km CS2TG
box. For Norway, with a mean latitude of 65�, we end
up with a 45-km box. At TGs close to the open ocean,
more than enough observations were available within the
CS2TGs, while a more critical situation was found at
TGs located inside fjords. Fig. 2 shows the data situation
within the CS2TGs at three TGs to the open ocean
(BODO, KABE, and VIKE), as well as three TGs well
inside fjords (OSLO, OSCA, VIKE). We take the 45-km
distance to be a trade-off between having enough points
to have a sufficient temporal resolution for deriving mean-
ingful statistics, as well as being close enough such that CS2
still observes the same ocean signal as the TG (see also
Section 2.4).

As mentioned in Section 2.1, we did not downsample the
20 Hz observations to 1 Hz. This is normally done by the

Table 2
CS2TGs at 22 Norwegian TGs.

Tide-gauge Tide-gauge code No. obs. No. obs. 2 [�1,1] m DTU15 Used no. obs. t > tða=2;f Þ [%] No. tracks

Vardø VARD 6111 5710 4639 19 93
Honningsvåg HONN 6546 4457 3498 22 79
Hammerfest HAMM 5611 3669 2947 20 90
Tromsø TROM 2438 587 494 16 36
Andenes ANDE 8023 7662 6318 18 95
Harstad HARS 6010 4031 3034 25 83
Kabelvåg KABE 7319 6639 5256 21 92
Bodø BODO 7463 5909 4680 21 85
Rørvik RORV 7940 7060 5410 23 102
Mausund MAUS 7489 6678 5214 22 94
Trondheim TRON 4826 1940 1495 23 56
Heimsjø HEIM 5018 3030 2458 19 89
Kristiansund KRIN 9949 9125 7422 19 97
�Alesund ALES 9653 7352 5869 20 89
Måløy MALO 9246 6411 5321 17 70
Bergen BERG 5820 3962 3157 20 74
Stavanger STAV 9365 8433 6731 20 94
Tregde TREG 7695 7453 6118 18 92
Helgeroa HELG 7496 7121 5824 21 92
Oscarsborg OSCA 2346 1747 1377 21 49
Oslo OSLO 493 255 224 12 21
Viker VIKE 7407 6219 4960 20 67

M. Idžanović et al. / Advances in Space Research 62 (2018) 1344–1357 1347



space agencies using iterative editing and averaging, which
will increase the data accuracy. Since the CS2 observations
within a track are sampled very closely in time (all CS2
observations within a track would be assigned the same
TG observation), we averaged all 20 Hz observations
within a track, and linearly interpolated the TG observa-
tions to the time of the averaged CS2 observations using
a nearest-neighbor approach. On average, 79 CS2 tracks
were available in each CS2TG. In addition to standard
deviations of differences between CS2TG and TG time
series, Spearman’s (distribution-free) rank correlation coef-
ficient, q, was computed. Spearman’s q is a non-parametric
method for detecting relations between two variables.
Non-parametric methods are relatively insensitive to
outliers, and do not assume that the observations are
normally distributed (Hollander et al., 2013). It is a slightly
more conservative value than the well-known Pearson cor-
relation coefficient.

Table 2 summarizes the processing results for the 22
CS2TGs. In some cases, there are slight differences of the
resulting number of valid SLAs depending on whether
standard or local corrections are applied. Consequently,
the three rightmost columns in Table 2 are average values
from both cases.

2.4. Range and geophysical corrections

As opposed to the Jason-2, Envisat, and SARAL/
AltiKa altimetry satellites, CS2 does not carry a radiome-
ter. Therefore, the corrections for the wet (WET) and dry
(DRY) tropospheric refraction must be derived using mod-
els, where CS2 uses the ECMWF model (Dee et al., 2011).
CS2 is furthermore a single-frequency altimeter, hence the

correction for the ionospheric refraction (IONO) is also
provided by a model, i.e., the GPS-based global iono-
spheric model (GIM) (Komjathy and Born, 1999). In gen-
eral, these corrections are believed to be only slightly less
accurate than the instrument-derived corrections applied
on conventional altimeters (Andersen and Scharroo, 2011).

The CS2 dynamic atmosphere correction (DAC) con-
sists of a high-frequency part provided by MOG2D
(Carrère and Lyard, 2003) and a low-frequency part, IB,
provided by ECMWF (IBECMWF). The tide correction con-
sists of OT, nodal tide (NT), ocean tide loading (OTL),
solid Earth tide (SET), and pole tide (PT). The CS2 OT
correction (OTFES2004) is provided by the FES2004 global
OT model (Lyard et al., 2006), which is similar to those
used in conventional satellites. See Table 3 for an overview
of applied corrections.

Fig. 3b shows the signal standard deviations of the
range and geophysical corrections in all CS2TGs. The
DRY, WET, and IONO range corrections show smooth
correction curves along the coast, with values of less than
6 cm, while NT, OTL, SET, and PT show values of
�8 cm or less. We note that by far the largest contributors
to the corrections are OT (up to �80 cm at the northern-
most TGs) and IB (�12 cm), in accordance with
Andersen and Scharroo (2011). Here, OTFES2004 and
IBECMWF are the standard OT and IB corrections for
CS2. Fig. 3a shows the percentage of CS2 observations
not having a FES2004 OT correction assigned to them
within the CS2TGs. In accordance with the findings of
Abulaitijiang et al. (2015), there is a considerable amount
of global OT values missing at TGs well inside fjords, par-
ticularly at TROM, TRON, and OSLO. Looking at Fig. 1b
we note that these TGs are outside the coverage of the

Fig. 2. SLAs in CS2TGs at (a) BODO, (b) KABE, (c) VIKE, (d) OSLO, (e) OSCA, and (f) TRON. The red dots denote the TGs. Note that OSLO and
VIKE TGs are situated just outside the SARIn geographical mode mask (Fig. 1a), giving less observations in parts of the respective CS2TGs.
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FES2004 grid, where the standard OT correction is conse-
quently set to zero.

The substitution of standard corrections with locally
refined corrections in the post-processing of coastal altime-

try data has proven to be a successful strategy (e.g.,
Bouffard et al., 2011; Birol et al., 2017). The availability
of local OT predictions and pressure data (Section 2.2)
allowed us to substitute the standard OT and IB correc-

Table 3
Range and geophysical corrections for CS2 (Webb and Hall, 2016), SARAL/AltiKa, Envisat/C, and Jason-2 (Scharroo et al., 2013).

Correction Observation or model for

CS2 SARAL/AltiKa Envisat/C Jason-2

Dry troposphere ECMWF ECMWF ECMFW ECMWF
Wet troposphere ECMWF Radiometer Radiometer Radiometer
Ionosphere GIM GIM GIM Dual frequency
Inverse barometric correction ECMWF ECMWF ECMWF ECMWF
High-frequency atmospheric variations MOG2D MOG2D MOG2D MOG2D
Ocean tide FES2004 FES2004 FES2004 FES2004
Ocean tide loading FES2004 FES2004 FES2004 FES2004
Long-period tide FES2004 FES2004 FES2004 FES2004
Solid Earth Cartwright/Edden Cartwright/Edden Cartwright/Edden Cartwright/Edden
Pole tide Wahr Wahr Wahr Wahr
Mean sea surface DTU15 MSS DTU13 MSS DTU13 MSS DTU13 MSS
Bias 1.38 ma – – –

a Includes the difference between TOPEX and WGS84 ellipsoids as well as the SARIn range bias, which must be applied to baseline B products
(Scagliola and Fornari, 2017).

Fig. 3. (a) Percentage of CS2 observations missing the FES2004 OT correction within CS2TGs. (b) Signal standard deviations of CS2 range and
geophysical corrections within CS2TGs.
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tions (OTFES2004 and IBECMWF) with OTlocal and IBlocal

derived from TGs. The substituted corrections are termed
local corrections in the following. Fig. 3b reveals that the
IBECMWF and IBlocal curves are very similar. Since the IB
is the low-frequency part of the total DAC correction, we
did not expect in situ pressure observations to show large
differences to ECMWF model pressure. The agreement
between the ECMWF model pressure and the locally
observed pressure suggests that the ECMWF model pres-
sure is sufficiently accurate for the areas considered along
the Norwegian coast.

However, we observe a larger difference between the
OTFES2004 and OTlocal curves. As expected, the most
prominent differences appear at TGs where a considerable
amount of FES2004 OT values is missing. There is also a
larger discrepancy between standard and local OT signal
at KABE, which mainly contains valid FES2004 OT val-
ues. A possible explanation is that FES2004 does not fully
capture the complex OT signal in that area.

To support our CS2TG choice we explored the OT sig-
nal variability within the CS2TGs. This was done by com-
puting OT corrections for the CS2TGs using the tide and
sea-level web service of NMA (OTsehavniva, http://www.
kartverket.no/sehavniva/). Using OTsehavniva, each CS2
observation is assigned an individual OT correction, deter-
mined by a spatial interpolation of OT using site-specific
scaling factors and time delays to observations from the
nearest permanent and temporary TGs. This contrasts
OTlocal, which simply assigns the TG OT prediction value
to all observations within the CS2TG. An agreement of
OTsehavniva with OTlocal thus suggests that the CS2TG
indeed covers an area showing similar ocean variability.

In Fig. 3b we note that OTsehavniva and OTlocal generally
agree well, especially in areas with a large amount of obser-
vations. It suggests that the CS2TGs represent areas that
are compatible with the TGs. Larger discrepancies are seen
in TROM, OSCA, and OSLO, i.e., at TGs that are already
problematic due to few CS2 observations (Figs. 2d–f), and
where the CS2TG approach is not ideal.

2.5. Conventional altimeter data

Jason-2, Envisat, and SARAL/AltiKa 1 Hz altimetry
data were extracted from the radar altimeter database sys-
tem (RADS) (Scharroo et al., 2013), with standard correc-
tions applied. Due to the orbit configuration of Jason-2,
only data up to 66�N are available. For each altimeter,
the two nearest tracks to the TG were considered. For con-
sistency with the CS2TGs, for each track, a 45 � 45 km
box was centered on the TG and then shifted westwards
by 0.1�. Next, all altimeter observations within the box
were averaged. In the following, when referring to conven-
tional altimetry sites, it is the average location of the obser-
vations within the box that is meant. For some TGs
(HELG, TREG, MALO, TROM), the search radius had
to be extended to find a valid track. The time period of
the conventional altimetry data was adapted as far as pos-

sible to the CS2 time period. For Jason-2, its entire 2010–
2016 period was used, while for Envisat only the period
between 2010 and 2012 (phase C) was used, where the satel-
lite was in a 30-day repeat orbit. For SARAL/AltiKa the
period after 2013 could be used. We are aware of the fact
that SARAL/AltiKa is not strictly a conventional altime-
ter, as it has a smaller footprint and lower noise due to
its lower altitude, antenna pattern, and Ka-band frequency
(Verron et al., 2015). In this study, however, we use the
term conventional altimetry only to distinguish pulse-
limited altimetry from SAR altimetry.

The number of observations from the conventional
altimeters will generally not correspond with the expected
number of observations considering the number of repeats
for each altimeter time period. This is due to the averaging
box and that the RADS data are not resampled to refer-
ence tracks. For Jason-2 �200 observations were averaged,
while for SARAL/AltiKa and Envisat �30 and �15 obser-
vations were averaged, respectively. Furthermore, TGs that
lie further inside fjords than TGs closest to the open ocean,
have been assigned the same altimeter tracks as the latter.
This is because the tracks around the open-ocean TGs
are also the closest to the TGs inside fjords. Consequently,
(HARS, ANDE), (TRON, HEIM, MAUS), and (OSLO,
OSCA, VIKE) are compared with the same altimeter
tracks. In addition, at VIKE, roughly the same site was
chosen for each track in case of Envisat and SARAL/
AltiKa, as the two tracks are crossing there. For consis-
tency, the SSHs were extracted from RADS using the same
geophysical corrections as for CS2 (Table 3).

Several experimental coastal altimetry projects exist,
such as Jason-2/PISTACH (Mercier et al., 2008), Envi-
sat/COASTALT (Dufau et al., 2011), multi-mission/
CTOH (Roblou et al., 2011), or the recent coastal altimetry
product based on SARAL/AltiKa (Valladeau et al., 2015).
Some of these are distributed through AVISO. In their
study along the Norwegian coast, Ophaug et al. (2015)
found that tailored coastal altimetry products based on
Jason-2 and Envisat offered only marginal improvements
over the conventional observations, thus we did not con-
sider coastal altimetry products in this study.

3. Results

3.1. Comparison of CryoSat-2 with tide gauges along the

Norwegian coast

Fig. 4 shows time series of SLAs from CS2TGs and sea
level from TGs between 2010 and 2014 at 22 sites, using
standard CS2 corrections. Generally, the two time series
agree well, with a mean standard deviation of differences
of 16.0 cm and a mean correlation of 61%. Fig. 5 shows
the same time series using local CS2 corrections. These
two time series agree better than the ones in the standard
case, with a mean standard deviation of differences of
12.2 cm and a mean correlation of 68%. The time series
at TGs close to the open ocean (e.g., VARD, ANDE,
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STAV, VIKE) agree better than the time series at land-
confined TGs (e.g., TROM, TRON, HEIM, BERG).

Fig. 6 shows standard deviations of differences and cor-
relations between the TGs and CS2, using both standard
and local corrections. Using standard corrections (solid
lines in Fig. 6), the standard deviations of differences are
20 cm or more at land-confined TGs (e.g., TROM, TRON,
HEIM, BERG), while TGs to the open ocean (e.g., VARD,
ANDE, STAV, VIKE) have standard deviations of differ-
ences of 9 cm or less. Related behavior is seen for correla-
tions in Fig. 6b. A comparison of curves in Figs. 3a and 6a
reveals that deviating locations are due to missing
OTFES2004 values.

Using local corrections (dashed lines in Fig. 6), we
observe an improvement in standard deviations of differ-
ences at 19 out of 22 TGs (exceptions are ALES, MALO,
and OSCA). Local corrections yield an average improve-
ment of �24% in standard deviations of differences and
�12% for correlations. Applying local corrections, large
decreases in standard deviations of differences are observed
at HAMM, KABE, BODO, RORV, TRON, and HEIM,
i.e., at TGs that are both land-confined and to the open

ocean. Among land-confined TGs with few observations,
TRON and TROM show large drops in standard devia-
tions of differences, and the correlation increases. These
CS2TGs are characterized by a small number of valid
observations. Among TGs to the open ocean with many
observations, BODO, KABE, and VIKE show significant
drops in standard deviations of differences and increased
correlation. This indicates a gain in determining the OT
correction by a local approach.

3.2. Comparison of conventional altimetry with tide gauges

along the Norwegian coast

Figs. 7 and 8 show standard deviations of differences
and correlations between time series of SLAs from the con-
ventional altimetry missions (Envisat, SARAL/AltiKa,
and Jason-2) and sea level from TGs. In addition, the
CS2TGs are shown, to give an overview of the spatial dis-
tribution of the data used in this study.

We first note that the mean distance from the conven-
tional altimetry sites and TGs is 53 km, which agrees with
the findings of Ophaug et al. (2015). Due to the lower spa-

Fig. 4. Comparison of CS2TG SLAs with TG sea level using standard corrections.
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tial resolution of Jason-2, its sites are typically little further
from the CS2TGs than those from Envisat and SARAL/
AltiKa, with a mean distance of 71 km. The mean distance
for Envisat is 50 km and for SARAL/AltiKa 45 km. The
largest distance between all conventional altimeters and
TGs is at OSLO. Although the CS2TG at OSLO has valid
observations well within the 45-km box, it is an area where
CS2 also struggles due to few observations as a result of the
geographical mode mask border (see Fig. 1a).

All conventional altimeters perform similarly. As with
CS2, there are variations between standard deviations
and correlations at different TGs. Envisat shows the largest
standard deviation of differences of 18.9 cm at KRIN. Both
Envisat and SARAL/AltiKa show the smallest standard
deviation of differences of 5.1 cm at TROM and ANDE,
respectively. Regarding correlations, Envisat shows the
smallest correlation of 10% at TROM, while SARAL/
AltiKa shows the largest correlation of 90% at TROM.

There is a tendency that correlation decreases and stan-
dard deviation of differences increases with increasing dis-
tance to the TG for all altimeters. These results suggest

that the agreement of conventional altimetry with the
TGs improves from Jason-2 through Envisat to SARAL/
Altika. As mentioned earlier, the smaller footprint of
SARAL/AltiKa makes it particularly suitable for coastal
applications, and explains it outperforming Envisat and
Jason-2. However, we note that at TGs where both altime-
ter sites are similarly close to the TG, the performance of
the individual sites sometimes varies without obvious rea-
son. The good performance at TGs that use common
altimetry tracks (HARS, TRON, HEIM) can be seen as
an indicator that the CS2TGs were not chosen too large
(Section 2.3).

Similar to CS2, the mean correlation of the conventional
altimeters with the TGs is 60%, but with a slightly lower
mean standard deviation of differences of 11 cm. However,
if the land-confined CS2TGs (e.g., TROM, TRON, HEIM,
BERG), are omitted in the analysis, the CS2TGs show a
mean correlation of 69%, and a mean standard deviation
of differences of 12 cm (with standard corrections), and a
mean correlation of 74%, and a mean standard deviation
of differences of 10 cm (with local corrections). Practically

Fig. 5. As Fig. 4, but using local corrections.
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the same results are obtained from the CS2TGs if those
that use common conventional altimetry tracks are left
out (HARS, TRON, HEIM, OSLO, OSCA). This suggests
that, if the problematic CS2TGs are set aside, there is an
improvement with CS2 as it gets closer to the coast than
conventional altimeters.

As of yet, not many validation studies of CS2 SAR per-
formance along coasts exist. Fenoglio-Marc et al. (2015)
compared CS2 with the Helgoland island TG in the Ger-
man Bight, and found standard deviations of differences
of 6.6 cm for pseudo-LRM data and 7.7 cm for SAR-
mode data (with higher range precision than our degraded
SARIn observations) at a maximum distance of 20 km
from the TG. As opposed to our CS2 data, a sea-state bias
correction from the RADS hybrid model was applied. In a
recent validation of a global CS2 geophysical ocean pro-
duct (based on LRM and pseudo-LRM data), Calafat
et al. (2017) found standard deviations of differences to
22 TGs spread across the globe of 7.1 cm. They also com-
pared Jason-2 with the same set of TGs, and found a sim-
ilar standard deviation of differences of 7.3 cm. Our results
show a similar or better agreement (at favorable TGs),
despite the complexity of the study area and the application
of the degraded SARIn mode data.

In general, the observed discrepancies between altimet-
ric SLAs and TG sea level are due to instrument noise
and the fact that the altimeter and the TG sample slightly
different ocean signals (Calafat et al., 2017). The latter
aspect can be particularly problematic at northern high lat-
itudes, where the baroclinic Rossby radius is expected to be
smaller than 10 km (Chelton et al., 1998). At TGs where

coastal or other complex ocean processes are expected to
be dominant (e.g., KABE, TROM, TRON, HEIM,
BERG), the observed differences between altimetry and
TGs will be larger.

Furthermore, the derived time series from CS2 and the
conventional altimeters are not strictly consistent with
respect to the sampling interval. We practically compare
instantaneous sea level observations and do not perform
any temporal averaging of the altimetry observations
exceeding the individual passes. However, as noted by
Calafat et al. (2017), the comparison of instantaneous
sea-level observations sampled with a certain periodicity
is still consistent.

Finally, we emphasize a few aspects which make the
conditions for the CS2TGs more challenging than for the
conventional altimeters. First, the SLA observations from
CS2 are taken from multiple tracks within the CS2TG.
Potential errors in the MSS will appear as SLA offsets
between the tracks. This, in turn, could appear as an
SLA error in the comparison with the TG, making it a big-
ger challenge for CS2 than for conventional repeat-
altimetry (Calafat et al., 2017). It becomes a serious issue
close to the coast because of the interpolation error in
the MSS. It is larger in the coastal areas due to missing
observations and simple extrapolation. It could also be a
problem for the conventional altimeters, although less so
because the observations are much more concentrated in
space. In addition, the conventional altimetry sites are
more to the open ocean, where Smith and Scharroo
(2009) found that current MSS models did not introduce
significant errors in the SLAs.

Fig. 6. Comparison of CS2 with TGs using standard and local OT and IB corrections, in terms of (a) standard deviations of differences and (b)
correlations. The TGs are ordered such that the northernmost TG appears first on the left-hand side of the horizontal axis, moving southward along the
Norwegian coastline.
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Second, the conventional altimetry data from RADS
have robust editing criteria, and we expect these data to
be of higher quality than the CS2 SARIn-mode data. The
SLAs from CS2 are based on preliminary processing and
data screening. The DTU Space retracking system is exper-
imental and under development. Our editing of the CS2
degraded SARIn data is crude. A considerable amount of
valid data points did not pass the editing, and reveals that
CS2 targets along the Norwegian coast are noisy and prone
to instrumental errors. An example of the latter is that
when CS2 passes a fjord with steep mountains on either
side, it will track its own noise instead of the fjord surface.
Also, we have seen that a large amount of the CS2 obser-

vations well inside fjords lack OT corrections, which can
be saved in post-processing by considering local OT
corrections.

4. Summary and conclusions

We have performed an initial validation of CS2 along
the Norwegian coast, over areas previously not monitored
by conventional altimetry. The validation is done by com-
paring CS2 with in situ observations at 22 TGs. As pointed
out by Calafat et al. (2017), CS2 has been shown to be as
suitable for oceanography as are conventional altimeters.
CS2 was designed for cryospheric and geodetic studies

Fig. 7. TGs (red dots), CS2TGs (blue boxes) and conventional altimetry (diamond markers) along the Norwegian coast. The diamond markers, placed in
the average location of the observations within the boxes, show standard deviations of differences between conventional altimetry and the 22 TGs; Envisat
(a) south of 66�N, (b) north of 66�N, SARAL/AltiKa (c) south of 66�N, (d) north of 66�N, and Jason-2 (e) south of 66�N.
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which require a high spatial resolution (as opposed to stud-
ies of ocean dynamics, which require a high temporal
resolution).

The entire Norwegian coast falls into the CS2 SARIn
mode mask, but the phase information was not applied
to these observations at the time of processing. Thus, the
considered observations are a kind of degraded SARIn
observations, with a noisier signal due to less waveforms
that are averaged in SARIn mode than in pure SAR mode.
The geodetic orbit of CS2 gives a denser spatial coverage
than conventional repeat-altimetry, with an average of
4208 20 Hz SLAs within a 45 � 45 km area around TGs,
i.e., CS2TGs. The CS2TGs are both close to the open
ocean and land-confined/inside fjords. We find that the
45 � 45 km box is a good compromise between having a

sufficient number of observations to derive meaningful
statistics, and still cover a small enough area such that
the OT variability within the CS2TGs is relatively similar
to the OT variability at TGs.

Close to the coast, the validity of the range and geophys-
ical corrections are of particular importance. By inspection
within the CS2TGs, we confirmed that the OT and IB cor-
rections are the largest signal contributors to the correc-
tions, with the former being decisive along the
Norwegian coast, because the OT range is large. The OT
correction was missing at several land-confined TGs, so
we investigated how local corrections from pressure obser-
vations and OT predictions perform within the CS2TGs.
The IB correction did not change significantly when using
local pressure instead of ECMWF model pressure, but

Fig. 8. As Fig. 7, but here the diamond markers show temporal correlations of conventional altimetry with the 22 TGs; Envisat (a) south of 66�N, (b)
north of 66�N, SARAL/AltiKa (c) south of 66�N, (d) north of 66�N, and Jason-2 (e) south of 66�N.
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the OT correction, as expected, had a significant impact.
Thus, we compared CS2TGs with the TGs using both stan-
dard and local corrections.

Using standard corrections, the standard deviation of
differences and correlation over all 22 TGs is 16 cm and
61%, respectively. Using local corrections, these values
are 12.2 cm and 68%. We note a considerable improvement
at CS2TGs that are missing standard OT corrections and
have few CS2 observations, but also at reliable CS2TGs
with many observations. The latter suggests a gain by a
local approach to determining the OT correction.

To compare these results with conventional altimetry,
the same analysis with 22 TGs was done using data from
three conventional altimetry missions, Envisat, SARAL/
AltiKa, and Jason-2. They show mean standard deviations
of differences of 10.0 cm, 10.6 cm, and 11.0 cm, and mean
correlations of 58%, 64%, and 56%, respectively. There is
a tendency that standard deviation of differences increases
and correlation decreases with increasing distance to the
TG for all altimeters.

If the problematic CS2TGs are left out of the analysis,
thus making CS2 more comparable to the conventional
altimeters, the standard deviation of differences and corre-
lation over all TGs is 12 cm and 69% (with standard correc-
tions), and 10 cm and 74% (with local corrections).

These results confirm that CS2 SARIn-mode observa-
tions, even with their degraded range precision and without
the phase information, are of comparable quality to those
from conventional altimetry. A next step could be a more
elaborate modeling of the DAC (including high-frequency
atmospheric variations, see, e.g., Bouffard et al. (2011) or
Woodworth and Horsburgh (2011)), and an improved
WET correction using the national GNSS network
(Obligis et al., 2011). Future improvements of the retracker
system (e.g., inclusion of the phase information in the pro-
cessing, giving pure SARIn observations) and the investi-
gation of other retrackers may mitigate noise. A more
elaborate statistical editing of the data, such as that
employed by Nielsen et al. (2015), could also provide a lar-
ger amount of valid observations.

We have used the CS2 ice baseline B processor in this
study. It has later been replaced by the ice baseline C pro-
cessor (Bouffard et al., 2015). A tailored ocean processing
of CS2, the CryoSat Ocean Processing (COP) baseline C,
will be released in 2017 (Bouffard et al., 2016). In future
coastal applications of CS2, these baselines should be
considered.

The main improvement of CS2 is due to the smaller
SAR footprint, enabling observations closer to the coast
than conventional altimeters. As such, this study has impli-
cations for next-generation SAR altimetry missions such as
Sentinel-3 and Jason-CS/Sentinel-6.
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Abstract New-generation synthetic aperture radar altimetry, as implemented on CryoSat-2, observes
sea surface heights in coastal areas that were previously not monitored by conventional altimetry. Therefore,
CryoSat-2 is expected to improve the coastal mean dynamic topography (MDT). However, the MDT remains
highly reliant on the geoid. Using new regional geoid models as well as CryoSat-2 data, we determine three
geodetic coastal MDT models in Norway and validate them against independent tide-gauge observations
and the operational coastal ocean model NorKyst800. The CryoSat-2 MDTs agree on the ∼3–5 cm level with
both tide-gauge geodetic and ocean MDTs along the Norwegian coast. In addition, we compute geostrophic
surface currents to help identifying errors in the geoid models. We find that even though the regional
geoid models are all based on the latest satellite gravity data as provided by GOCE, the resulting circulation
patterns differ. We demonstrate that some of these differences are due to erroneous or lack of marine gravity
data. This suggests that there is significant MDT signal at spatial scales beyond GOCE, and that the geodetic
approach to MDT determination benefits from the additional terrestrial gravity information provided by a
regional geoid model. We also find that the border of the geographical mode mask of CryoSat-2 coincides
with the Norwegian Coastal Current, making it challenging to distinguish between artifacts in the CryoSat-2
observations during mode switch and ocean signal.

1. Introduction

Although satellite altimetry is a mature technique, observing the sea surface height (SSH) globally with an
accuracy of a few centimeters [Chelton et al., 2001], numerous effects degrade the observations in the coastal
zone [Vignudelli et al., 2011]. For example, the radar footprint is contaminated by land and bright targets, and
the range and geophysical corrections become difficult to model. The rugged Norwegian coast presents a
further challenge, where the Norwegian Coastal Current (NCC) typically falls into a zone where conventional
altimeters do not deliver reliable observations [Ophaug et al., 2015].

CryoSat-2 (CS2) [Wingham et al., 2006] carries a synthetic aperture interferometric radar altimeter (SIRAL)
which can operate in synthetic aperture radar (SAR), interferometric SAR (SARIn), and conventional
low-resolution (LR) modes. CS2 uses a geographical mode mask to decide which mode to operate in [European
Space Agency and Mullard Space Science Laboratory-University College London, 2012]. The SAR mode improves
the along-track resolution to ∼300 m through a complex Doppler processing chain. The SARIn mode has a
similar resolution and also measures the phase difference of the backscattered signal at two antennas, from
which the position of any backscattered point may be derived. Thus, the SARIn mode may help in discrimi-
nating and mitigating land contamination signals from off-nadir land targets (e.g., steep cliffs) [Armitage and
Davidson, 2014] in the Norwegian coastal zone.

The geodetic dynamical ocean topography (DOT) is computed by [e.g., Pugh and Woodworth, 2014]

DOT = h − N, (1)

where h is the ellipsoidal height of sea level and N is the geoid height, all referring to the same reference
ellipsoid. If we average h over a specific time period, equation (1) will give the mean dynamic topography
(MDT) for that period as a difference between the mean sea surface (MSS) and the geoid. Using equation (1),
the MDT has a high dependence on the geoid model.
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In this work we use three state-of-the-art regional geoid models as well as CS2 data in the Norwegian
coastal zone and determine coastal MDT models by equation (1). Our main goal is to validate the three CS2
MDTs against tide-gauge observations and the state-of-the-art operational coastal numerical ocean model
NorKyst800.

Typically, geodesists assess the quality of regional geoid models by external validation against geometrically
determined geoid heights on land, at sites observed by both Global Navigation Satellite Systems (GNSS) and
leveling [Denker, 2013]. This approach is not ideal for assessing the regional geoid model over marine areas
[Ophaug et al., 2015]. Instead, we compute geostrophic surface currents from our CS2 MDTs to help identifying
errors in the marine gravity field that are emphasized through the differentiation.

We compare coastal MDTs determined by the methodically different approaches of geodesy and oceanog-
raphy. This work is a natural extension of such comparisons along different coasts [e.g., Woodworth et al.,
2012; Higginson et al., 2015; Hughes et al., 2015; Lin et al., 2015; Woodworth et al., 2015]. In particular, this work
builds upon the benchmark comparison of geodetic and ocean MDTs along the Norwegian coast presented
by Ophaug et al. [2015].

Section 2 describes the data and methods we use to determine the CS2 MDTs and validate them. The CS2
data and MDT computation is described in section 2.1. Section 2.2 presents the data used to validate the CS2
MDTs, specifically the tide-gauge geodetic MDT (section 2.2.1) and the NorKyst800 ocean MDT (section 2.2.2).
In section 3 we assess the CS2 MDTs by comparing geodetic and ocean MDT profiles at tide gauges, as well
as comparing flow patterns of the CS2 MDTs and NorKyst800. Finally, we discuss our results and give some
concluding remarks in section 4.

2. Data and Methods
2.1. CryoSat-2 MDT
While equation (1) seems computationally simple, it is important that h and N cover the same wavelengths.
Typically, when using satellite-only geoid models, h contains small-scale features that N lacks, requiring a
suitable filtering of h to reduce the error of N.

In order to resolve the smallest spatial scales of the gravity field and thus reduce the filtering need, we have
referenced ellipsoidal sea level to three regional geoid models, namely, the operational regional geoid model
for Norway, NMA2014, as described in Ophaug et al. [2015], the Nordic Geodetic Commission NKG2015 model
[Ågren et al., 2016], and the European Gravimetric Geoid EGG2015 [Denker, 2016], see supporting information
Table S1. All are based on fifth release data from the European Space Agency (ESA) satellite gravity mission
Gravity and steady-state Ocean Circulation Explorer (GOCE) [Drinkwater et al., 2003]. The geoid heights were
transformed from the zero-tide system to the mean tide (MT) system using Ekman [1989, equation (17)]. They
refer to the WGS84 ellipsoid.

CS2 operates in LR mode (LRM) over most of the Norwegian Sea, and in SAR mode in the North Sea and
Skagerrak area. It switches to SARIn mode in the Norwegian coastal areas. SARIn data points are available
in a zone stretching out ∼40 km off the Norwegian coast (Figure 3b). Thus, we have used SSH observations
obtained in all three modes in this work.

The LR and SAR mode data were obtained through the Radar Altimeter Database System (RADS) [Scharroo
et al., 2013a]. It contains 1 Hz values referring to the TOPEX ellipsoid and was referenced to WGS84 by con-
sidering an average difference of 0.686 m between WGS84 and TOPEX [Ophaug et al., 2015]. RADS provides
SAR mode observations as so-called pseudo-LRM observations; i.e., they are reduced SAR observations using
an incoherent processing of the pulse-limited echoes, similar to the conventional LRM processing [Scharroo
et al., 2013b]. Therefore, we will refer to all RADS data as LRM data in the following.

SARIn mode observations were obtained from the ESA Grid Processing On Demand (GPOD) CryoSat-2 ser-
vice [Benveniste et al., 2016], which provides CS2 data in two modes, Level 1 (L1) and Level 2 (L2). The data
processing is based on the L2 data set, as well as the 1 Hz L1b data set, which is retracked using the SAR
Altimetry Mode Studies and Applications (SAMOSA) 2 physical retracker [Ray et al., 2015]. The SARIn off-nadir
range correction was applied in the processing [Armitage and Davidson, 2014; Abulaitijiang et al., 2015]. To
obtain a reliable temporal mean (see below), we let our CS2 data set cover the 2010–2015 period. This slightly
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translates the temporal mean epoch by a year as compared to the tide-gauge geodetic and ocean MDTs.
The time difference corresponds to a negligible difference of ∼2 mm in SSH due to regional sea-level rise
[Simpson et al., 2015].

As opposed to the LRM data obtained from RADS, no editing or quality assessment has been performed on the
SARIn data. We have considered standard range and geophysical corrections for both LRM and SARIn data sets,
see supporting information Table S2 [Cartwright and Tayler, 1971; Cartwright and Edden, 1973; Wahr, 1985]. We
first removed all observations over land, giving 21,535 data points over the ocean. Next, by visual inspection
of the data set, we identified a bias in the SARIn data and removed outliers within 0 m≥ N ≥ 0.6 m. In addition,
we performed a within-track outlier removal by multiple Student’s t test (two-tailed, with 𝛼 = 0.05) [e.g., Koch,
1999]. This two-step outlier removal led to a ∼45% reduction in the SARIn data points.

Geoid heights from each geoid model were interpolated to the location of CS2 SSH observations, from which
they were subsequently subtracted. Due to the geodetic orbit of CS2, we need to spatially average the DOT
values to get a temporal mean and avoid striping effects. Therefore, all observations were combined and
averaged in 20 × 20 km bins and interpolated onto a regular grid with 30-arc sec resolution, within an area
delimited by 55.8092∘≤ 𝜑 ≤73∘ and 0∘≤ 𝜆 ≤ 34∘. The interpolation was done using least-squares collocation
[Moritz, 1980], see supporting information Text S1 [Forsberg and Tscherning, 2008; Moritz, 1980; Wunsch and
Stammer, 1998]. CS2 MDTs based on NKG2015, EGG2015, and NMA2014 will be referred to as C2NKG, C2EGG,
and C2NMA in the following.

We have chosen to compare flow patterns in the form of geostrophic surface currents, see supporting infor-
mation Text S1. Under the geostrophic assumption we look at the surface component of the flow. We are
aware that the geostrophic assumption is not necessarily valid close to the coast [e.g., Lin et al., 2015]. How-
ever, we determine the currents mainly to facilitate our assessment of the regional geoid models, as any error
in the geoid will be emphasized through the differentiation.

2.2. Validation Data
2.2.1. Tide-Gauge MDT
We have considered a subset of 19 tide-gauges (TGs) on the Norwegian mainland in this work, see Figure 1a
and supporting information Table S3. Thereby, we have omitted four TGs due to their location well inside
fjords that are not sufficiently covered by altimetry data [Ophaug et al., 2015]. Monthly sea-level observations
for 2012–2015 were obtained from the Permanent Service for Mean Sea Level (PSMSL) [Holgate et al., 2013]
at http://www.psmsl.org/data/obtaining/. Local pressure observations with 10-min temporal resolution have
been obtained from the database of the Norwegian Mapping Authority (NMA) (K. Breili, personal commu-
nication, 2016). As Mausund data are not yet available at PSMSL, these data were obtained from the NMA
database. The pressure observations were used to correct sea level for the ocean’s inverted barometer (IB)
effect, following the approach of Idžanović et al. [2016].

The sea-level observations are given as heights H in the national height system, NN2000. As none of the con-
sidered TGs have been observed directly by GNSS with sufficient accuracy, we have derived ellipsoidal heights
h of mean sea level (MSL) using the Norwegian height reference surface HREF2016A [Solheim, 2000], and
the simple relation h = H + HREF, following the approach of Ophaug et al. [2015]. NKG2015, EGG2015, and
NMA2014 were linearly interpolated to the tide-gauge sites, and by equation (1), TGNKG, TGEGG, and TGNMA

were determined, respectively.

2.2.2. NorKyst800
We have considered the operational coastal ocean model of MET Norway, NorKyst800, based on the
Regional Ocean Modeling System (ROMS) [Haidvogel et al., 2008]. It was obtained from http://met.no/
Hav_og_is/English/Access_to_data/, where it is available in the form of daily mean values since July 2nd 2012.

NorKyst800 uses a polar stereographic grid delimited by 55.8092∘≤𝜑≤75.2419∘ and−1.5651∘≤𝜆≤38.0339∘,
at an eddy-resolving resolution of 800 m. The applied version of NorKyst800 uses atmospheric forcing by
Røed and Debernard [2004] and additionally considers a sea ice component [Budgell, 2005]. It includes tidal
forcing from the global TPXO model [Egbert and Erofeeva, 2002] and freshwater runoff from a hydrological
model discharge at 256 main catchment areas.

To make our validation easier, NorKyst800 was resampled to a regular grid with 30-arc sec resolution using the
NEARNEIGHBOR routine of the Generic Mapping Tools (GMT) [Wessel et al., 2013]. As NorKyst800 is forced by
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Figure 1. Coastal MDTs in Norway; (a) ocean, based on NorKyst800, and geodetic, based on (b) C2NKG, (c) C2EGG, and
(d) C2NMA. The mean value, given in supporting information Table S4, has been removed in all cases. The tide gauges
considered in this work are shown in Figure 1a, for which a code is given in Figure 2. In all (Figures 1a–1d), 400 m
isobaths from the 2014 General Bathymetric Charts of the Oceans (GEBCO) [Weatherall et al., 2015] grid are shown.
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Figure 2. Tide-gauge MDT profiles using geodetic and ocean estimates, arranged and numbered from north to south, as shown in Figure 1a. For all profiles the
mean value has been removed. Tide gauge (TG) names and IDs are given on the bottom and top x axis, respectively.

atmospheric pressure, it includes the IB effect. We corrected NorKyst800 for the IB effect by applying Wunsch
and Stammer [1997, equation (1)] to a 0.25∘ × 0.25∘ mean sea-level pressure field for the 2012–2015 period,
obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Reanalysis (ERA
Interim) [Dee et al., 2011].

3. Results

The CS2 MDTs (Figures 1b–1d) are generally consistent with NorKyst800 (Figure 1a), with slightly larger values
in the coastal zone (up to ∼40 km off the coast) and smaller values to the open ocean. The general pattern of
the Norwegian Sea circulation is evident in all MDTs; we trace the Norwegian Atlantic Current (NwASC) north-
ward and observe its branching at the Barents Sea Opening around 72∘N, as well as the NCC originating in the
Baltic Sea around 58∘N flowing northward along the coast all the way to its final destination in the Barents Sea.
In comparison with NorKyst800, C2EGG shows a slightly larger∼7 cm standard deviation of differences than the
other two geodetic MDTs (∼6 cm), see supporting information Table S4. All geodetic MDTs show areas along
the coast with smaller values than expected. For example, a fall toward the coast between 65 and 70∘N, as
well as along the northeastern coast, is evident in all geodetic MDTs, although with slight variations. The most
striking coastal feature of C2EGG and C2NMA is an MDT low seen in the area between the Lofoten-Vesterålen
area and Senja island, roughly at 69∘N, between 15 and 20∘E. This feature is much less visible in C2NKG.

The ocean and geodetic MDT profiles at TGs are shown in Figure 2. The coastal MDT profile obtained from
NorKyst800 is smoother compared to the MDT profiles obtained from TGs and CS2. In accordance with the
findings of Ophaug et al. [2015], we observe a 10 cm rise toward Kabelvåg, a flattening toward Stavanger,
and another 10 cm rise toward Viker. We note the largest differences in the Lofoten-Vesterålen area (∼10 cm).
The geodetic MDTs show a large spread at Hammerfest, Andenes, and Bodø, but agree well at Honningsvåg,
Mausund, Heimsjø, and Stavanger. We further observe a polarization of TG and CS2 MDTs at some TGs. At
Tromsø, Rørvik, and Ålesund the TG MDTs agree more with NorKyst800 than the CS2 MDTs, while the con-
verse holds true at Bodø and Bergen. In comparison with their respective TG MDT, C2NKG, C2EGG, and C2NMA

show profile standard deviations of differences of 4.5 cm, 4.7 cm, and 3.9 cm, respectively. In comparison with
NorKyst800, C2NKG, C2EGG, and C2NMA show values of 3.6 cm, 3.4 cm, and 3.2 cm, respectively. TGNKG, TGEGG,
and TGNMA show profile standard deviations of differences of 4.1 cm, 4.7 cm, and 3.9 cm to NorKyst800, respec-
tively. We regard these numbers as promising considering previous studies of coastal MDT, which have shown
an agreement between tide-gauge geodetic and ocean MDTs on the ∼2–14 cm level [e.g., Woodworth et al.,
2012; Higginson et al., 2015; Lin et al., 2015; Ophaug et al., 2015; Woodworth et al., 2015], and between altimetric
geodetic and ocean MDT on the ∼5–11 cm level [e.g., Ophaug et al., 2015; Woodworth et al., 2015].

To facilitate the MDT diagnostics, we derived geostrophic velocity fields, see supporting information Text S1
and Figure 3. Prior to the differentiation, all MDTs were slightly filtered using a Gaussian kernel with a filter
width of 12 km. The general pattern of the Norwegian Sea circulation is evident in NorKyst800, C2NKG, and
C2NMA. We trace the NwASC northward and observe its branching at the Barents Sea Opening around 72∘N,
as well as the hot spots at Svinøy around 62.5∘N and the Lofoten-Vesterålen area. We also see the NCC origi-
nating in the Baltic Sea around 58∘N, flowing northward, splitting from the NwASC at Svinøy and connecting
with it again in the Lofoten-Vesterålen area, and continuing toward the Barents Sea. The strongest and most
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Figure 3. Geostrophic ocean surface currents derived from (a) NorKyst800, (b) C2NKG, (c) C2EGG, and (d) C2NMA. The red
line in Figure 3b shows the CS2 SARIn mode border, using the geographical mode mask version 3.8 [ESA, 2016].
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well-defined currents are visible in NorKyst800, which are highly correlated with the bathymetry (compare
with Figure 1a). C2NMA shows the strongest currents and most distinct pattern of the geodetic MDTs, followed
closely by C2NKG. C2EGG also shows the NCC, but the open-ocean circulation pattern is more or less absent,
apart from the hot spot in the Lofoten-Vesterålen area.

By considering the geostrophic surface current patterns, we try to distinguish dynamical features that are
actual ocean signal from artificial features related to errors in the marine gravity field. As noted for C2EGG and
C2NMA, we see the MDT lows in the area between Lofoten-Vesterålen and Senja island translate into small
currents. In addition, we observe several eddy-like current features in C2NMA north of 70∘N, between 5 and
15∘E, which are much less prominent in C2NKG, and not visible in C2EGG. Thus, they are likely to be artificial
ocean signal related to geoid errors. On the other hand, the eddy feature with a center at 69∘N, 4∘E is visible
in all geodetic MDTs and is most prominent in C2NKG. This feature is the so-called Lofoten Vortex, a major
quasi-permanent mesoscale eddy in the Nordic Seas [Raj et al., 2015]. We note two prominent current signals
in C2NKG and C2NMA south of 60∘N and west of 5∘E which are not seen in C2EGG but tend to be present in
NorKyst800 and therefore possibly related to actual ocean signal. Finally, the transition zone between the CS2
geographical mask modes seems to translate into a current which largely follows the path of the NCC. This
effect is most prominent in C2EGG, where the ocean signal is weaker and less visible in C2NKG and C2NMA.

4. Summary and Discussion

In this work, we have shown the promising abilities of CS2 SAR(In) altimetry to recover MDT closer to the
Norwegian coast than conventional altimetry, even in skerry landscapes and fjords. At tide gauges, the CS2
MDTs agree on the ∼3–5 cm level with both tide-gauge and ocean MDTs, which are determined using fun-
damentally different methods. We determine geostrophic surface currents to further assess the MDTs, as
both ocean and artificial signals are enhanced through the differentiation. The general circulation pattern
is revealed in the geodetic MDTs. However, in spite of these encouraging results, our CS2 MDTs show differ-
ent artifacts related to the resolution and accuracy of the marine geoid. These variations are observed even
though we have restricted ourselves to using new high-resolution gravimetric geoid models which are all
based on the same satellite gravity information. This suggests that there is significant MDT signal at smaller
spatial scales than those resolved by GOCE, and that the geodetic MDT can be improved by considering
regional geoid models which include terrestrial gravity data.

As mentioned in section 3, Figure 2 reveals a polarization of TG and CS2 MDTs at some sites. In some cases,
the TG MDTs agree more with NorKyst800 than the CS2 MDTs. As all geodetic MDTs are based on the same
geoid models, this suggests that the CS2 MDTs are off due to noisy CS2 targets rather than geoid errors.
Using the same argument, in case the CS2 MDTs agree more with NorKyst800 than the TG MDTs, this sug-
gests that there could be an error in the ellipsoidal height of MSL. Our method for determining the ellipsoidal
height of MSL at the tide gauges makes these values dependent on HREF accuracy, which in turn is depen-
dent on GNSS/leveling and errors in the geoid it is based on. We continue to stress that ellipsoidal heights at
tide gauges are best determined directly by GNSS, simplifying the error budget of the geodetic MDT.

The three regional geoid models in this work are mostly based on the same terrestrial gravity data. Therefore,
varying data, weighting and interpolation methods used for their determination are likely to affect the
observed variation in the geodetic MDTs. NKG2015 and NMA2014 are both almost completely free of
altimetry-derived gravity information (and thus independent of the altimetry observations they are sub-
tracted from). They differ in that the terrestrial gravity database has been updated for NKG2015, and a different
gravity interpolation technique was used for its determination. In general, gravity data are sparse in a small
coastal gap between observations on land and on the open ocean, which might affect the gravity interpola-
tion there. The MDT low in C2NMA in the area between Lofoten-Vesterålen and Senja, mentioned in section 3,
is likely due to a gravity data interpolation issue in the computation of NMA2014, as gravity data are sparse in
this particular area (O. C. D. Omang, NMA, personal communication, 2016). This seems to have been resolved
in the more recent NKG2015. Furthermore, the eddy-like current features in C2NMA might be linked to unde-
tected systematics in shipborne gravity in that area, which have been addressed in NKG2015. EGG2015 differs
from NKG2015 and NMA2014 in that it is heavily based on altimetry-derived gravity. Looking at Figure 3c, we
note that the branching of the NwASC is less emphasized in C2EGG, and north-south flows generally seem less
distinct. The prominent current signals in C2NKG and C2NMA which are slightly correlated with the current seen
in NorKyst800 are not seen in C2EGG. This could, in part, be owing to the way gravity is derived from altimetry.
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Another challenge is posed by the geographical mode mask of CS2. The SARIn mode only stretches out to
roughly ∼40 km off the coast, where it blends into the LR or SAR mode. In addition, being more sparse at
the border, the SARIn and LRM/SAR observations are also more uncertain in this area, as SIRAL is in the pro-
cess of switching modes. Notably, in C2EGG, the border area gives an artificial contribution to the NCC. C2NKG

and C2NMA are less affected. EGG2015 has a slightly coarser resolution than NKG2015 and NMA2014 and is
expected to be smoother due to the incorporation of altimetry-derived gravity. This might be a reason why
the artificial signal caused by the CS2 geographical mode mask is emphasized in C2EGG. As the CS2 geograph-
ical mask border largely coincides with the NCC, the combination of CS2 modes will always require special
attention in studies of Norwegian coastal dynamics. This suggests that in the future, the SARIn mask should
stretch further out from the coast than it presently does.

Finally, our CS2 MDTs are based on novel SARIn processing and data screening. Our editing of the CS2 SARIn
data is crude, and only ∼55% of the raw CS2 data (omitting points on land) are used. This not only suggests
that a considerable amount of valid data points did not pass the editing but also reveals that the CS2 targets
along the Norwegian coast are generally noisy. Also, a large amount of CS2 observations inside fjords do not
have a valid ocean tide (OT) correction, as they are outside the coverage of the standard global OT model.
These observations have been disregarded in this work but could be included in the future by considering
local ocean tide corrections [Idžanović et al., 2016].

At this point, we would like to stress that NorKyst800 errors also form a component of our MDT error estimates.
Using the simple error budgeting approach of Ophaug et al. [2015], which relates the empirical standard devi-
ation of differences to the formal error propagation, we get a 2–3 cm error contribution from NorKyst800.
Thus, we have used our MDT profile standard deviations and assume equal error contributions from ellipsoidal
sea level, geoid model, and NorKyst800.

We have shown that by using oceanographic results, we are able to constrain the regional geoid models, and
for the first time we are able to identify errors in the regional geoid models through this approach. Using
the traditional external geoid validation method by comparison with GNSS/leveling, we would not be able to
unveil artifacts related to systematics in old shipborne marine gravity data or marine gravity data gaps.

At the current stage our results highlight the great improvement in coastal MDT determination due to new
regional geoid models and the SAR(In) altimeter on board CS2. The continued improvement of the former
remains decisive for the coastal MDT. We relate the main improvement of the latter to the smaller SAR foot-
print, giving valid observations closer to the coast than conventional altimeters. As such, this study has
implications for new-generation SAR altimetry such as the Sentinel-3 and Jason-CS/Sentinel-6 missions of
ESA, European Organisation for the Exploitation of Meteorological Satellites, NASA, and NOAA.
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Analysis of Glacial Isostatic Adjustment 
in Fennoscandia: Comparison of Model 
Results and Observational Evidence
Analyse des glazial-isostatischen Ausgleichs in 
Fennoskandien: Vergleich von Modellresultaten 
und Beobachtungsdaten
Martina Idžanović, Christian Gerlach

Glacial isostatic adjustment is the ongoing response of the Earth and the ocean to the melting of Pleis-
tocene ice sheets. This unloading initiated an uplift of the crust close to the centers of former ice sheets. 
Today, vertical surface velocities in Fennoscandia reach values up to around 1 cm/year and are dominated 
by post-glacial rebound, while additional signals caused, e. g., by the elastic rebound from contemporary 
melting of glaciers, tectonic processes or hydrological loading contribute less.
Using ice histories from the ICE-x series (specifically ICE-5G and ICE6G_C) along with the related rheo-
logical profiles (VMx), we predict vertical velocity fields as well as time series of relative sea level change 
(RSL). Computations are performed with the open source sea level equation solver (SELEN) and validated 
against external data, namely the semi-empirical land-uplift model NKG2016LU_abs (representing pres-
ent-day vertical crustal velocities) and geological RSL reconstructions. Because NKG2016LU_abs fits the 
actual vertical velocity field best, we also use the underlying rheological profiles as alternatives to the VMx 
profiles. In order to quantify the significance of some of the assumptions and approximations in SELEN, 
we compare our processing results with published grids of vertical velocities derived by other authors 
with other software solutions.
In general, all software solutions agree on a ~ 1 mm/yr level with NKG2016LU_abs in terms of standard 
deviations of differences. The agreement between predictions from SELEN and external data is highly 
dependent on the implemented ice model. We find that all vertical velocity fields as well as RSL predictions 
calculated with ICE6G_C show a considerably better fit to NKG2016LU_abs and RSL data than model 
results of ICE-5G, which confirms the improvement within the ICE-x series. For both ice models, predic-
tions of present-day vertical velocities based on VMx rheological profiles agree better with observations 
(NKG2016LU_abs) than predictions based on NKG rheologies. Considering predictions of RSL between 
the last glacial maximum and present day, the opposite holds true. Here, predictions with NKG rheologies, 
on average, fit better to RSL data than predictions with VMx rheologies.

Keywords: Ice models, rheology, uplift rates, RSL, Fennoscandia

Glazial-isostatischer Ausgleich bezeichnet die laufende Reaktion der Erde und des Ozeans auf das 
Schmelzen der pleistozänen Eisschilde. Die damit einhergehende Entlastung der Erdkruste führt zu einer 
Anhebung der Oberfläche in der Nähe der früheren Eisschilderzentren. Heute erreichen die vertikalen 



231M. Idžanović, Ch. Gerlach – Analysis of Glacial Isostatic Adjustment in Fennoscandia: Comparison of Model Results 
and Observational Evidence

Fachbeiträge begutachtet | 

Oberflächengeschwindigkeiten in Fennoskandien Werte bis etwa 1 cm/Jahr, wobei der Hauptanteil auf 
den glazial-isostatischen Ausgleich zurückgeführt werden kann. Zusätzliche Signale, die z. B. durch tekto-
nische Prozesse oder durch elastische Reaktionen auf zeitvariable Auflasten oder den aktuellen Rückzug 
heutiger Gletscher verursacht werden, liefern geringere Beiträge zur Landhebung.
Unter Verwendung von Eismodellen der ICE-x-Serie (nämlich ICE-5G und ICE6G_C) und den dazuge-
hörigen Rheologieprofilen (VMx) werden vertikale Geschwindigkeitsfelder und Zeitreihen der relativen 
Meeresspiegeländerung (RSL) für Fennoskandien berechnet. Hierfür wurde die Open-Source-Software 
SELEN (Sea Level Equation Solver) verwendet. Ergebnisse werden gegenüber dem semi-empirischen 
Landhebungsmodell NKG2016LU_abs und gegenüber geologischer Küstenlinienrekonstruktionen vali-
diert. Da das Modell NKG2016LU_abs als derzeit beste Darstellung des vertikalen Geschwindigkeits-
felds in Fennoskandien angesehen werden kann, haben wir zusätzliche Berechnungen durchgeführt, in 
denen das für NKG2016LU_abs verwendete Rheologieprofil als Alternative zu den VMx-Profilen genutzt 
wird. Um den Einfluss verschiedener Annahmen und Näherungen in SELEN zu quantifizieren, wurden die 
eigenen Berechnungen mit den publizierten Ergebnissen anderer Gruppen verglichen, die auf anderen 
Softwarelösungen beruhen.
Im Allgemeinen stimmen alle Softwarelösungen auf einem Niveau von ~ 1 mm/Jahr (Standardabwei-
chungen der Differenzen) mit den Vertikalgeschwindigkeiten aus NKG2016LU_abs überein. Die Über-
einstimmung zwischen den mit SELEN berechneten Lösungen und den externen Daten hängt stark vom 
implementierten Eismodell ab. Wir stellen fest, dass alle mit ICE6G_C berechneten Vertikalgeschwindig-
keitsfelder sowie RSL-Prädiktionen eine wesentlich bessere Übereinstimmung mit NKG2016LU_abs und 
RSL-Daten zeigen als Modelle, die auf ICE-5G basieren, was die Verbesserung der Eishistorien innerhalb 
der ICE-x Serie bestätigt. Für beide Eismodelle zeigt sich, dass die auf den VMx-Rheologien basierenden 
vertikalen Geschwindigkeitsfelder besser zu den Beobachtungsdaten (NKG2016LU_abs) passen, als die 
auf den NKG-Rheologien basierenden. Anders verhält es sich bei den RSL-Prädiktionen, die sich auf den 
Zeitraum seit dem letzten glazialen Maximum beziehen. Hier schneiden Lösungen mit NKG-Rheologien 
im Mittel besser ab, als diejenigen mit VMx-Rheologien.

Schlüsselwörter: Eismodelle, Rheologie, Landhebungsraten, RSL, Fennoskandien

1 INTRODUCTION

The Earth is subject to a series of ice cycles over millions of years. 
Over the last several million years, each cycle lasts ~ 100 000 years 
(100 ka), including a long glaciation phase (~ 90 ka) and a much 
shorter deglaciation phase. The deglaciation phase of the current 
ice age started ~ 20 ka before present (BP), at the last glacial 
maximum (LGM), and ended ~ 8 ka BP /   Tsuji et al. 2009/. Canada 
and the northeastern United States, Scotland, Fennoscandia, as well 
as Greenland and Antarctica were covered with major continental 
ice sheets at the LGM /  Steffen & Wu 2011/, /  Tsuji et al. 2009/. Ice 
cover forced mantle material under the ice sheets to flow from re-
gions beneath to surrounding regions forming forebulges. Ice-sheet 
melting induces a reverse process, where the mantle material flows 
back to the former glaciated areas. The unloading starts an uplift of 
the crust near the centers of former ice sheets and subsidence of 
former bulges. Glacial Isostatic Adjustment (GIA) includes a wide 
range of phenomena associated with the isostatic disequilibrium 
induced by ice melting. GIA is related to (i) temporal changes of the 
Earth’s gravitational field on a global and regional scale, (ii) three- 
dimensional (3D) displacements of the Earth’s surface in the near 
and far field of former ice sheets, (iii) stress variations in the crust 

and mantle, and (iv) fluctuations of the Earth’s rotational axis /  Spada 
2017/. Present-day climate-change related ice melting induces 
elastic GIA effects, while paleo-GIA effects describe the ongoing 
viscous response to past ice-sheet changes /  Purcell et al. 2016/.

In the following, we are presenting some basic definitions and 
equations used in GIA modelling. Thereby, we follow the presenta-
tion and notation in /  Spada 2017/, where an overview of GIA mod-
elling is given, along with some notes on the development of theory 
and numerical implementation. For more details, we refer to /  Spada 
2017/ and references therein. The absolute sea level (SL) is given 
as an offset between two surfaces:

SS SE( , ) ( , ) ( , ),SL t R t R tw w w= -  (1)

where ( , ),w q l qº  is colatitude and l longitude, t  is time, and 
RSS and RSE are radii of the equipotential sea surface (SS) and the 
solid surface of the Earth (SE), respectively, both relative to the 
Earth’s center of mass.

Sea-level change S  at a given time BP t BP is the variation of ab-
solute sea level SL relative to an arbitrary time t 0:
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S (w, t BP) = SL (w, t BP) − SL (w, t 0). (2)

For the present time t P we can similarly write

S (w, t P) = SL (w, t P) − SL (w, t 0). (3)

The relative sea level (RSL) at a given epoch t BP is defined as the 
past sea level referred to the present-day sea level:

RSL (w, t BP) = SL (w, t BP ) − SL (w, t P ). (4)

According to Eq. (2 ) and Eq. (3 ), RSL in Eq. (4 ) can be directly 
related to the sea-level change S  as

RSL(w, t BP ) = S (w, t BP ) − S (w, t P ). (5)

In addition, using Eq. (1 ), S  can be written as a difference between 
the sea-surface variation N  and the vertical displacements of the 
solid Earth U:

S (w, t ) = N (w, t ) − U (w, t ). (6)

An approximation to the rate of vertical uplift U· can be obtained 
by dividing the vertical displacement U  between subsequent time 
steps t i and t i  − 1 by the time increment Dt = t i − t i  − 1:

1( , ) ( , )
( , ) .i i

i
U t U tU t

t
w w

w --
=

D
  (7)

The rates of sea-level change S·  and of geoid change N·  can be 
obtained accordingly. The time increment is determined by the time 
increment of the employed ice-history model.

Eq. (6 ) represents the simplest form of the sea level equation 
(SLE) /  Spada & Melini 2013/. The SLE is a linear, integral equation 
for modelling sea-level variations, vertical displacements of the 
solid Earth, and geoid variations as a response to ice-sheet melting 
/  Spada & Stocchi 2007/. A widely used tool to solve the SLE is the 
pseudo-spectral approach /  Mitrovica & Milne 2003/. For its numer-
ical implementation, the temporal discretization is made by assum-
ing that the variables vary stepwise in time while the spatial discre-
tization is accomplished by expressing all involved variables in terms 
of spherical harmonic expansion up to a maximum harmonic degree 
/Farrell & Clark 1976/, /Spada & Stocchi 2006/. Since the SLE has 
an integral form, it involves an iterative solution scheme in which an 
initial guess of the sea-level change is refined /  Mitrovica & Milne 
2003/.

We use the open source sea level equation solver (SELEN) 2.9 
/  Spada & Stocchi 2007/ to calculate rates of vertical uplift U· given 
in Eq. (7 ) and RSL predictions in Eq. (5 ) in Fennoscandia. SELEN 
solves the SLE adopting the pseudo-spectral method for a spheri-
cally layered, non-rotating Earth with an incompressible Maxwell 
viscoelastic rheology /  Spada & Melini 2013/, assuming fixed shore-
lines. In contrast to SELEN, the software from /  Peltier 2004/ and 
the CALSEA software /  Lambeck et al. 2003/ take shoreline migra-
tion (the shape of shorelines changes as the sea level changes) as 
well as rotational feedback (time variations in global mass distribu-
tion change the direction of the Earth’s rotational axis, thus affecting 
the equipotential sea level through changes in the centrifugal poten-
tial) into account. The discrepancy in the rotational-term calculation 
has an amplitude of less than 0.2 mm/yr /  Purcell et al. 2016/. The 
difference between the SLE solution incorporating shoreline migra-

tion and solving the SLE with fixed shorelines gives a discrepancy of 
0.9 mm/yr along the coast in the Gulf of Bothnia. This value was 
calculated using the modelled relation between gravity and height 
rates of change of −0.163 μGal/mm for GIA /  Olsson et al. 2015, 
Tab. 5/ and the quantified effect in terms of gravity rates from 
/  Olsson et al. 2012, Fig. 8/. The input parameters for each SLE 
solver are ice histories and rheological profiles. The ice models 
represent loading/unloading in time steps of 1 ka from the LGM 
until today, while the rheological profiles define the Earth’s response 
to this loading/unloading.

In order to quantify the significance of differences in the various 
software packages, we first compare vertical velocity fields that are 
determined by: (i) SELEN, (ii) the software used in /  Peltier 2004/, 
and (iii) CALSEA. Because SELEN is an open-source software, we 
performed all SELEN runs ourselves. This is not possible for soft-
ware packages (ii) and (iii) because they are not freely available. 
Therefore, we used results published by the groups of Peltier and 
Lambeck in form of gridded maps of vertical velocities and com-
pared those to SELEN solutions based on the same input parame-
ters (ice model and rheology).

Secondly, we calculate rates of vertical uplift with SELEN by 
 applying different input parameters and compare them with inde-
pendent data sets, i. e., the state-of-the-art semi-empirical land- 
uplift model NKG2016LU_abs based on geodetic observations; we 
also compare RSL derived by SELEN with radiocarbon-controlled 
RSL data at the Fennoscandian sites from the global /  Tushingham 
& Peltier 1992/ database.

Section 2 describes the models and data we used to determine 
and validate vertical uplift rates and RSL predictions. The two input 
parameters: ice histories and rheological profiles are described in 
Section 2.1. Section 2.2 presents the data used for validation, 
speci fically the semi-empirical land-uplift model NKG2016LU_abs 
and the geological RSL data set. In Section 3, we compare our re-
sults with validation data sets. We discuss results and give some 
concluding remarks in Section 4.

2 MODELS AND DATA: ICE MODELS, 
RHEOLOGICAL PROFILES, AND VALIDATION DATA

2.1 Ice models and rheological profiles

Variations in ice thickness change the total amount of water stored 
in the ocean and, in addition, affects the solid Earth by vertical 
displacements of the topography, which in turn change the geoid, 
i. e., the sea surface. Our task is to describe the sea-level change S 
as a function of ice thickness and rheology assumed for the mantle 
and lithosphere.

Ice models represent ice-thickness changes as a function of 
position and time. In GIA, two approaches for ice modelling exist: (i) 
classical and (ii) thermo-mechanical. Ice models determined by the 
classical approach are adjusted with the SLE and the solution fits 
the available RSL and tide-gauge data /  Steffen 2014/. These ice 
models strongly contain Earth model information since their deter-
mination is based on a particular initial Earth model. The initial Earth 
model is then iteratively refined through inversion /  Steffen & Wu 
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2011/. The ICE-x (ICE-3G, ICE-4G, ICE-5G, and ICE6G_C) models 
are classical ice models and differ in the a priori assumption of the 
rheological profile, the RSL data sets they were constrained by, and 
the approaches for solving the SLE /  Spada 2017/ and references 
therein. In the second approach, 3D thermo-mechanically climate -
forced models are tuned to ice-margin information, present-day 
uplift, and RSL records. In comparison to classical models, thermo -
-mechanical ice models contain Earth model information mainly due 
to topography information /  Steffen 2014/.

Fig. 1  presents the ICE-x models at the LGM in Fennoscandia. 
ICE-4G /  Peltier 1994/, ICE-5G /  Peltier 2004/, and ICE6G_C /  Argus 
et al. 2014/, /  Peltier et al. 2015/ are updated versions of ICE-3G 
from /  Tushingham & Peltier 1991/ /  Steffen & Wu 2011/. ICE-5G and 
ICE6G_C, which were used in this study, are given on a global 
1° × 1° grid, describing changes in the ice thickness of major ice 
sheets over North America and Greenland, Fennoscandia, the 
 Barents Sea, British Isles, and Antarctica from the LGM to present 
in time steps of 1 ka. In our study region Fennoscandia, the delim-
itation of ice-covered areas in the different ice models is similar, with 
smaller deviations at the ice bridge between the Scottish and Nor-
wegian ice sheets. ICE-4G and ICE-5G have ice-sheet maxima of 
3 649 m and 3 084 m at the LGM, respectively. ICE-3G and 
 ICE6G_C are less thick with 1 905 m and 2 694 m, respectively. In 

all ice models except ICE-3G, the ice-sheet maxima are placed over 
central Sweden and the Gulf of Bothnia. For ICE-3G, the maximum 
is shifted to the east and located in central Finland. In comparison 
to older ICE-x model versions, an extensive set of geodetic data 
(e. g., GPS (Global Positioning Satellite) and GRACE (Gravity Recov-
ery and Climate Experiment)) was used to constrain the ICE6G_C 
reconstruction /  Abe-Ouchi et al. 2015/.

The widely used model for the Earth’s response to loading is a 
spherically symmetric, radially layered Maxwell viscoelastic body, 
with an elastic lithosphere and a liquid core. The relaxation for this 
kind of body is described through viscoelastic Love numbers by 
solving the Laplace-transformed governing equations using an 
elastic structure and inverting into the time domain /  Wu & Peltier 
1982/. The applied rheological profiles in SELEN are employed as 
three-, four- or five-parameter models. The models differ in the 
lithospheric thickness (LT), as well as the number and viscosity 
values of mantle layers. The corresponding Earth’s rheological 
structure for ICE-3G is VM1 /  Tushingham & Peltier 1991/ (dark red 
line in Fig. 2 ), for ICE-5G VM2a /  Peltier 2004/ (dashed blue line in 
Fig. 2 ), and for ICE6G_C VM5a /  Peltier et al. 2015/, /  Purcell et al. 
2016/ (coral pink line in Fig. 2 ). Their lithospheric thicknesses (LTs) 
range between 65 and 120 km. VM1, VM2a, and VM5a have 
 between two and four mantle layers. VM5a has a transition zone 

Fig. 1 | Overview of ice models given as ice thickness in meters at the LGM in Fennoscandia: (a) ICE-3G /  Tushingham & Pelier 1991/ (not used in this study), (b) 
ICE-4G /  Peltier 1994/ (not used in this study), (c) ICE-5G /  Peltier 2004/, and (d) ICE6G_C /  Argus et al. 2014/, /  Peltier et al. 2015/
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defined between the upper and lower mantle, with a viscosity half 
of that for the lower mantle. Earth models corresponding to ICE-x 
ice histories are termed VMx rheological profiles in the following.

In addition to the VMx rheologies, two other rheological profiles 
from the Nordic Geodetic Commission (NKG) were used, namely 
GIA_prel0306 /  Vestøl et al. 2016/ (dashed green line in Fig. 2 ) and 
GIA_prel0907 (H. Steffen, personal communication, 2017, gray line 
in Fig. 2 ), with LTs of 160 km and 120 km, respectively. GIA_
prel0306 was found as the best fitting model (in central Fennoscan-
dia) to GNSS (Global Navigation Satellite System) uplift rates and 
Fennoscandian RSL data /  Vestøl et al. 2016/. For more details about 
the computation of NKG2016GIA_prel0306, see Section 2.2. VM5a 
and GIA_prel0907 have a thin layer (35 km thick for VM5a and 
90 km for GIA_prel0907) below the lithosphere, i. e., the astheno-
sphere. This additional layer in GIA_prel0907 was introduced to 
tune a one-dimensional model towards a good fit to horizontal ve-
locities /  Vestøl et al. 2016/. The most obvious difference of the NKG 
rheologies compared to the VMx profiles is the much higher viscos-
ity in the lower mantle. This, in general, results in slowing down the 
rebound over the whole de glaciation phase, implying higher pres-
ent-day velocities. The  upper-lower mantle boundary is defined at 
670 km depth for all rheological profiles. For all Earth models used 
in this study, elastic-model parameters as well as density are vol-
ume-averaged mean values of the Preliminary reference Earth 
model /  Dziewonski & Anderson 1981/.

2.2 Validation data

To validate vertical uplift rates and RSL predictions, we used two 
independent data sets. First, we compare the semi-empirical land-
uplift model NKG2016LU_abs /  Vestøl et al. 2016/ for the Nordic-
Baltic region, based on GNSS and levelling, with calculated land-
uplift rates. We use NKG2016LU_abs for validation because we 
assume, it is the currently best representation of present-day land 
uplift. Secondly, we use the database of geological RSL data from 
/  Tushingham & Peltier 1992/ to validate our RSL predictions. We 
use the /  Tushingham & Peltier 1992/ data set for our comparison 
since it is, at the moment, the only one available for the Fennoscan-
dian area (updates, beyond the contents of the database are, to our 
knowledge, only available outside our study area).

NKG2016LU is a semi-empirical land-uplift model, released by 
NKG, which combines an empirical land-uplift model with 
 NKG2016GIA_prel0306 by applying the remove-compute-restore 
technique. First, the empirical model was directly computed from 
BIFROST (Baseline Inferences for Fennoscandian Rebound Obser-
vations, Sea Level, and Tectonics) GNSS velocities /  Kierulf et al. 
2014/ and levelling by least-squares collocation (LSC). Secondly, the 
GIA model was removed from the empirical model in the observation 
points and LSC was applied to model the residual surface. Finally, 
the GIA model was added back to the residual-surface grid to get 
the final land-uplift grid. The model gives uplift rates as (i) absolute 
land uplift NKG2016LU_abs in ITRF2008 (Fig. 3a ) and (ii) levelled 
land uplift NKG2016LU_lev relative to the geoid. The statistics of 
the  NKG2016LU_abs signal over land points is given in Tab. 3. The 
underlying GIA model was com puted applying the ICEAGE software 
/  Kaufman 2004/, using the viscoelastic normal-mode (VNM) 

Fig. 2 | Logarithmic representation of rheological profiles used in this study: VM1 /  Tushingham & Peltier 1991/, VM2a /  Peltier 2004/, VM5a /  Peltier et al. 2015/, 
/  Purcell et al. 2016/, GIA_prel0306 /  Vestøl et al. 2016/, and GIA_prel0907 /H. Steffen, personal communication, 2017/
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 method. The spherical-harmonic expansion was truncated at degree 
192. For the rheology, the three-layered GIA_prel0306 model was 
used. The #71340  GLAC ice history for Fennoscandia and the 
Barents Sea by L. Tarasov was used in the calculation, while other 
parts of the world were taken from ICE-5G /  Vestøl et al. 2016/. The 
#71340 GLAC ice history is a thermo-mechanical ice model. This 
type of model is dynamically more consistent than the ICE-x models 
because it represents the dynamic response of a real ice sheet to 
climate forcing. Despite the fact that thermo-mechanical models are 
also based on some certain rheology, there is a smaller interdepend-
ency between ice model and rheology /  Schmidt et al. 2014/ than in 
case of ICE-x and VMx, which are iteratively tuned to fit geological 
and/or geodetic data using the SLE.

In the database from /  Tushingham & Peltier 1992/, 392 globally 
non-uniformly distributed radiocarbon-controlled RSL histories are 
available, covering a time span of 0–15 14C ka BP. Relict shoreline 
deposits were identified and dated radiometrically from associated 
carbonate or organic material by geomorphological methods. The 
results are given as relative heights in meters referenced to modern 
mean sea level /  Tushingham & Peltier 1992/, i. e., RSL. We used 
55 RSL sites within an area delimited by 49° < j < 75° and 
0° < l < 50° for our comparison (Fig. 3b ). The RSL ages are given 
as 14C ages and were calibrated to calendar years using the Calib 
7.1 program /  Stuiver & Reimer 1993/ following the approach 
 described in /  Alves et al. 2018/. We employed a regional mean 
reservoir correction based on 125 data points from the Marine 
Reservoir Database (http://calib.org/marine, with references for 
each value therein). The RSL sites in Fennoscandia have a varying 
number of observations and cover different time spans, where the 
oldest available RSL data reach back to ~ 17.3 ka BP.

3 COMPARISON OF MODEL RESULTS 
WITH EXTERNAL DATA

Validation of model results is achieved by forming differences e 
between external data and model results. These differences are 
empirical measures for errors in the validation data as well as in the 
model results. Modelling errors can be further attributed to errors in 
ice histories and rheologies as well as to approximations of the ap-
plied software packages. Additional discrepancies may arise from 
non-GIA related processes, like tectonics, which contribute to ob-
served temporal variations. Thus, we may write

e = eNKG2016LU_abs + eICE + eRHEO + eSOFT + enon-GIA, (8)

where eNKG2016LU_abs represents errors of NKG2016LU_abs and 
depends on the accuracy of geodetic data and the underlying GIA 
model NKG2016GIA_prel0306, eICE and eRHEO are errors of ice 
models and rheological profiles. eSOFT are approximations in the 
software, including approximations in the mathematical model and 
its numerical implementation, as well as temporal and spatial dis-
cretization; enon−GIA are contributions of non-GIA effects. Eq. (8 ) 
represents the full empirical error budget.

Besides the validation with external data, we also perform com-
parisons of different model results. Thereby, terms of the full error 
budget in Eq. (8 ), which are identical in both model runs, drop out. 
When comparing uplift rates between different software solutions 
that include same input parameters (ice model and rheological 
profile) the error budget in Eq. (8 ) reduces to eSOFT, thus allowing to 
quantify the significance of the software component in the full error 
budget. Determining differences of uplift rates calculated with the 
same software, varying the ice model/rheology combinations, gives 
insight into the sensitivity of results to ice models and/or rheological 
profiles. These differences do, however, only reflect the level of 
similarity/disagreement between different models and do not give 
information about which model is correct.

Fig. 3 | Validation data sets used in this study: (a) Absolute land-uplift model NKG2016LU_abs in ITRF2008, (b) Geological RSL sites from the /  Tushingham 
& Peltier 1992/ database and their geographical distribution in Fennoscandia. The calibrated age BP (in ka) of the oldest available observation per RSL site is 
marked with a colored dot. Only RSL sites used for the comparison in Section 3.2 are numbered (Fig. 7 ). The corresponding name for each RSL site can be found 
in /  Tushingham & Peltier 1992/.
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3.1 Comparison of vertical uplift rates

We compare vertical velocity fields that were calculated applying 
different software packages and assumptions. The vertical veloc-
ity fields were determined using ICE-5G and ICE6G_C, and their 
corresponding VMx rheological profiles. Uplift rates from three 
different software packages are compared: software from / Peltier 
2004/, SELEN / Spada & Stocchi 2007/, and CALSEA / Lambeck 
et al. 2003/. We calculated uplift rates applying only SELEN and 
did not run the / Peltier 2004/ or CALSEA software but used pub-
lished grids of vertical-displacement rates. We denote the pres-
ent-day radial-velocity field based on ICE-5G from / Peltier 2004/ 
U· ICE5G and the one calculated with SELEN U· ICE5G_S. The parameter 
overview for determining the vertical displacements U·  applying 
ICE-5G (VM2 or VM2a) is given in Tab. 1. In addition, we denote 
the present-day radial-velocity field based on ICE6G_C from 
/ Peltier et al. 2015/ U· ICE6G_C, the CALSEA solution U· ICE6G_ANU, and 
the one calculated using SELEN U· ICE6G_S. Input parameters for 
U· ICE6G_C, U· ICE6G_ANU, and U· ICE6G_S are given in Tab. 2.

The statistics of all uplift-rate differences between  NKG2016LU_
abs and modeled values was calculated over land points within an 
area delimited by 49° < j < 73° and 4° < l < 35° because 
only there is NKG2016LU_abs constrained by geodetic observa-
tions. Figs. 4a – 4c  present differences between NKG2016LU_
abs and uplift rates calculated with ICE6G_C. Comparing Fig. 4a 
and Fig. 4b, we note similar geographical structures with an offset 
between the velocity fields. This is also 
 reflected in Fig. 4d  (difference between 
U· ICE6G_C and U· ICE6G_ANU) and in the corre-
sponding statistics in Tab. 3. The clear cor-
relation between the velocity fields derived 
by Peltier’s and Lambeck’s software might 
be related to the fact that both take some 
effects into account, which are neglected in 
SELEN. The SELEN solution (Fig. 4c ) gives 
a less correlated velocity field but still re-
flects the main features, having a standard 
deviation of differences of ~ 0.6 mm/yr 
when compared to Lambeck’s solution 
(Fig. 4e ). Comparing the statistics of differ-
ences between U· ICE6G_C and U· ICE6G_ANU with 
the numbers presented in / Purcell et al. 
2016/, we find a slight disagreement, which 
we ascribe to the selection of somewhat 
varying sections of the Fennoscandian area 
for evaluation of the statistics.

Tab. 1  shows the statistics of differences 
between NKG2016LU_abs and vertical up-
lift rates using ICE-5G (VM2/VM2a) and 
Tab. 2  shows differences based on 
 ICE6G_C (VM5a). The differences in Tab. 1 
vary between –4.2 mm/yr and 2.9 mm/yr, 
and in Tab. 2 between –2.2 mm/yr and 
2.6 mm/yr. Those are relatively large val-
ues, considering that the largest uplift rates 
in Fennoscandia are around 10 mm/yr (see 

Vertical uplift rates U· ICE5G U· ICE5G_S

Software package /Peltier 2004/ SELEN
/Spada & Stocchi 2007/

Method pseudo-spectral pseudo-spectral

Rheological profile VM2 VM2a a

Truncation degree and order 256 256

Dj × Dl 1° × 1° r = 44 b

Number of iterations – 3

Shoreline migration Yes
/Peltier 1998/

No

Paleo-topography and 
grounded ice

Yes No

Rotational feedback Yes No

Differences to 
 NKG2016LU_abs c

min –2.18 mm/yr –4.23 mm/yr

max  2.94 mm/yr  0.95 mm/yr

mean  0.14 mm/yr –0.67 mm/yr

std  1.15 mm/yr  0.95 mm/yr

a a volume-averaged version of the VM2 viscosity profile / Spada & Melini 2013/
b corresponds to 0.5° × 1°, see / Spada & Melini 2013/ for more details
c  over land points within an area delimited by 49° < j < 73° and 

4° < l < 35° where NKG2016LU observations are available

Tab. 1 | Parameter overview of calculated uplift rates U· using ICE-5G (VM2/
VM2a) and statistics of differences to NKG2016LU_abs

Vertical uplift rates U· ICE6G_C U· ICE6G_ANU U· ICE6G_S

Software package /Peltier 2004/ CALSEA (version 33)
/Lambeck et al. 2003/

SELEN
/Spada & Stocchi 2007/

Method pseudo-spectral – pseudo-spectral

Rheological profile VM5a VM5a VM5a

Truncation degree and order 512 256 256

Dj × Dl 1° × 1° 1° × 1° r = 44 a

Number of iterations – – 3

Shoreline migration Yes
/Peltier 1998/

Yes
/Lambeck et al. 2003/

No

Paleo-topography and 
grounded ice

Yes GEBCO_08/BEDMAP b No

Rotational feedback Yes Yes c No

Differences to  
NKG2016LU_abs d

min –1.53 mm/yr –2.07 mm/yr –2.22 mm/yr

max  2.63 mm/yr  1.97 mm/yr  2.21 mm/yr

mean  0.21 mm/yr –0.02 mm/yr –0.03 mm/yr

std 1.00 mm/yr  0.90 mm/yr  0.89 mm/yr

a  corresponds to 0.5° × 1°, see / Spada & Melini 2013/ for more details
b  GEBCO_08 was used north of 60° S and BEDMAP south of 60° S
c  the applied geoid velocity corrections are / Purcell et al. 2016/: C∙21

rot = –1,75 × 10−9,  
S∙21

rot = –1,75 × 10−8

d  over land points within an area delimited by by 49° < j < 73° and 4° < l < 35°  where NKG2016LU 
observations are available

Tab. 2 | Parameter overview of calculated uplift rates U· using ICE6G_C (VM5a) and statistics of 
differences to NKG2016LU_abs
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Tab. 3 ). However, one must consider that the ICE-x (VMx) models 
are derived from a best fit towards geological and geodetic data in 
a global sense, while we restrict our comparison to Fennoscandia.

Based on the statistics in Tab. 1  and Tab. 2 , we do not observe 
that the less complex software (SELEN) gives the worst results in all 
cases. In terms of the average velocity field, Peltier’s solution fits 
considerably better to NKG2016LU_abs than SELEN when using 
ICE-5G (VM2). However, using ICE6G_C (VM5a) results in the worst 
fit of Peltier’s solution, while the ANU (Australian National University) 
and SELEN solutions give a much better fit. In terms of standard 
deviations of differences to NKG2016LU_abs, we find a slightly dif-
ferent picture but still no clear deficiency of SELEN compared to the 
more advanced software packages. Using ICE-5G (VM2) results even 
in a considerably smaller standard deviation for SELEN compared to 
Peltier’s solution. For the combination ICE6G_C (VM5a), Peltier’s 
solution shows the largest standard deviation, while the SELEN 
solution has the lowest value (hardly smaller than ANU’s solution).

Comparison of different packages, as just shown, re-
quires using the same combination of ice history and rhe-
ology for all solutions. In order to investigate the signifi-
cance of different ice histories and rheologies, we carry out 
computations based on various combinations of ice history 
and rheology. Uplift rates derived from those combinations 
undergo external and internal validation. Differences be-
tween uplift rates from NKG2016LU_abs and the various 
SELEN solutions represent the external validation, while the 
internal comparison is done by choosing one SELEN solu-
tion as reference and determining differences between 
velocity fields of this reference and other SELEN solutions. 

Statistics of the external comparisons is given in Tab. 4, the internal 
one in Tab. 5. The corresponding geographic maps of differences 
are shown in Fig. 5  (external) and Fig. 6  (internal). Thereby, only 
maps based on ICE-5G are shown, because maps based on 
 ICE6G_C show very similar geographical patterns. The VM1-based 
combinations are chosen as reference solutions for the internal 
comparisons because they fit NKG2016LU_abs best in terms of 
the average velocity field of both ice models (see Tab. 4 ).

Fig. 5  shows the comparison of calculated SELEN uplift rates 
(using ICE-5G) with NKG2016LU_abs. Similar geographical patterns 
for the group of vertical velocity fields calculated using VMx rhe-
ologies are notable (Figs. 5a  – 5c ). The group of NKG rheological 
profiles (Fig. 5d  and Fig. 5e ) also results in similar patterns. In 
Figs. 5a  – 5c, we notice a low over Finland, while this low is more 
significant in Fig. 5d  and Fig. 5e,  and expands over the Barents and 
Norwegian Sea. The average velocity fields based on ICE6G_C fit 
better to NKG2016LU_abs than ICE-5G solutions. Comparison of 

 min max mean std

NKG2016LU_abs a –1.80 mm/yr 10.29 mm/yr  2.60 mm/yr 3.47 mm/yr

U· ICE5G − U· ICE5G S –4.35 mm/yr  1.34 mm/yr –0.56 mm/yr 1.23 mm/yr

U· ICE6G C − U· ICE5G ANU –1.63 mm/yr  1.10 mm/yr –0.24 mm/yr 0.37 mm/yr

U· ICE6G ANU − U· ICE6G S –2.65 mm/yr  0.84 mm/yr –0.05 mm/yr 0.56 mm/yr

a  over land points within an area delimited by 49° < j < 73° and 4° < l < 35° where 
NKG2016LU observations are available

Tab. 3 | Statistics of NKG2016LU_abs signal, and statistics of differences between 
U·ICE5G and U·ICE5G_S, U

·
ICE6G_C and U·ICE6G_ANU (Fig. 4d ), and U·ICE6G_ANU and U·ICE6G_S (Fig. 4e ) 

Fig. 4 | The first row shows differences between NKG2016LU_abs and (a) U·ICE6G_C, (b) U·ICE6G_ANU, and (c) U·ICE6G_S. The second row shows differences between 
software solutions: (d) U·ICE6G_C and U·ICE6G_ANU (difference between Fig. 4a  and Fig. 4b ), and (e) U·ICE6G_ANU and U·ICE6G_S (difference between Fig. 4b  and Fig. 4c ). See 
Tab. 1  and Tab. 2  for an overview of applied software and assumptions.
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the mean values in Tab. 4  reveals an offset in the order of 0.5 mm/yr 
between ICE6G_C and ICE-5G solutions. This shift of the present- 
day mean velocity field can be ascribed to differences in total ice 
load between the two models (see Fig. 1). However, Tab. 4  shows 
negative mean values for all solutions, i. e., they all have, on average, 
greater present-day uplift rates than NKG2016LU_abs, implying a 
too slow relaxation process. Considering the standard deviations of 
differences to NKG2016LU_abs, Tab. 4  shows smaller values for 
ICE6G_C than for ICE-5G. This indicates that not only the total ice 
load but also the spatial distribution and the deglaciation history of 
ICE6G_C is more realistic than of ICE-5G.

After the comparison of 
different SELEN solutions 
with NKG2016LU_abs, we 
perform internal compari-
sons amongst the SELEN 
solutions. For both ice mod-
els, the combination with the 
VM1 rheology serves as a 
reference solution. Tab. 5 
shows the statistics of differ-
ences, while Fig. 6  shows 
the corresponding geograph-
ic maps (again only for the 
ICE-5G solutions). Looking 
at  Fig. 6, we observe two 
groups of geographical pat-
terns: the first for VMx rhe-
ologies and the second for 
NKG rheological profiles. Few 
high peaks appear when cal-

culating differences between VM1 and the other two VMx rheolo-
gical profiles (Fig. 6a  and Fig. 6b). Negative values in the ocean 
area occur when forming differences between VM1 and NKG rhe-
ologies that have one-magnitude higher lower-mantle viscosities 
than VM1 (Fig. 6c  and Fig. 6d ). A decreasing similarity from VM2a 
over VM5a and GIA_prel0306 to GIA_prel0907 with VM1 is notable 
for both ice models (Tab. 5  and Fig. 6 ). Except the difference to 
U· I6G(VM2a), all differences calculated with ICE6G_C show slightly 
smaller standard deviations of differences than the ones determined 
with ICE-5G. The smallest differences occur between solutions 
derived applying VM1 and VM2a independent from the employed 

NKG2016LU_abs – … a Ice model Rheology min max mean std

U· I5G(VM1) ICE-5G VM1 –4.73 mm/yr 1.49 mm/yr –0.39 mm/yr 1.28 mm/yr

U· I5G(VM2a) VM2a –4.23 mm/yr 0.94 mm/yr –0.67 mm/yr 0.95 mm/yr

U· I5G(VM5a) VM5a –3.79 mm/yr 1.93 mm/yr –0.51 mm/yr 1.07 mm/yr

U· I5G(prel0306) GIA_prel0306 –5.08 mm/yr 0.92 mm/yr –1.36 mm/yr 1.69 mm/yr

U· I5G(prel0907) GIA_prel0907 –6.49 mm/yr 1.07 mm/yr –1.64 mm/yr 2.15 mm/yr

U· I6G(VM1) ICE6G_C VM1 –2.40 mm/yr 1.78 mm/yr –0.04 mm/yr 0.74 mm/yr

U· I6G(VM2a) VM2a –1.71 mm/yr 1.63 mm/yr –0.14 mm/yr 0.73 mm/yr

U· I6G(VM5a) VM5a –2.22 mm/yr 2.22 mm/yr –0.04 mm/yr 0.89 mm/yr

U· I6G(prel0306) GIA_prel0306 –3.75 mm/yr 0.76 mm/yr –0.87 mm/yr 1.13 mm/yr

U· I6G(prel0907) GIA_prel0907 –4.71 mm/yr 0.88 mm/yr –1.15 mm/yr 1.51 mm/yr

a  over land points within an area delimited by 49° < j < 73° and 4° < l < 35° where NKG2016LU observations are 
available

Tab. 4 | Statistics of differences over land points between NKG2016LU_abs and calculated vertical uplift rates U· based 
on ICE-5G and ICE6G_C

Fig. 5 | Differences between NKG2016LU_abs and (a) U·I5G(VM1), (b) U·I5G(VM2a), (c) U·I5G(VM5a), (d) U·I5G(prel0306), and (e) U·I5G(prel0907)
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ice model. Although VM1 and GIA_prel0907 both have a LT of 
120 km, the difference between uplift rates calculated applying 
them are the most significant with largest standard deviations 
of  differences of ~ 1.3 mm/yr for ICE-5G and ~ 1.2 mm/yr for 
 ICE6G_C. The upper-mantle viscosities of those rheological profiles 
are similar but differ in the lower-mantle viscosities. Looking at the 
mean values of differences for both ice models in Tab. 5 , VM2a 
and  VM5a both differ on average ~ 0.2 mm/yr from VM1, while 
GIA_prel0306 and GIA_prel0907 differ ~ 0.9 mm/yr. In general, 
uplift rates calculated with VM1 are  smaller in comparison to other 
uplift rates.

3.2  Comparison of relative sea level

We have computed differences between geological RSL data at 55 
sites in Fennoscandia, shown in Fig. 3b, and RSL predictions from 
SELEN  using different ice histories and rhe ologies. Tab. 6  shows the 
statistics of these differences. Their values vary between –147.01 m 
and 89.43 m. In general, ICE6G_C solutions give a considerably 
better fit to RSL data than ICE-5G solutions in terms of both mean 
values as well as standard deviations of differences. This holds for 
all VMx rheologies. On average, there is a slight increase in the 
standard deviation of differences for NKG rheologies when using 
ICE6G_C instead of ICE-5G. In view of mean values and standard 
deviations of differences, the RSL predictions based on NKG rheol-

ogies show a better agreement to RSL 
data than the ones based on VMx 
rheologies. The smoother NKG-based 
RSL-prediction curves in Fig. 7  show 
a slower reaction to the unloading with 
consequently smaller mean values 
that fit the RSL data better than the 
VMx-based predictions. A slower re-
action of NKG rheologies due to larger 
LTs and lower-mantle viscosities 
means also higher present- day verti-
cal-uplift rates, which is notable in 
Fig. 5  and Tab. 4.

Fig. 7  shows the fit between RSL 
data and calculated RSL curves using 
ICE-5G and ICE6G_C with different 
rheological profiles at chosen sites 
(numbered sites in Fig. 3b ). All RSL 
curves in Fig. 7  show values relative to 

Fig. 6 | Comparison of values calculated 
with SELEN where ICE-5G was used. The 
rheology profile VM1 was chosen as a 
reference and differences to calculated U· 
values based on (a) VM2a, (b) VM5a, (c) 
GIA_prel0306, and (d) GIA_prel0907 are 
shown.

Ice model Rheology min max mean std

U· I5G(VM1) – … 
a ICE-5G VM1

U· I5G(VM2a) VM2a –1.72 mm/yr 0.92 mm/yr –0.40 mm/yr 0.57 mm/yr

U· I5G(VM5a) VM5a –1.59 mm/yr 2.21 mm/yr –0.12 mm/yr 0.92 mm/yr

U· I5G(prel0306) GIA_prel0306 –3.82 mm/yr 0.97 mm/yr –0.66 mm/yr 1.16 mm/yr

U· I5G(prel0907) GIA_prel0907 –3.77 mm/yr 0.67 mm/yr –1.25 mm/yr 1.25 mm/yr

U· I6G(VM1) – … ICE6G_C VM1

U· I6G(VM2a) VM2a –1.71 mm/yr 1.17 mm/yr –0.33 mm/yr 0.62 mm/yr

U· I6G(VM5a) VM5a –1.16 mm/yr 2.33 mm/yr –0.07 mm/yr 0.83 mm/yr

U· I6G(prel0306) GIA_prel0306 –3.44 mm/yr 1.00 mm/yr –0.60 mm/yr 1.09 mm/yr

U· I6G(prel0907) GIA_prel0907 –3.48 mm/yr 0.64 mm/yr –1.18 mm/yr 1.21 mm/yr

a  over land points within an area delimited by 49° < j < 73° and 4° < l < 35° where NKG2016LU 
observations are available

Tab. 5 | Statistics of differences between calculated U· rates based ICE-5G and ICE6G_C. The rheology profile 
VM1 was chosen as a reference and differences relative to it were computed.
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the present-day sea-level change (Eq. (5 )). The presented sites were 
chosen depending on the distance to the former ice sheet. Hence, 
they represent regions of ice-sheet margin (M), near field (N), and far 
field (F). For regions far from the former ice sheet (F), we predict that 
RSL was ~ 100 m lower at the LGM than today (Fig. 7f ). There, 
melting of ice sheets caused a RSL rise, mainly due to the increasing 
amount of water in the oceans, accompanied by a small secondary 
effect from increased loading at the ocean bottom. In the ice-margin 

area (M), we predict a RSL fall between ~ 100 m to ~ 300 m since 
the LGM (Figs. 7a  – 7c ). This is caused by the rebound of the crust 
after its unloading, which is superimposed by an absolute sea-level 
fall caused by depression of the equipotential surface due to mass 
loss. In the near field (N), we predict a RSL fall of even more than 
300 m because land uplift and sea-level fall have a bigger impact 
than in the margin area (Fig. 7d  and Fig. 7e ). This general behavior 
is also well described in the literature, e. g., / Lambeck 1993/, 

/ Steffen & Wu 2011/. In general, RSL-predic-
tion curves in Fig. 7  have larger discrepancies 
over the period before ~ 8 ka BP. The LGM 
ended ~ 8 ka BP, when  almost all ice masses 
disappeared. In the period after that, the relax-
ation process is only affected by rheology. RSL-
prediction curves of older periods (before 
8 ka BP) reflect combined effects of ice-history 
variations as well as rheology, showing there-
fore a wider spread over those periods. 

The dependence of RSL predictions on ice 
model and/or rheology is different in regions of 
far field, ice-sheet margin, and near field. The 
RSL predictions in the far field are not affected 
by rheology. The dominant parameter there is 
the ice model, which determines the amount of 

RSL data Ice model Rheology min max mean std

RSLI5G(VM1) ICE-5G VM1 –116.88 m 39.94 m –11.68 m 21.11 m

RSLI5G(VM2a) VM2a –136.57 m 44.29 m –11.28 m 21.39 m

RSLI5G(VM5a) VM5a –147.01 m 42.38 m –11.78 m 22.60 m

RSLI5G(prel0306) GIA_prel0306  –56.66 m 83.88 m  –4.67 m 18.29 m

RSLI5G(prel0907) GIA_prel0907  –70.91 m 76.43 m  –7.77 m 17.98 m

RSLI6G(VM1) ICE6G_C VM1  –87.42 m 59.62 m  –5.92 m 16.53 m

RSLI6G(VM2a) VM2a  –95.87 m 55.89 m  –5.00 m 15.94 m

RSLI6G(VM5a) VM5a –102.72 m 51.45 m  –4.80 m 15.91 m

RSLI6G(prel0306) GIA_prel0306  –48.22 m 89.43 m  –1.83 m 18.70 m

RSLI6G(prel0907) GIA_prel0907  –58.02 m 79.65 m  –4.27 m 17.72 m

Tab. 6 | Statistics of differences between RSL data and predictions

Fig. 7 | Variation of RSL 
curves at sites (a) 209, (b) 
237, (c) 239, (d) 233, (e) 
234 and (f) 409 in meters, 
and their comparison 
with geological RSL data 
(including RSL error 
bars). See Fig. 3b  for site 
locations. Red nuances 
represent RSL curves 
calculated using ICE-
5G, while blue-nuances 
RSL-curves are computed 
applying ICE6G_C. M, N, 
and F define site locations 
in respect to the former 
ice sheet: m stands for 
ice-sheet margin, N for near 
field, and F for far field.



241M. Idžanović, Ch. Gerlach – Analysis of Glacial Isostatic Adjustment in Fennoscandia: Comparison of Model Results 
and Observational Evidence

Fachbeiträge begutachtet | 

melted ice entering the oceans. We observe in Fig. 7f  a slight group-
ing of RSL predictions according to the applied ice model and its 
ice-sheet distribution/thickness. RSL predictions obtained using 
ICE-5G (red-nuances curves) show larger RSL changes than predic-
tions based on ICE6G_C (blue-nuances curves) due to thicker ice-
sheets of ICE-5G (compare Fig. 1c  and Fig. 1d ). At the ice-sheet 
margin and in the near field area, we note two branches of RSL-
prediction curves (Figs. 7a  – 7e ). The first branch gathers RSL 
curves of VMx rheologies and the second one gathers RSL curves 
based on NKG rheologies. The variations of RSL-prediction curves 
within each branch in the ice-margin area are harder to distinguish 
than in the near field region. Significant differences of RSL predic-
tions in the near field region (which is dominated by land uplift) are 
highly dependent on rheology. The LT, asthenosphere, and low-
er-mantle viscosity are affecting the behavior of RSL-prediction 
curves there. First, RSL curves are gathering according to the LT; a 
larger LT (Fig. 2 ) results in smaller RSL changes. Secondly, GIA_
prel0907 that assumes an additional layer under the lithosphere 
shows smaller RSL predictions in comparison to GIA_prel0306, 
 although the first has a thinner lithosphere. Finally, RSL predictions 
based on GIA_prel0306 and GIA_prel0907 with one-magnitude 
higher lower-mantle viscosities show the smallest RSL-change 
 values. In general, the model with larger total ice masses, i. e., 
 ICE-5G results in greater RSL changes.

4 SUMMARY AND DISCUSSION

In this work, our main interest was to quantify the sensitivity of 
present-day geodetic variations, i. e., vertical land uplift and RSL in 
Fennoscandia as a function of Earth’s rheology and ice history, and 
to validate calculated quantities against independent observations. 
Input parameters for the SLE solvers were ICE-5G and ICE6G_C ice 
histories, and rheological profiles: VM1, VM2a, VM5a, GIA_prel0306, 
and GIA_prel0907. The validation of model results was accom-
plished by forming differences between external data and model 
results, where these differences represent measures for errors in 
the validation data as well as in model results.

First, we compare vertical velocity fields that were determined by 
different software packages. We calculated vertical velocity fields 
for ICE-5G (VM2a) and ICE6G_C (VM5a) running SELEN, while 
velocity-field grids determined by / Peltier 2004/ and the CALSEA 
software were downloaded. The software packages differ in the 
method for solving the SLE as well as particular approximations and 
assumptions. SELEN assumes a linear incompressible rheology, and 
solves the SLE for fixed shorelines and a non-rotating Earth. Al-
though / Peltier 2004/ and CALSEA both consider the effects of 
shoreline migration and rotational feedback, the standard deviation 
of differences of their velocity fields is 0.4 mm/yr. Despite the fact 
that / Peltier 2004/ and CALSEA provide similar vertical velocity 
fields, comparing to NKG2016LU_abs, they show significant differ-
ences in Fennoscandia. In the external validation, NKG2016LU_abs 
and the software solutions for both ice models agree on average on 
a ~ 1 mm/yr level in terms of standard deviations of differences. 
Considering that the maximum uplift rate is ~ 10 mm/yr and its 
signal standard deviation is 3.5 mm/yr, a misfit of 1 mm/yr seems 

to be quite large. However, one needs to consider that the employed 
ice histories (ICE-x) and rheological profiles (VMx) are tuned to best 
fit the observational data on a global scale, which does not neces-
sarily lead to a good fit on a regional scale.

Secondly, we compare uplift rates based on different ice models 
and rheologies. Calculations were preformed with SELEN and ex-
ternally validated with NKG2016LU_abs. The application of both 
ICE-5G and ICE6G_C gives similar geographical patters. Overall, 
SELEN solutions assume larger present-day velocity fields than the 
observations in NKG2016LU_abs reflect. On average, the vertical 
velocity fields calculated with ICE-5G and ICE6G_C fit the observa-
tions on a ~ 1.2 mm/yr level in terms of standard deviations of dif-
ferences. In the internal comparison of different SELEN solutions, 
we took the velocity field calculated applying VM1 as a reference. In 
general, uplift rates calculated with VM1 show smaller values than 
uplift rates calculated with other rheologies. The reason might be 
greater lower-mantle viscosities in all other rheological profiles, 
which cause the present-day vertical velocities to be larger since the 
mantle needs more time for relaxation. In addition to the comparison 
of uplift rates, we compare RSL predictions with geological RSL 
data at 55 sites in Fennoscandia. In terms of mean values of differ-
ences between RSL predictions and RSL data, NKG rheologies fit 
the RSL data significantly better than VMx rheologies, but in terms 
of standard deviations of differences, the NKG rheological profiles 
show just a slightly better agreement. RSL curves computed using 
the NKG rheological profiles are smoother in comparison to curves 
of VMx rheologies. The NKG rheologies have greater LT values, 
which reduce the flexure at the LGM and slow down the relaxation 
process. Looking at the agreement between RSL curves and RSL 
geological data at different time spans (Fig. 7 ), the RSL curves 
differ more over older periods (before ~ 8 ka BP). At ~ 8 ka BP, 
almost all ice masses are gone, which means that the relaxation 
process is only dependent on rheology. Older epochs show larger 
discrepancies between RSL predictions, reflecting the combined 
effects of varying ice histories and rheologies. Moreover, the curves 
show variations with respect to present day and thus represent an 
accumulation of the reversed relaxation process back in time. Thus, 
it is clear that all curves agree on the right-hand side of the figure 
(the reference epoch at present day), while the accumulation of 
differences in RSL predictions build up as one moves back in time 
to the left-hand side of the figure. RSL curves in the near field (N) 
show a high sensitivity to varying rheological profiles as well as to 
the local ice distribution. In the margin area (M), RSL curves are 
more sensitive to rheology, while RSL curves in the far field (F) vary 
only slightly due to the chosen ice model (there, the rheology has no 
effect).

The level of agreement with NKG2016LU_abs is highly dependent 
on the implemented ice model. In view of ice models, all uplift rates 
as well as RSL predictions calculated with ICE6G_C show a consid-
erably better fit to NKG2016LU_abs and the RSL data than model 
results of ICE-5G. In the ICE6G_C reconstruction, GPS data were 
used to provide additional constraints, which could explain the 
better fit of ICE6G_C to NKG2016LU_abs. The agreement of NKG-
2016GIA_prel0306 and the BIFROST GNSS stations is 0.6 mm/yr 
/ Vestøl et al. 2016/, where a thermo-mechanical ice model was 
used. Implementing the ICE-x models, the fit between NKG2016LU_
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abs and U· I5G(prel0306) is 1.7 mm/yr, and between NKG2016LU_abs 
and U· I6G(prel0306) 1.1 mm/yr. As mentioned in Section 1, the ICE-x 
models were built by the classical approach, meaning that based on 
an initial Earth model, ice model and rheology are iteratively tuned 
(using the SLE) to fit geological and/or geodetic data. Using this kind 
of ice models with various rheological profiles does not reflect a 
fully independent picture of the significance of rheology in our re-
sults. Therefore, the use of thermo-mechanical models, where the 
interdependency between the ice and Earth model is smaller, could 
be considered in the future. 

Considering the spatial scale, we use ice models that were opti-
mally fitted to global RSL and tide-gauge data, and look into varia-
tions at regional scales, which do not have to reflect the same be-
havior as global variations. Moreover, rheological profiles that fit RSL 
data over a time scale of thousands of years do not necessarily 
agree with the present-day geodetic observations. Regarding rhe-
ological profiles, vertical velocity fields calculated with VMx rhe-
ologies have a better agreement with NKG2016LU_abs than the 
ones calculated with NKG rheologies in terms of standard deviations 
of differences. The opposite holds for the agreement between RSL 
predictions and RSL observations, where the NKG rheologies agree 
slightly better. Finally, we would like to stress that the presented 
differences reflect the level of agreement between various model 
results and observations, and do not necessarily imply the correct-
ness of a certain solution, respectively a certain input model or a 
model parameter, in the absolute sense. 
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Abstract: Present-day climate-change-related ice-melting induces elastic glacial isostatic adjustment
(GIA) effects, while paleo-GIA effects describe the ongoing viscous response to the melting of
late-Pleistocene ice sheets. The unloading initiated an uplift of the crust close to the centers of
former ice sheets. Today, vertical land motion (VLM) rates in Fennoscandia reach values up to
around 10 mm/year and are dominated by GIA. Uplift signals from GIA can be computed by
solving the sea-level equation (SLE), Ṡ = Ṅ − U̇. All three quantities can also be determined
from geodetic observations: relative sea-level variations (Ṡ) are observed by means of tide gauges,
while rates of absolute sea-level change (Ṅ) can be observed by satellite altimetry; rates of VLM
(U̇) can be determined by GPS (Global Positioning System). Based on the SLE, U̇ can be derived
by combining sea-surface measurements from satellite altimetry and relative sea-level records from
tide gauges. In the present study, we have combined 7.5 years of CryoSat-2 satellite altimetry
and tide-gauge data to estimate linear VLM rates at 20 tide gauges along the Norwegian coast.
Thereby, we made use of monthly averaged tide-gauge data from PSMSL (Permanent Service for
Mean Sea Level) and a high-frequency tide-gauge data set with 10-min sampling rate from NMA
(Norwegian Mapping Authority). To validate our VLM estimates, we have compared them with
the independent semi-empirical land-uplift model NKG2016LU_abs for the Nordic-Baltic region,
which is based on GPS, levelling, and geodynamical modeling. Estimated VLM rates from 1 Hz
CryoSat-2 and high-frequency tide-gauge data reflect well the amplitude of coastal VLM as provided
by NKG2016LU_abs. We find a coastal average of 2.4 mm/year (average over all tide gauges),
while NKG2016LU_abs suggests 2.8 mm/year; the spatial correlation is 0.58.

Keywords: CryoSat-2; tide gauges; Norwegian coast; vertical land motion; land-uplift model

1. Introduction

Vertical land motion (VLM) and changing sea levels result from a complex interplay of thermal
expansion of ocean water, changing ice reservoirs, glacial isostatic adjustment (GIA), tectonic motion,
and anthropogenic effects [1]. VLM is a key for understanding long-term relative sea-level changes,
and, in Fennoscandia, it is dominated by GIA. The present effect of GIA reaches values of up to
10 mm/year in the Gulf of Bothnia (center of former ice sheet) and decreases to nearly zero at the edges
of the former ice sheet. Uplift signals from GIA can be computed by solving the sea-level equation
(SLE): Ṡ = Ṅ – U̇. All three quantities of the SLE can be determined directly by time-series analysis
of geodetic observations. Tide-gauge records constrain the relative sea-level change (Ṡ), which is the
variation of the sea surface relative to the solid Earth [1]. Tide gauges are attached to the Earth’s
crust making their measurements affected by VLM. On the other hand, satellite altimetry and GPS
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(Global Positioning System) provide independent measurements of sea-level change Ṅ and VLM U̇,
respecively, with respect to a global geocentric reference frame. Based on the SLE, the combination of
sea-surface measurements from altimetry and relative sea-level records from tide gauges can be used
to isolate the VLM component U̇ [2]. This method has been applied in previous studies, using point
observations or gridded sea-level anomalies from conventional altimetry (e.g., Kuo et al. [1], Nerem
and Mitchum [2], Pfeffer and Allemand [3]).

Nerem and Mitchum [2] used a ∼7.5 years long time series of observations from
TOPEX/POSEIDON (T/P) (with 10-days sampling interval) in combination with (daily averaged)
measurements from 114 globally distributed tide gauges to compute VLM. The mean total error of
the VLM estimates was 2.6 mm/year. Fenoglio-Marc et al. [4] estimated VLM from T/P (1993–2001)
and de-seasoned monthly tide-gauge data at 24 tide gauges in the Mediterranean Sea, which passed
predefined selection criteria. Accounting for the serial correlation, the mean uncertainty of rates was
2.3 mm/year. Kuo et al. [1] also combined T/P altimetry data from 1992 to 2001 with monthly averaged
tide-gauge records at 25 sites in the Baltic Sea region. The estimated VLM rates ranged from −7.5 to
13.4 mm/year and had an average uncertainty of 4.6 mm/year. The average uncertainty of VLM rates
was significantly reduced to 0.4 mm/year by applying a network adjustment algorithm. The algorithm
exploited long-term (>40 years) tide-gauge records to link relative VLM between all the involved
tide gauges. The application of this approach is only possible in areas with long tide-gauge records
available. An improved algorithm was used by Kuo et al. [5], which presented a VLM solution for
Fennoscandia, with an average uncertainty of 0.5 mm/year. Ostanciaux et al. [6] combined 16 years
of T/P, Jason-1, and Jason-2 data with annual tide-gauge records at 641 globally distributed sites
including 64 sites in Fennoscandia south of 66◦N. At those sites, the VLM rates ranged from −12.8
to 11.3 mm/year, with an average VLM rate of 1.6 mm/year. Pfeffer and Allemand [3] combined
20 years (1992–2013) of monthly averaged sea-level anomalies from a multi-satellite altimetry grid and
monthly tide-gauge observations to evaluate VLM rates. Uncertainties of VLM rates ranged from 0.3
to 7.4 mm/year, with a mean uncertainty of 0.9 mm/year. Breili et al. [7] compared sea-level rates from
two sets of altimetry data (1993–2016) along the Norwegian coast with sea-level rates estimated from
19 tide-gauge records corrected for VLM. The coastal averages of the sea-level rates were within errors,
indicating that no systematic errors are present in the observations nor in the applied corrections.

In this study, we explore the potential of using tide-gauge observations in combination with
data from the European Space Agency (ESA) CryoSat-2 (CS2) [8] to calculate VLM rates at 20 tide
gauges along the Norwegian coast. The CS2 data have several advantages we will benefit from when
combining it with tide-gauge observations. First, due to the orbit configuration of CS2, areas north of
66◦N are covered by observations and its 369-days repeat orbit implies dense sampling of the ocean.
Furthermore, CS2 has a synthetic aperture interferometric radar altimeter (SIRAL) that can be operated
in three modes: low resolution, synthetic aperture radar (SAR), and interferometric SAR (SARIn).
In SAR and SARIn modes, the footprint in the along-track direction is ∼300 m, in contrast to ∼8 km in
the low-resolution mode. Smaller footprints reduce the risk of data contaminated by back-scattered
energy from land features in the coastal zones, and allow the sea-surface height to be sampled closer to
land. As a result of this, CS2 SARIn observations are available in a zone stretching out ∼40 km off the
coast [9] (see Figure 1b), opposed to conventional altimetry that provides observation points, which are
on average ∼54 km from the Norwegian tide gauges [10] and need to be extrapolated towards the
coast. Our results will be compared to independent VLM rates from a land-uplift model based on GPS,
levelling, and geophysical modeling. We will test the existence of systematic errors in our results and
investigate whether CS2 in combination with tide-gauge data is able to sample the spatial variation in
VLM along the Norwegian coast. In addition to providing new estimates of VLM at Norwegian tide
gauges, the present study demonstrates the coastal accuracy of CS2 data and its retracker.

Section 2 describes data and methods used to determine VLM rates. Section 2.4 presents data
used to validate our VLM rates, i.e., the absolute land-uplift model for the Nordic-Baltic region
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NKG2016LU_abs [11]. Comparison results are shown in Section 3. Finally, we discuss our results and
give concluding remarks in Section 4.

Figure 1. (a) The absolute land-uplift model for the Nordic-Baltic region NKG2016LU_abs [11] in
ITRF2008. (b) Blue dots indicate available CS2 SARIn observations in 45 km× 45 km CS2 boxes around
20 Norwegian tide gauges. Red squares indicate the tide-gauge locations (see Supplementary Materials
Table S1). The green line shows the CS2 SARIn-mode border, using the geographical mode mask
version 3.9 [12].

2. Data and Methods

2.1. CryoSat-2 SARIn Data Processing

In this study, CS2 SARIn sea-level anomalies were obtained from the ESA Grid Processing on
Demand (GPOD) service [13]. We used 1 and 20 Hz Level-2 products derived from the CS2 Level-1B
products in SARIn mode for the period between July 2010 and December 2017. Three processing stages
were included in the downloaded data set: reprocessing (RPRO), off-line routine operations (OFFL),
and long-term archive (LTA). The SAR Altimetry Mode Studies and Applications (SAMOSA) 2 physical
retracker [14] was applied as well as the SARIn off-nadir range correction [15,16]. The downloaded
CS2 sea-level anomalies were computed with respect to the DTU15 mean sea surface (MSS) [17],
and corrected for dry and wet tropospheric refraction, ionospheric delay computed from the global
ionospheric model [18], ocean tides provided by the FES2004 model [19], long-period ocean tides,
ocean-tide loading, solid Earth tides, pole tides, and dynamic atmosphere correction (DAC). The DAC
consisted of a high-frequency part that is provided by MOG2D [20] and a low-frequency part,
inverted barometer (IB), provided by the European Centre for Medium-Range Weather Forecasts
(ECMWF) [21]. The sea state bias correction was not available.

No a priori data editing or quality assessment has been applied to the downloaded SARIn
data. Therefore, we first removed all observations over land applying a land mask. Secondly,
observations flagged as contaminated echoes or unclear ocean signals were rejected. The LTA data
covered a time span between July 2010 and February 2015, OFFL from May 2012 until December
2017, and RPRO from July 2010 to January 2012. For the period before August 2013, there were some
LTA observations that had epochs identical to observation epochs in the RPRO and OFFL data sets.
Mean sea-level anomaly (SLA) differences for the overlapping time stamps were less than 0.2 cm.
To avoid epochs with duplicated observations, we eliminated LTA observations for these time stamps.



Remote Sens. 2019, 11, 744 4 of 12

Next, we rejected all |SLA| > 1 m. To identify and eliminate outliers, we used the same approach
as outlined in Idžanović et al. [22]. With this method, the multiple Student’s t test [23] was applied
to the sea-level anomalies in each individual satellite pass. In the last step, we established 45 km ×
45 km boxes around each tide gauge containing CS2 observations and formed “CS2 tide gauges”,
see Figures 1b and 2. The positions and dimension of the CS2 boxes are equivalent to those defined in
Idžanović et al. [22]. Using the 20 Hz CS2 data, we have significantly more CS2 observations available
in our CS2 boxes (see Table 1), and can gain a few kilometers towards the tide gauges. Therefore,
we used both 1 and 20 Hz data to determine VLM rates.

Figure 2. 1 Hz CS2 SARIn sea-level anomalies around 20 Norwegian tide gauges in 45 km × 45 km
CS2 boxes. Red squares indicate the tide-gauge locations.

2.2. Tide-Gauge Data

There are in total 23 tide gauges along the Norwegian coast. The tide gauges in Tromsø, Narvik,
and Oslo are located inside fjords and do not have enough CS2 observations available for trend
computations. Thus, we used a subset of 20 tide gauges to estimate VLM rates (see Figure 1b and
Supplementary Materials Table S1). Two tide-gauge data sets were used in this study: (i) monthly
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averaged sea-level observations obtained from the Permanent Service for Mean Sea Level (PSMSL) [24]
at http://www.psmsl.org/data/obtaining/ and (ii) 10-min sea-level observations obtained from
the database of the Norwegian Mapping Authority (NMA). Both data sets cover the same period
as the CS2 observations, i.e., from 2010 to 2018. The NMA tide-gauge data are given as observed
water levels referred to tide-gauge zero. To each tide-gauge record from NMA, ocean-tide (OT)
corrections were applied. These corrections were estimated in a harmonic analysis of several years
of water-level observations from the current tide gauge. OT corrections were not applied to PSMSL
observations since the strongest tidal constituents will be close to zero in monthly averages of
tide-gauge observations [3,4]. The IB corrections were applied to neither PSMSL nor NMA tide-gauge
records. At the tide gauge in Mausund, monthly sea-level observations are not available in the archives
of PSMSL. Thus, monthly averages were computed from the NMA record with 10-min sampling
interval instead. For consistency between altimetry and tide-gauge data sets, the DAC correction
provided by GPOD was added back to the sea-level anomalies, meaning that the CS2 observations
were not corrected for DAC [1].

2.3. Rates of Vertical Land Motion

The PSMSL and NMA tide-gauge data were interpolated using nearest-neighbor interpolation
onto 1 and 20 Hz time stamps of CS2 SARIn observations. VLM rates and standard deviations of
residuals, se, were then computed by fitting a linear regression model to the differences. To account for
serial correlation in the time series, final rate uncertainties (σ) were estimated by:

σ = se

√
1 + r1

1− r1 , (1)

where r1 is the lag-1 autocorrelation coefficient computed from the residuals of the regression [25].
In the following, VLM1HzPSMSL and VLM1HzNMA refer to VLM rates estimated from tide-gauge
observations from PSMSL and NMA, respectively, and 1 Hz CS2 data. Similarly, VLM20HzPSMSL
and VLM20HzNMA are calculated from 20 Hz CS2 observations.

2.4. Validation Data

We used the absolute land-uplift model NKG2016LU_abs [11] for the Nordic-Baltic region
to validate our calculated VLM rates. NKG2016LU_abs is a semi-empirical land-uplift model,
which combines an empirical land-uplift model with a GIA model. The empirical model is based on
BIFROST (Baseline Inferences for Fennoscandian Rebound Observations, Sea Level, and Tectonics)
GPS velocities [26] and levelling, and does not include sea-level data. In the first step, estimates of
vertical velocities were derived from GPS and levelling at the corresponding observation sites over
land. In the next step, residuals with respect to vertical velocities derived from a GIA model were
formed. These residuals were filtered and gridded by least-squares collocation, thus reducing the
noise of the geodetic observations. In the final step, velocities of the GIA model were restored,
yielding a smooth gridded surface representation of present-day VLM. The underlying GIA model,
NKG2016GIA_prel0306, was computed applying the ICEAGE software [27]. This model uses a
three-layered rheology and a thermo-mechanical ice history for Fennoscandia and the Barents Sea
compiled by L. Tarasov [11]. The uncertainty of the VLM rates from NKG2016LU_abs was calculated
to 0.6 mm/year by Olsson et al. [28], taking into account internal uncertainty (0.2 mm/year), as well
as drift in the ITRF2008 reference frame’s origin (0.5 mm/year) and scale (0.3 mm/year). Notice that
the land-uplift model provides both (i) absolute land-uplift rates in ITRF2008 (NKG2016LU_abs,
Figure 1a) and (ii) levelled land-uplift rates relative to the geoid (NKG2016LU_lev). In the following,
when referring in the text to the NKG uplift model, the absolute land-uplift model NKG2016LU_abs
is meant.
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3. Results

Table 1 gives an overview of the amount of available 1 and 20 Hz CS2 SARIn observations within
CS2 boxes as well as the mean difference and mean correlation between CS2 and tide-gauge time series
computed over 20 Norwegian tide gauges. Generally, both 1 and 20 Hz CS2 time series agree well
with the NMA tide-gauge time series. Averaged over all tide gauges, the 1 Hz CS2 time series show a
standard deviation of differences and correlation of 11.9 cm and 0.82, respectively. The 20 Hz CS2 time
series show a standard deviation of 12.1 cm and a correlation of 0.77. The agreement between 1 and
20 Hz CS2 time series with PSMSL is poorer. The 1 Hz CS2 time series show a standard deviation of
17.5 cm and a correlation of 0.53, while the 20 Hz time series show a standard deviation and correlation
of 16.7 cm and 0.50, respectively. Hence, the tide-gauge time series from both NMA and PSMSL agree
better with 1 Hz CS2 time series than with 20 Hz time series in terms of mean correlations.

Linear rates as well as associated uncertainties of VLM from the NKG uplift model and CS2
combined with tide-gauge records over the period 2010–2018 are illustrated in Figure 3. The upper and
lower panels show VLM rates based on 1 and 20 Hz CS2 time series, respectively. The NKG land-uplift
model shows positive rates (from 1.3 mm/year at Måløy to 4.7 mm/year at Trondheim) for all 20 tide
gauges. This is also confirmed by the majority of our estimated VLM rates. The rate uncertainties
calculated by Equation (1) take into account serial correlations of measurements. The uncertainties
range from 3.1 to 27.1 mm/year when using 1 Hz CS2 sea-level anomalies and from 1.1 to 18.5 mm/year
when using 20 Hz CS2 data. Largest uncertainties occur at tide gauges with few CS2 observations
available, i.e., at Trondheim, Heimsjø, Oscarsborg, and Hammerfest (see Figure 2).

Table 2 lists key numbers from the comparison between our VLM estimates and rates from
the NKG uplift model. VLM rates based on both 1 and 20 Hz CS2 data in combination with NMA
tide-gauge measurements (VLM1HzNMA and VLM20HzNMA) agree with the NKG uplift model within
uncertainties for most of the sites. Their differences range from −13.9 to 8.1 mm/year. When using
PSMSL tide-gauge data for the VLM estimation (VLM1HzPSMSL and VLM20HzPSMSL), differences range
between −23.2 and 16.3 mm/year. The standard deviations of differences between the NKG uplift
model and rates of VLM based on PSMSL tide-gauge records are twice as large as the standard
deviations of differences between the land-uplift model and rates from NMA tide-gauge data.

The last two columns of Table 2 list coastal averages of VLM and uncertainties defined in
Equation (1), where both quantities represent values averaged over tide gauges. We notice that
the mean uncertainties when using 20 Hz CS2 observations are almost half of the mean uncertainties
when using 1 Hz CS2 sea-level anomalies. The NKG uplift model has a coastal average of 2.8 mm/year
over all 20 tide gauges. VLM1HzPSMSL shows a coastal average of 4.4 mm/year and VLM1HzNMA

of 2.4 mm/year. VLM rates based on 20 Hz CS2 data show coastal averages of 5.5 mm/year
(VLM20HzPSMSL) and 3.4 mm/year (VLM20HzNMA). We used the Welch’s unequal variances t test [29]
(two-tailed, with α = 0.05) to check whether the coastal averages of estimated VLM rates are significantly
different from the coastal average of the NKG uplift model rates. The average rates of our four VLM
solutions along the Norwegian coast were not significantly different from the coastal average of the
NKG uplift model at the 95% level. Though the coastal averages of VLM rates calculated with PSMSL
data (VLM1HzPSMSL and VLM20HzPSMSL) differ more from the coastal average of the NKG uplift model,
they were not significantly different. This is most likely due to the high spread of the PSMSL-based
VLM rates, and the fact that two most different estimates may pass the Welch’s unequal variances t
test if one of the two data sets has a large variance. The mean Spearman’s rank correlation coefficient
between VLM estimates based on PSMSL data and the NKG uplift model is 0.53 when using 1 Hz
CS2 data, and 0.46 when using the 20 Hz CS2 observations (Figure 4a,c). Employing NMA tide-gauge
records, the mean correlation between VLM rates and the NKG uplift model over all tide gauges is
0.58 and 0.43 for 1 and 20 Hz CS2 data, respectively (Figure 4b,d). The mean correlations calculated for
the Norwegian coast are lower than 0.77 obtained by Pfeffer and Allemand [3] at 113 GPS sites. At the
same time, they outperform the results by Nerem and Mitchum [2] (0.35 at 33 nearby GPS and DORIS
sites) and Ostanciaux et al. [6] (0.40 at 57 GPS sites).
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At Vardø, Harstad, Rørvik, Ålesund, Bergen, and Viker, for at least three out of four VLM
solutions, differences to the NKG uplift model are maximum 5 mm/year or less. Although most of
those tide gauges are inside fjords and land-confined (except Vardø and Viker), they show a good
agreement to the NKG uplift model. At Honningsvåg, Hammerfest, Trondheim, Kristiansund, Måløy,
Stavanger, and Tregde, the differences to the NKG uplift model range between 2 and 10 mm/year
for three or four VLM solutions. Most of these tide gauges are land-confined, except Kristiansund
and Tregde. In turn, high discrepancies between the NKG uplift model and VLM rates from CS2 and
tide-gauge data are found at both tide gauges that are land-confined and located to the open ocean.
For all four solutions, the largest misfits to the NKG uplift model are observed at Trondheim, Heimsjø,
and Oscarsborg, all located deeply inside fjords. Leaving out these tide gauges, the coastal average of
the NKG uplift model drops from 2.8 to 2.6 mm/year. Excluding Trondheim, Heimsjø, and Oscarsborg
from the comparison reduces the minima and standard deviations of differences for all VLM solutions
considerably (see lower part of Table 2). A decrease in the coastal averages of estimated VLM rates
is noted as well as reduced uncertainties. Unlike the mean values of differences calculated over all
tide gauges, the mean values after excluding Trondheim, Heimsjø, and Oscarsborg are all positive,
implying that all VLM solutions have consistently smaller rates than the observations in the NKG
uplift model reflect. VLM1HzPSMSL and VLM1HzNMA differ on average 1.4 and 1.5 mm/year from
the NKG uplift model, respectively. VLM20HzPSMSL differs on average 0.1 mm/year from the NKG
uplift model and VLM20HzNMA 0.3 mm/year. The agreement of mean values between differences of
estimated VLM rates and the NKG uplift model is also reflected in the agreement between their coastal
averages. VLM rates based on 1 Hz CS2 data show coastal averages of 1.2 mm/year (VLM1HzPSMSL)
and 1.1 mm/year (VLM1HzNMA), while estimates of VLM based on 20 Hz data have coastal averages
of 2.5 mm/year (VLM20HzPSMSL) and 2.3 mm/year (VLM20HzNMA).

Table 1. Number of available CS2 SARIn observations in CS2 boxes and the overall agreement (mean
Spearman’s rank correlation coefficient and mean standard deviation) between CS2 and tide-gauge
time series at 20 Norwegian tide gauges.

No. of CS2 Mean Mean Mean Mean
Observations Corr. Std (cm) Corr. Std [cm]

CS2 Min Max Mean PSMSL NMA

1 Hz 24 402 218 0.53 17.55 0.82 11.89
20 Hz 269 6738 3359 0.50 16.70 0.77 12.12

Table 2. Statistics of NKG2016LU_abs signal as well as statistics of differences between
NKG2016LU_abs and VLM rates based on CS2 observations and tide-gauge data along the Norwegian
coast in mm/year. The upper part of the table shows the statistics over all 20 tide gauges, while the
lower part shows the statistics excluding Trondheim, Heimsjø, and Oscarsborg. The last two columns
represent the coastal averages and uncertainties (defined in Equation (1) for estimated VLM rates and
adopted from Olsson et al. [28] for NKG2016LU_abs) calculated over tide gauges.

Min Max Mean Std Coastal Average Uncertainty

NKG2016LU_abs 1.3 4.7 - 1.1 2.8 0.6
NKG2016LU_abs - . . .
VLM1HzPSMSL −23.2 16.3 −1.5 11.0 4.4 10.8
VLM1HzNMA −13.9 8.1 0.4 4.8 2.4 6.2
VLM20HzPSMSL −23.2 14.5 −2.7 10.0 5.5 6.2
VLM20HzNMA −10.5 6.5 −0.5 4.1 3.4 3.2

NKG2016LU_abs a 1.3 4.3 - 1.0 2.6 0.6
NKG2016LU_abs - . . . a

VLM1HzPSMSL −12.3 16.3 1.4 8.7 1.2 9.5
VLM1HzNMA −3.9 8.1 1.5 3.5 1.1 5.3
VLM20HzPSMSL −13.1 14.5 0.1 7.7 2.5 4.4
VLM20HzNMA −5.5 6.5 0.3 3.4 2.3 2.3

a Trondheim, Heimsjø, and Oscarsborg were excluded.
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Figure 3. Rates of VLM at 20 Norwegian tide gauges. Black squares represent rates from
NKG2016LU_abs, while red and green squares represent VLM calculated from tide-gauge data
provided by PSMSL and NMA, respectively, and CS2 sea-level anomalies. (a) VLM rates based on 1 Hz
CS2 time series. (b) VLM rates based on 20 Hz CS2 time series. The size of squares corresponds to
2 mm/year. The error bars indicate the associated uncertainties σ calculated by Equation (1), taking into
account serial correlations in the measurements. The uncertainty of VLM rates from NKG2016LU_abs
is 0.6 mm/year [28].
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Figure 4. Comparison of estimated VLM rates with rates from NKG2016LU_abs. Spearman’s rank
correlation coefficient ρ is shown, which was computed over all 20 tide gauges.
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4. Summary and Discussion

We have assessed VLM at 20 tide gauges along the Norwegian coast by computing linear trends
of differences between CS2 and tide-gauge time series for the period 2010–2018. Two tide-gauge
data sets have been used: (i) monthly sea-level observations from PSMSL and (ii) 10-min sea-level
measurements obtained from NMA. The agreement between the CS2 and tide-gauge time series is
given in Table 1. The resulting VLM rates with associated uncertainties are shown in Figure 3 and
Supplementary Materials Table S1, while the statistics of the comparison with the NKG uplift model is
given in Table 2 and Figure 4.

The 1 Hz CS2 data agree better with the tide-gauge time series than the 20 Hz data in terms of
mean correlations. The agreement between the 20 Hz CS2 data and tide-gauge data from NMA (mean
standard deviation of 12.1 cm and mean correlation of 0.77) represents encouraging improvements
compared to the results in Idžanović et al. [22]. For the same 20 tide gauges, they obtained a mean
standard deviation of 14.7 cm and a mean correlation of 0.64 using standard CS2 corrections and
the simple threshold retracker. Our results demonstrate that the SAMOSA 2 retracker has improved
the coastal performance compared to the empirical retracker. Furthermore, the tide-gauge data with
10-min sampling interval agree significantly better with CS2 measurements than the monthly PSMSL
time series. The smaller correlation and higher standard deviation between CS2 and the PSMSL
time series (see Table 1) can be explained by most different sampling rates. The 1 or 20 Hz sampling
frequencies of CS2 imply that the altimetry observations include ocean signals, which are averaged to
nearly zero in the monthly tide-gauge data. Consequently, differential ocean signals may be introduced
in the series of differences between CS2 and the monthly tide-gauge data. This, in turn, may lead to
less accurate VLM estimates and a possibly poorer fit to the NKG uplift model.

Our results are encouraging and suggest that CS2 in combination with the high-frequency NMA
tide-gauge data can reflect the coastal average of VLM over 20 tide gauges along the Norwegian coast.
At Honningsvåg, Kabelvåg, Rørvik, Mausund, and Viker, are differences between VLM rates based on
NMA data and the NKG uplift model within the uncertainty of the land-uplift model. In addition,
the agreement between the NKG uplift model and NMA-based VLM solutions indicates that there are
no systematic errors in the Norwegian national sea-level observing system. Furthermore, the results
obtained along the coast demonstrate that altimetry in combination with tide-gauge data can be used
to determine VLM at tide gauges where there are no nearby GPS receivers nor rates available from a
VLM model.

In general, the spread of rates from CS2 and tide gauges is larger than that of the NKG uplift
model. This is especially notable for the PSMSL-based VLM rates, where the combination of CS2 with
PSMSL tide-gauge records does not observe the VLM at some tide gauges. However, the NMA-based
VLM solutions show a much smaller spread of differences to the NKG uplift model and a high spatial
correlation. The comparison between estimated VLM rates and the NKG uplift model indicates
that largest differences occur at tide gauges with an insufficient number of CS2 observations, i.e.,
at Trondheim, Heimsjø, and Oscarsborg. Excluding those tide gauges, the NKG uplift model shows a
coastal average of 2.6 mm/year. Omitting Trondheim, Heimsjø, and Oscarsborg from the comparison,
the standard deviations of differences decrease along with a significant drop in the mean uncertainties.
In addition, eliminating Trondheim, Heimsjø, and Oscarsborg, the largest improvement is found for
the PSMSL-based VLM solutions. Combining 1 and 20 Hz data with tide-gauge data provided by
NMA gives coastal averages of 1.1 and 2.3 mm/year, respectively. VLM rates calculated combining
tide-gauge measurements from PSMSL with 1 and 20 Hz CS2 data show coastal averages of 1.2
and 2.5 mm/year, respectively. In case of omitting the problematic tide gauges, we note a stronger
dependence of VLM estimates to the CS2 sampling, and a better fit of VLM rates based on 20 Hz data
to the NKG uplift model.

Different OT corrections applied to CS2 (FES2004) and tide-gauge measurements (OT corrections
provided by NMA) are possible reasons for the misfit between the NKG uplift model and calculated
VLM rates at some tide gauges. Particularly at Hammerfest, Trondheim, Heimsjø, and Kristiansund,
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discrepancies between signal standard deviations of FES2004 and local OT corrections within CS2
boxes are ranging from 6.7 to 28.5 cm. At these stations, we also find the largest differences to the NKG
uplift model. In addition, the CS2 sea-surface observations come from multiple tracks within the CS2
boxes. Potential MSS errors will appear as SLA offsets between individual tracks, possibly introducing
SLA errors [30] and, in turn, affecting the VLM estimation. Especially at the coast, it becomes a problem
where no observations are available, and the MSS is simply extrapolated. In general, the observed
discrepancies between altimetric sea-level anomalies and tide-gauge sea level, and in turn the large
spread of estimated VLM rates not seen in the NKG uplift model, might be due to an insufficient
number of CS2 observations within CS2 boxes, instrument noise and complex ocean [22] or other
coastal processes (e.g., local subsidence not represented by the NKG uplift model).

The estimated errors of VLM rates are strongly dependent on the number of CS2 observations
available in each CS2 box. Consequently, mean uncertainty estimates based on 20 Hz data (6.2 mm/year
for VLM20HzPSMSL and 3.2 mm/year for VLM20HzNMA) are much smaller than those based on 1 Hz
data (10.8 mm/year for VLM1HzPSMSL and 6.2 mm/year for VLM1HzNMA). Extension of the CS2
data span would improve the accuracy of the estimated VLM rates [5]. A next step in the VLM
estimation from CS2 and tide gauges could be a link of relative VLM between tide gauges, as presented
in Kuo et al. [1], using additional conditions and taking advantage of long-term tide-gauge records
available in Fennoscandia. In addition, replacing the standard CS2 OT correction with a local one,
as demonstrated in Idžanović et al. [22], could possibly lead to a better agreement of estimated VLM
rates with the NKG uplift model. Especially at tide gauges, where discrepancies between standard
and local OT corrections are large. Furthermore, expanding the estimation of VLM rates using CS2
and tide-gauge measurements to the Baltic Sea region will be considered in the future, where the VLM
signal reaches values up to ∼10 mm/year.

Supplementary Materials: The following is available online at http://www.mdpi.com/2072-4292/11/7/744/s1,
Table S1: Location of 20 tide gauges along the Norwegian coast as well as estimated linear VLM rates and
corresponding uncertainties at tide gauges in mm/year.
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