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Summary

The global wind energy production is increasing, and wind energy is expected to
be one of the dominating energy sources for generation of electricity in a couple
of decades. To achieve this, wind farms are built as big clusters of wind turbines.
The wind conditions inside these farms are different compared to the free-stream
conditions, and the area behind the upstream turbines is known as the wake.
Turbines operating in the wake of other turbines are experiencing higher loads
and reduced power production. As a consequence of this, accurate engineering
models are needed to predict the loads and power production for the turbines in
wind farms.

For this purpose, the Dynamic Wake Meandering model was developed several
years ago. Previous studies have shown that the model predicts loads and power
production in wind farms with high accuracy for wind speeds below the rated
wind speed of the turbine. However, the model fails around rated wind speed, and
particularly power production above rated wind speed has not been thoroughly
investigated with the model. As a consequence of this, the main goal of this thesis
is to investigate the power production around rated wind speed and above rated
wind speed.

For this purpose, three different methods for treating wake merging are used to
predict the wake losses over a wide range of wind speeds. The first method is
based on a dominant wake approach, while the two other methods do linear and
squared summation of the velocity deficits in the wakes. The performance of these
methods are validated against full-scale field data from Lillgrund, an offshore wind
farm located outside the southwest coast of Sweden. The results show that the
first method has a fine agreement with the field data well below rated wind speed,
where it overestimates the power production with 6% at 10 m/s, but fails for wind
speeds exceeding 10 m/s. The method based on linear summation is better than
the two the other above rated wind speed. A problem with the model is the fact
that the model overpredicts the wake losses for most of the wind speeds above 10
m/s already at turbine 2, which reduces the validity of the wake merging methods.

The conclusion is that the model is a nice tool for predicting the power production
and wake losses in offshore wind parks below and above rated wind speed, but fails
around rated wind speed. To improve this, it is important to model the wake loss
behind the first turbine in the row accurately, for better validation of the wake
merging methods around rated wind speed. Moreover, the wake merging procedure
could also be improved. This could be achieved by introducing new methods for
wake merging, or by testing other existing summation methods. Furthermore, a
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even more consistent formulation of the turbulence build-up might improve ability
of the Dynamic Wake Meandering model to estimate wake losses over a wide range
of wind speeds.



Sammendrag

Den globale produksjonen av vindenergi er økende, og vindenergi er forventet å
være en de dominerende energikildene for produksjon av elektrisitet om et par
ti̊ar. For å oppn̊a dette blir flere og flere vindparker bygget, best̊aende av store
samlinger med vindturbiner. Vindforholdene innenfor disse parkene er annerledes
enn forholdene utenfor, og omr̊adet bak en oppstrøms turbin kalles vake. Turbiner
som operer i vaken til andre turbiner kjennetegnes ved at de opplever høyere laster
og redusert effektproduksjon. Som en konsekvens av dette, er det nødvendig med
presise modeller til å predikere laster og effektproduksjon for tubiner i vindparker.

For dette formålet ble ”Dynamic Wake Meandering” modellen utviklet for flere år
siden. Tidligere studier har vist at modellen predikerer laster og effektproduksjon
i vindparker med høy presisjon for vindhastiheter under tubinens nominelle vind-
hastighet. Det er samtidig vist at modellen feiler rundt nominell vindhastighet,
og effektproduksjonen over nominell vindhastighet har ikke blitt undersøkt nøye
med modellen. Som en konsekvens at dette, er hovedform̊alet med oppgaven å
undersøke effektproduksjonen rundt nominell og over nominell vindhastighet.

Til dette formålet er tre forskjellige metoder for summering av vaker benyttet til å
predikere vaketapene. Den første metoden er basert p̊a en tilnærming der den tar
utgangspunkt i den dominerende vaken. Den andre er basert p̊a en lineær summer-
ing av vakene, og den siste er basert p̊a en kvadrert summering av vakene. Ytelsen
for disse metodene er validert mot fullskala feltdata data fra Lillgrund vindpark,
en havbasert vindpark utenfor sørvest kysten av Sverige. Disse resultatene viser
at den første metoden stemmer fint overens med feltdataene godt under nominell
vindhastighet, der der den overestimerer effektproduksjonen med 6%, men feiler
n̊ar vindhastigheten overstiger 10 m/s. Metoden basert p̊a lineær summering er
bedre egnet enn de to andre over nominell vindhastighet, som stemmer godt med
IEC standaren. Ingen av metodene fungerer ved nominell vindhastighet, men det
skyldes delvis at modellen underestimerer vaketapene før summeringen av vakene
har begynt.

Konklusjonen er at modellen er et nyttig verktøy for å predikere effektproduks-
jonen i offshore vindparker under og over nominell vindhastighet, men feiler rundt
nominell vindhastighet. For å forbedre modellen rundt nominell vindhastighet må
vaketapet etter den første turbinen i raden beregnes mer presist, før summerin-
gen av vakene begynner. Da vil metodene for summering av vaker benyttet i
denne oppgaven ogs̊a estimere vaketapene med høyere treffsikkerhet. Videre kan
summeringen av vakene potensielt forbedres ved å introdusere nye metoder for
summering av vaker, eller å teste andre allerede eksisterende metoder for summer-
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ing av vaker. Videre, en mer presis formulering for oppbygning av turbulensen kan
potensielt forbedre ”Dynamic Wake Meandering” modellens evne til å estimere
vaketap for et bredt spekter av vindhastigheter.
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Chapter 1

Introduction

1.1 Motivation

Climate change is one of the greatest challenges in the 21st century, where CO2

from non-renewable energy sources are a major contributor. There has been a
growing interest worldwide to increase the renewable energy production, to reduce
the emissions of climate gases. Through the Paris agreement in 2015, most of the
countries in the world agreed on limiting the global warming with 1.5 degrees, with
an absolute maximum limit of 2 degrees [1]. To achieve this, it is extremely im-
portant implement more renewable energy in the electricity mix. The EU agreed
to a target of 32% renewable energy in the energy demand by 2030. This corres-
ponds to share of 55% renewable energy sources in the electricity generation by
2030 [2].

In 2019, it was installed 60.4 GW of wind power, which is the second best year in
the history of the wind industry. Of this, 6.1 GW was offshore wind power, and
2019 is the first year offshore wind has more than 10% of the new installations.
This brings the global cumulative wind power capacity up to 651 GW, where
offshore wind with an installed capacity of 29 GW reach a total share of 4.5% [3].

The wind turbines installed by the end of 2019 have the potential to cover more
than 6% of the global electricity demand [4]. It is expected that the offshore
wind power capacity will increase with more than 205 GW by 2030 [5]. By 2050,
wind energy is estimated to generate 26% of the global electricity production [6].
Floating offshore wind turbines has a large future potential, but this technology
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2 CHAPTER 1. INTRODUCTION

is not cost-competitive at the moment. By the end of 2019, the global floating
offshore wind capacity was 66 MW. It is estimated that 3-19 GW will be built
within the next ten years, depending on the development of LCoE [5].

Wind energy has also become one of the most economically beneficially energy
sources to implement in the electricity mix, and by 2018, at least 90 countries had
commercial wind power installed, where 30 countries had more than 1 GW in op-
eration [7]. In 2019, Europe installed 15.4 GW of new wind power capacity, where
24% of this were offshore installations. This brings the total wind power capacity
in Europe to 205 GW. With a generation of 417 TWh in 2019, wind power contrib-
uted to 15% of the European electricity demand [8]. The global weighted average
LCoE of commissioned onshore wind farm in 2018 was 0.056$/kWh, where a re-
duction to 0.048 $/kWh by 2020 is estimated. The global weighed average LCoE
is 0.127 $/kWh for offshore wind farms, where this is estimated to 0.108 $/kWh
in 2022 [9]. For floating offshore wind, the LCoE for pre-commercial projects is in
the order of 0.18-0.20 /kWh. This is expected to be reduced to 0.040-0.060 /kWh
in 2030 [2]

A great challenge in wind energy production is the variation of the wind, and
to predict the power output. The variation in the wind increases fatigue loads on
both tower and rotor, and creates a turbulent field downstream of the turbine. The
region behind the turbine is called wake. The wind speed in this region is decreased
due to the power extracted from the turbine. Turbines located downstream in the
wake of other turbine will therefore produce less power than the upstream turbine,
and experience greater loads. It is therefore crucial to know how the wake behaves
and develops in the downstream region, to predict the power production and the
flow characteristics in the wind farm.

1.2 Previous work

Wake losses has been a topic since the beginning of the wind turbine reesarch in the
1970’s, where Lissamann [10] was one of the first to address this issue back in 1979,
where the terms near and far wake were introduced. A year later, Vermeulen [11]
gave an overview of the existing measurements from wind tunnel experiments at
the time, and a more detailed description of the near wake and intermediate wake
was presented. Ainslie [12] further depeloped the far wake model, implementing
the effect of the ambient turbulence as well as the effect of the shear-generated
turbulence. The effect of wake meandering was mentioned by Baker and Snel in
1984 [13], and by Ainslie in 1988 [14], but not given much attention otherwise.
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The work of Ainslie from 1985 - 1988 inspired the development of the Dynamic
Wake meandering (DWM) model. The first version of this model was presented by
Madsen et. al [15] in 2003. A detailed description of the fundamental assumptions
of the DWM model was presented by Larsen et al. [16], which forms the basis of
the newer versions formulated since. A detailed description of the implementation
of the model in an aerolastic code was presented by Madsen et al. [17], and fine
agreement was obtained by simulating loads in the Egmond Aan Zee wind farm
[18]. Moreover, Keck et al. [19] showed a fine agreement for the power losses in
the wake. Furthermore, Larsen et al. [20] presented an article in 2015 for load
estimation with two different approaches for the wind speed regime above and
below rated speed, where the difficulties of predicting loads around rated wind
speeds were demonstrated. These two approaches are now implemented in the
new IEC standard from 2019 [21].

1.3 Aim of the study

Predicting the power and load regime is of great importance when establishing a
wind farm. Accurate models of wakes inside the wind farm is therefore needed
to predict the power production and loads, where the loads also affect the life
expectancy and the maintenance costs [22].

There has previously been developed several models predicting the wake regime,
which started in the late 70s, when the first wind farms were built. However, this
has proven to be a difficult task. Most of the previous wake models have simulated
the wake losses under rated wind speeds, with good results. The problem rises
when the wind speed approaches rated wind speed, and also for wind speeds above
this. Although Computational Fluid Dynamics (CFD) and Large Eddy Simulation
(LES) have shown promising results, are these models are very computational
expensive, with simulation time up to several weeks.

A different method is the DWM model. This model is based on several assump-
tions, and require significantly less computational time. This model has previously
shown promising results for the power and load regime below rated wind speed,
but fails above and around rated wind speed. However, the power production
around and above rated wind speed has not previously been thoroughly investig-
ated, which leads to an interesting research topic.

The main goal of this study is the following:
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• Estimate the power production around rated and above rated wind speed
with the DWM model.

The main goal is further divided into the following sub goals:

• Investigate the performance of three different wake merging methods at vari-
ous wind speeds, and compare them with field measurements.

• Tie the results to already existing theory.

• Identify further improvements for wake merging with the DWM model.



Chapter 2

Theory

2.1 Wind turbine aerodynamics

A wind turbine is a device that converts kinetic energy to mechanical energy.
The mechanical energy is further converted to electrical energy by the generator.
The most common wind turbine is a three-bladed horizontal axis wind turbine
(HAWT). This is the only wind type of wind turbine discussed in this thesis. As
the name implies, the rotational axis is horizontal. With the purpose to produce
as much energy at an low cost as possible, wind turbines are placed together as
clusters in wind farms. The momentum theory and blade element momentum
theory described below is covered by Manwell [23], Burton [24] and Hansen [25]

2.1.1 One-dimentional Momentum Theory

It is obviously not possible to extract all of the kinetic energy form the wind, as
the wind speed would be reduced to zero in the downstream region of the turbine,
and not being able to move away from the turbine. In 1919, the German physicist
Albert Betz derived a limit of the maximum amount of energy there is possible to
extract from the kinetic energy in the wind. This is based on several simplifying
assumptions, such as the turbine is assumed to be an actuator disc, which means
infinite number of turbine blades, uniform thrust over the rotor disc, non-rotating
wake, steady-state flow, incompressible and inviscious fluid, and constant mass
flow along the stream tube.

5
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Figure 2.1: Stream tube of a wind turbine. This figure is inspired by Hansen [25]

As the free-stream velocity U0 approaches the rotor as seen in figure 2.1, the velo-
city is reduced, and the pressure increases to a level above atmospheric pressure.
However, there is a sudden pressure drop right after the wind passes the rotor.
As a result of this, the stream tube expands over the rotor, as seen in 2.1. The
velocity at the rotor disc is denoted Ur. When the wind passes the rotor, the
velocity continues to decrease, until the velocity reaches the wake velocity Uw. At
this point, the pressure has recovered to the ambient pressure. The force from the
wind in the streamwise direction acting on the rotor is known as the thrust force,
resulting from the pressure drop over the rotor. Since an ideal rotor is assumed,
the flow is steady-state, frictionless and incrompressible, with no external forces
acting on the fluid upstream or downstream of the rotor. Under these assump-
tions, the Bernoulli equation may be applied, giving the following expression for
the thrust force T :

T =
1

2
ρA(U2

0 − U2
w) (2.1)

where ρ is the density of the air, and A is area of the rotor. For standard condi-
tions, the density of the air is 1.225 kg/m3. The axial induction factor a describes
the fractional decrease in wind velocity between the free-stream velocity and the
velocity at the rotor. An expression for the velocity just behind the rotor is given
as:
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Ur = U0(1− a) (2.2)

In a similar matter, velocity in the far wake is given by the relation

Uw = U0(1− 2a) (2.3)

From these two equations, it is required that a < 1
2
, otherwise Uw will be less

or equal to zero, and the theory will no longer be applicable. The power in the
ambient wind , P0, is found by combining formula for kinetic energy and continuity
equation, which gives the formula

P0 =
1

2
ρAU0

3 (2.4)

The power output P from the wind turbine is found by multiplying the thrust
with the velocity at the rotor. The power output P from the turbine is given by
the relation

P = P0Cp (2.5)

where the power coefficient CP is described as:

CP = 4a(1− a)2 (2.6)

By differentiation of this expression with respect to a and setting the right side of
the equation equal to zero, the maximum power coefficient is found to be Cp max =
16
27

, which approximately equals Cp = 0.593, and occurs when a = 1
3
. This is known

as the Betz limit. In practice today, wind turbines may reach a power coefficient
of CP = 0.5 at optimal wind speed [25].

The thrust force may also be expressed by the thrust coefficient CT , where CT is
expressed as

CT = 4a(1− a) (2.7)
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The thrust force is thus given by the expression

T =
1

2
ρAU2

0CT (2.8)

Power curves and thrust curves that shows the power, power coefficient and thrust
coefficient as a function of wind speed are important tools for modelling purposes
in the wind industry, and is further explained in chapter 3. Moreover, according
to Barthelmie et al. [26], Sanderse [27] and Elliot [28], the largest wake losses
occur at wind speeds below rated with high thrust coefficient. It is also stated by
Barthelmie et al. [26] that the wake losses are close zero for wind speeds with low
thrust coefficients.

2.1.2 Blade momentum theory

The profile of a wind turbine blade turbine can be compared with an airfoil when
describing the forces that acts on the turbine, which is a representation of the cross
section of the turbine blade. The two most fundamental forces are lift and drag
force.

Figure 2.2: Airfoil of a wind turbine blade. This figure shows the leading edge LE,
the aerodynamic center AC, the trailing edge TE, and the chord line, which is a straight
line from the LE to the TE. This figure is inspired by Hansen [25].

When air moves towards the leading edge, the streamlines curve around the airfoil.
The airfoil exerts a force on the air downwards. From Newton’s third law, the air
exerts an opposite force on the airfoil. This force in known as the lift force, and
is perpendicular to the streamwise direction of the air flow. The lift force per unit
span FL is described as
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FL =
1

2
ρcU2

0CL (2.9)

where c is the chord length and CL is the lift coefficient. When a fluid is flowing
over a body, it exerts a force on the body in the flow direction, termed as drag
force. The drag force acts parallel to the streamwise direction of the air. The lift
and drag force is illustrated in figure 2.3. The drag force FD is described by the
equation

FD =
1

2
ρcU2

0CD (2.10)

where CD is the drag coefficient.

Figure 2.3 shows the different forces acting on and velocities around a wind turbine.

Figure 2.3: Profile of a a wind turbine with the most important forces and velocities
action on a wind turbine blade. This figure is inspired by Manwell et al. [23].

The relative velocity Urel, which is the inflow velocity, is parallel to the inflow angle
φ. θ is the pitch angle, α is the angle of attach, α′ is the angular induction factor,
R is the rotor radius and Ω is the angular velocity. The pitch angle is important for
regulation purposes of the wind turbine when the wind reaches rated wind speed.



10 CHAPTER 2. THEORY

2.1.3 Wind turbine regulation

The tip speed ratio, denoted TSR, is an important design parameter for wind
turbines. It is given by the relationship

λ =
ΩR

U0

(2.11)

where R is the radius of the rotor blade and Ω is the angular velocity of the rotor.
It is important with a satisfying TSR, to achieve the highest possible Cp. The
optimum tip speed ratio is often around 6-8 for a three-bladed HAWT [29].

The wind speed where the wind turbine starts to extract power is termed cut-in
speed, usually around 3-4 m/s. The power extraction increases with cube of the
wind speed, until it starts to flatten out. The wind speed where the maximum
power output is reached is termed rated wind speed, with values typically from 11
- 17 m/s. The turbine extracts maximum amount of power between rated wind
speed and cut-out speed, with a typical value of 25 m/s [30]. The wind turbine
stops operating at wind speeds above this, to avoid extra loads, fatigue and damage
on the turbine. The power curve as a function of wind speed for the turbine used
in this study is presented in chapter 3.

2.2 The Atmospheric Boundary Layer

This section presents a general overview of how the atmospheric boundary layer is
built up. Furthermore, a description of properties such as surface roughness and
thermal effects are given, which are principal effects governing the properties of
the atmospheric boundary layer. This section is intended as an introduction and
a fundamental basis for the further reading about turbulence and the wake region
behind wind turbines. This chapter is primarily based on the literature presented
by Manwell et al. [23] and Burton et al. [24].

2.2.1 Nature of the wind

Wind is air in motion, which flows from a region with high pressure to a region
with lower pressure. The pressure differences are caused by the differential surface
heating of the earth, as a result of radiation from the sun. The different types of
land and water surfaces absorbs the energy from the radiation differently. The air
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rises in the atmosphere when it is heated and sinks when it is cooled. This leads
to large-scale circulation patterns, influenced by the Coriolis force caused by the
rotation of the earth. Obstacles like trees and houses have larger friction compared
to the wind that blows over a smooth surface, which leach leads to reduced wind
velocity.

2.2.2 Structure of the atmospheric boundary layer

The lowest level of the troposphere of the earth is known as the atmospheric
boundary layer (ABL), or the planetary boundary layer. In this region of the tro-
posphere, physical quantities such as temperature, air moisture and wind velocity
are strongly influenced by the surface, and change rapidly in time and space. When
investigating the wind resource at a specific site, the variation of the horizontal
wind speed with respect to height is an important parameter. The wind speed
is expected to increase exponentially with the height, and this variation of wind
speed is called vertical wind shear.

The depth of the ABL strongly varies with temperature. It could range from a
few hundred meters during the night due to surface nocturnal cooling, to 1-2 km
during the day as a result of convective conditions. As an exception, the depth of
the layer might reach 4-5 km over dry, hot surfaces [31].

The ABL is a turbulent layer, characterized by irregular swirls of motions, also
called eddies. Turbulent eddy motions are primarily generated by two factors:
forced convection and buoyancy. Forced convection occurs when air flow travels
across rough objects such as grass, buildings and trees, and is forced to pass
these. Buoyancy is a term used when warm air parcels are less dense compared to
the surrounding colder air parcels, which creates a drift in the upward direction.
Therefore, an important characteristic of the turbulence in the ABL is the effect-
iveness related to transportation of heat, moisture and natural greenshouse gases.
A comprehensive description about turbulence will be carried out in chapter 2.3
for deeper understanding.

2.2.3 Atmospheric stability

The thermal state of the ABL can be divided into three categories, which are
stable, unstable and neutral. The ABL is unstable when the surface is heated,
making warm air near the surface to rise. When the air rises, the pressure is
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reduced, the air expands, and cools adiabaticaly. If the effect of the cooling is too
small to bring the rising air into thermal equilibrium with the surrounding air, the
air will keep rising, which leads to large convection cells. The result of this is a
thick boundary layer with large-scale turbulent eddies, typically with a depth of
1-2 km as mentioned earlier.

The ABL is stable when the vertical motion of the rising air is suppressed due to
adiabatic cooling, which makes the raising air to become colder than the surround-
ings. This is often the case during cold nights, when the surface is cooled. This
situation is characterized with large wind shear, and the turbulence is generated
by the surface friction.

For the situation with the neutral ABL, the raising air remains in thermal equi-
librium with the surroundings because of the effect from adiabatic cooling. This
is typical in strong winds, where the turbulence is generated by the surface rough-
ness. Neutral stability is important for wind energy applications, since strong
winds generate most energy because the turbines will operate within the rated
power regimes. This will also cause the highest loads on the turbines.

The most common parameter to characterise atmospheric stability is known as
Monin-Obukhov length described by:

L = − T0u
3
∗

κg
√
ω′ T ′

(2.12)

where T0 is the mean temperature of the layer, g is the gravitational acceleration
constant, ω′ T ′0 is the kinematic virtual heat flux of the surface layer and u∗ is
the friction velocity.

The Monin-Obukhov length is a length scale, which describes the height of the
sub-layer of dynamic turbulence. A further description is found in Obukhov [32],
Monin and Obukhov [33], Sempreviva et al. [34] and Foken [35]. The sign of the
Monin-Obukhov length indicates the classification of the atmospheric stability,
where a minus sign indicates unstable atmosphere, near zero indicates stable, and
positive indicates neutral. Classifications such as very unstable, near unstable,
near-neutral, near stable and very stable are also found in the literature, see Pena
et al. [36]. Barthelmie et al. [37], Barthelmie and Jensen [38], Wharton and
Lundquist [39] and Keck [19].

In one of these studies [38], Barthelmie and Jensen found that near-neutral con-
ditions dominates the ABL for wind speeds exceeding 15 m/s. Furthermore, they
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showed that for wind speeds ranging from 5-10 m/s, roughly 20% of the cases are
classified as neutral class, 40% as stable, and 40 % as unstable.

The wake is affected by the level of atmospheric stability, and a number of studies
have presented how this affects the power production, see Hansen et al. [25],
Barthelmie et al. [40], Alblas et al. [41] and Keck [19]. How the wind turbine loads
are affected by the atmospheric stability is investigated by Sathe and Bierbooms
[42], Sathe et al. [43] and Kotur and Durǐsić [44].

2.2.4 Velocity profiles

As mentioned earlier, the wind velocity increases with height due to the friction
of the surface. This change happens more rapidly close to the surface. This can
be expressed in many ways, but the most common is known as the power law,
expressed as:

U(z) = Uref

(
z

zref

)α
(2.13)

where U(z) is the wind velocity is in a given height z, Uref wind velocity in a given
reference height zref , and α is the power exponent. According to Emeis and Turk
[45], the power law is often used for wind energy purposes due to its mathematical
simplicity. There is also a different, simple approach for the modelling of wind
speed as a function of height, described by:

U(z) = Uref

(
ln(z/z0)

ln(z/zref )

)
(2.14)

where z0 is the surface roughness length. The surface roughness offshore is typically
around 0.0002m, about hundred times less than the smallest roughness length
onshore [46]. However, since the usefulness of these two equations are limited, a
more complex equation is used for the modelling of the wind speed with respect
to height. This is known as the logarithmic wind profile function, and is used in
this study. It is described by the relation

U(z) = u∗

(
ln(z/z0) + Ψ

κ

)
(2.15)
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where κ = 0.4 is the von Karman constant, and Ψ is a function that depends on
the stability. It is positive for stable conditions, which gives high wind shear, and
negative for unstable conditions, which gives low wind shear. In neutral conditions,
Ψ is often neglected since this term becomes very small compared to the first term.
Nevertheless, Ψ is solved numerically based on the method described by Stull [47]
in this thesis. The roughness length is calculated by the following formula:

z0 = zch
u2∗
g

(2.16)

where zch is known as the Charnock constant, where a value of 0.018 is used, based
on the findings by Wu [48].

2.3 Turbulence

This chapter gives a review of the distinct features of turbulence. A brief in-
troduction of the nature of turbulence will be presented, before a more detailed
description about the different statistical properties of turbulence is presented,
such as turbulence intensity, the normal distribution, turbulence length scale and
turbulence spectra. This section is primarily based on the literature described by
Burton et al. [24] and Manwell et al. [23].

2.3.1 Nature of turbulence

Turbulence can be described as irregular movements of a fluid, characterized by
random and and chaotic three-dimensional vorticity [49]. Turbulence in the ABL
is primarily generated by thermal effects and surface friction. Examples of turbu-
lence generated by friction is when the wind hits a building or a three, creating an
irregular motion of the wind behind the obstacles. Friction and generated turbu-
lence are often connected, for example when the air flows over a mountain ridge,
the air is no longer in thermal equilibrium with the surroundings [24].

Turbulence is dependent of time and space. The three-dimensional movement of
the air can be decomposed to a longitudinal, lateral and vertical component. The
longitudinal component is defined to be in the prevailing wind direction, u(z, t).
The lateral component is denoted v(z, t), and the vertical component w(z, t), where
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z is the height and t is the time. Each component can further be divided into two
parts, the fluctuating part of zero mean, umean, and the average short - term wind
speed, Umean. The expression for the instantaneous wind speed in the longitudinal
direction is thus described by:

u = umean + Umean (2.17)

The same relation is valid for the wind in the lateral and vertical direction. The
dependence of z and t is not shown due to simplicity reasons. The short-term
average longitudinal wind speed, Umean, is often averaged over a time period of
ten minutes, and usually not more than an hour. Instantaneous turbulent wind is
not observed continuously in practice, but is sampled with a sufficiently high rate.
The turbulent wind can then be described by the equation:

Umean =
1

N

N∑
i=1

Ui (2.18)

where Ui is a sequence of longitudinal the wind speed, and N is the number of
sequences during the time period.

Since turbulence is a property of temperature, pressure, density, and the movement
of air in a three dimensional space, it may be expressed by a set of differential
equations. However, small differences in the initial conditions may lead to severe
differences in the calculations over a relatively short time period. Hence, statistical
methods is a common way to describe turbulence. The next subsections in this
section present some of the most important statistical characteristics for wind
energy modelling.

2.3.2 Turbulence intensity

Turbulence intensity, TI, is the most important statistical property when describ-
ing the behaviour of turbulence in the ABL, and is described by the relation:

TI =
σu

Umean
(2.19)

where σu is the standard deviation of the longitudinal wind speed U about the
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mean wind speed Umean. There is a corresponding notation for the turbulence
intensity for the lateral and vertical direction. As mentioned earlier, the wind
speed increases when the roughness is reduced. Hence, the turbulence intensity is
usually reduced with respect to height, since the wind speed increases with height
in the ABL, and the standard deviation stays nearly constant [23].

There are several studies which have documented the effect of the distribution of
turbulence intentity in the ABL with respect to wind speed, see Carpman [50],
Barthelmie et al. [40] and Hansen [25]. Their measurments shows that the turbu-
lence intensity is highest for the first turbine in the row, decreasing deeper inside
the wind farm. Furthermore, it was found by Hansen et al. [25] that smaller tur-
bulence intensity gives increased wake losses. Furthermore, Barthelmie and Jensen
found that the turbulence intensity for wind speeds above 5 m/s in a height of 69
m in Nysted wind farm is 0.046 in stable conditions, 0.060 in neutral conditions,
and 0.064 in unstable conditions, with an average turbulence turbulence intensity
of 0.056 [38]. It was also found by Barthelmie [37] that high wind speeds are
often are associated with a near-neutral stability class. Furthermore, Keck [19]
and [51] showed fine agreement with simulations of the DWM model compared to
field measurements in Lillgrund wind farm, with a simulated turbulence intensity
of 6.2% in neutral conditions.

2.3.3 Probility density function

Turbulent wind may seem chaotic, but follows a pattern. A classical assumption
is to describe the turbulent wind speed about the mean wind speed Umean with
the probability function of the normal distribution, also known as the gaussian
distribution. This is given by the equation:

p(u) =
1

σu
√

2π
e

−(u−Umean)2

2σ2u (2.20)

where p(u) is the probability that a given wind speed u will occur, based on a
given Umean and σu. It is given from the Gaussian distribution that 68 % of the
occurrences are within one within standard deviation u to both sides of Umean.
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2.3.4 Integral time scale and integral length scale

Integral time scale provides a measure of the average time over which wind speeds
are correlated. A measure of the extent of the region over the correlated velocities is
known as the integral length scale. This means that the integral time scale provides
a measure of the average size of the eddies. The integral length scale is usually
more constant over a wider range of wind speeds compared to integral time scale,
which makes it more representative for a site. Two other important statistical
methods for estimation of turbulence is the power spectral density function, and
autocorrelation, which are not discussed in this study.

2.3.5 Turbulence spectra

A spectrum of turbulence describes the frequency content of wind-speed variation.
Two common turbulence spectra is the Kaimal spectrum, and the von Karman
spectrum. For this thesis, the von Karman spectrum is used to model the frequency
content of the wind speeds, which is important for the implementation of the
meandering of the wake, where the Mann turbulence model is used, described in
[52] and [53]. This is further explained in section 2.5.

The von Karman spectrum is given by the following relation, originally described
by von Karman [54]. A similar notation as used in the equation below is presented
by Mann [52]:

E(k) = αε
2
3L

5
3
u

(Luk)4

(1 + (Luk)2)
17
6

(2.21)

where E(k) is the energy spectrum, α ≈ 1.7 is known as the Kolmogorov constant,
k is the wave number, ε is the rate of viscous dissipation of specific turbulent
kinetic energy and Lu is a length scale in the longitudinal direction.

2.4 Wind turbine wakes

This section presents a description of the wake behind wind turbines, particularly
the development of the wake deficit, and a categorization of the different wake
regions. Furthermore, a description of the wake meandering process is given,
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which provides a foundation for the description of the DWM model presented in
section 2.5

2.4.1 Wake deficit

The wake is the region behind the wind turbine, where the wind velocity has
decreased compared to the free-stream velocity, because kinetic energy has been
extracted from the wind by the wind turbine. The wake is characterized by in-
creased turbulence compared to the free-stream wind, and turbines operating in
the wake of another turbine produce less power, and experience greater loads as
a result of these factors. Hence, the loss of momentum and the velocity reduction
of the wind is directly related to the trust coefficient, defined in equation 2.8. It
was found by Moskalenko et al. [55] that the annual energy reduction in a wind
farm was 12 % due to wake losses, which is in fine agreement with a estimate of
10− 20% for large offshore wind farms according to Barthelmie et al. [56].

The wake is usually divided into three regions, the near wake, intermediate wake
and far wake. Each region requires different modelling approaches, as the atmo-
spheric conditions varies greatly between the regions.

Figure 2.4: Illustration of near, intermediate and far wake region, where the distance
with respect to the rotor diameter is shown along the x-axis. This figure is inspired by
Eecen et al. [57].

From figure 2.4 it is seen that the wake width is slightly larger than the turbine
diameter and slowly increasing with distance downstream. This is a result of the
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wind speed gradient from the wake and the free wind speed outside the wake,
leading to a shear generated turbulence. The white region between the grey lines
defining the wake region, and the green region shown in figure 2.4 is known as the
wake shear layer. There is a large pressure drop in the wind over the rotor, which
gradually approaches the ambient pressure downstream [27]. The location where
the pressure in the wake has reached the ambient pressure level is defined as the
end of the near wake in this thesis, and has the length of 1-2 rotor diameters [57].

As illustrated in figure 2.4, the wake shear layer expands inwards to the wake cen-
ter as well as outwards. After 2-5 rotor diameters, wake shear layer has reached
the wake center, and the turbulence and velocity distribution approaches Gaus-
sian shape according to Crespo et al. [58]. This is defined to be the end of the
intermediate wake region is in this thesis.

As seen in figure 2.4, the wake width expands approximately linearly with down-
stream distance in the far wake region, slowly becoming wider but shallower until
the flow fully recovers downstream. The velocity and turbulence profiles are ap-
proximately of Gaussian shape. The wake from entire wind farms often extends to
10-15 km, but it has been observed to be up to 55 km with satelite measurements
according to Hasager [59]. This indicates that wakes is not only an important issue
regarding the interaction between turbines in a wind park, but also between wind
farms with close spacing, investigated by Nygaard [60].

2.4.2 Wake meandering

The term wake meandering refers to large-scale movement of the entire wake,
characterized by oscillations in all directions. The meandering phenomenon of the
wake is not yet fully understood and is currently an ongoing research topic. This
is an interesting topic due to the fact the meandering effect gives gives increasing
structural loads, resulting in reduced life-time of the turbines. This is described
further in section 2.5, and in detail by Larsen et al. [16] and Madsen et al. [17].
It was found experimentally by España et al. [61] that the magnitude of the
wake meandering increases with increasing turbulence intensity. This has been
confirmed numerically by Keck et al. [62].
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2.4.3 Wind farm effect and wake merging

The placement of wind turbines in a wind farm and the incoming wind direction
are important factors for the development of wake formation and wake recovery.
The term wake merging is used when several wakes interact. This is also termed
as a multiple wake situation. There is a distinction between lateral wake merging,
and downstream wake merging, illustrated by figure 2.5.

Figure 2.5: Downstream wake merging and lateral wake merging. This figure is inspired
by Trabucchi et al. [63].

Downstream wake merging occurs when the wake from an upstream turbine reaches
a downstream turbine, which results in a combined wake, released from the down-
stream turbine. Lateral wake merging occurs when there is an interaction between
wakes from parallel turbines, as seen in figure 2.5. This might occur deep inside
wind farms as seen in figure 2.6, which is a very famous photo in the wind industry.
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Figure 2.6: Wakes in Horns Rev wind farm [64].

Downstream wake merging and lateral wake merging is clearly observed. Rare
atmospheric conditions with very humid air made it possible to visualize the wake
and turbulence patterns behind the wind turbines [64].

Downstream wake merging is further separated into full wake merging and partial
wake merging. The term full wake merging is used when the ambient wind is
perfectly aligned with the turbine row, and partial wake merging is used when
there is an offset between the angle of the ambient wind speed and the row of
wind turbines. In this thesis, only aligned cases and thus full wake merging are
investigated. According to Barthelmie et al. [26], the wake losses are maximized
in full wake merging cases below rated wind speed, where the thrust coefficient is
high.

For large wind farms, the wake may have merged laterally for rows deep into the
farm as observed in figure 2.6. As a result of the lateral wake merging, there is a
reduction in the horizontal wake recovery, and most of the momentum from the
ambient air flow enters the wake vertically. For this reason, the power production
for a turbine placed deep inside a wind farm tends to decrease, compared to the
nearest upstream turbine. This is known as the deep array effect, and is invest-
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igated by Barthelmie et. al [38], Frandsen [65], Nygaard [60], and Brower et. al
[66].

2.5 Dynamic Wake Meandering Model

As mentioned previously, the dynamic wake meandering model, referred to as
the DWM model, may be used to simulate the structural loads and the power
production from each of the individual turbines in a row inside a wind farm. The
DWM model is divided into three fundamental parts, as shown in figure 2.7:

Figure 2.7: Schematic figure of the DWM model, inspired by Madsen et al. [17]

1: Modelling of the quasi-steady velocity deficit

2: A stochastic model of the wake meandering process

3: A model of the added or self-generated turbulence.

A fundamental assumption in the DWM model is that these three parts are
modeled independently. Below, a brief description of the DWM model is presen-
ted. A further description of the fundamental assumptions and a more detailed
description of each of the three parts of the model is presented by Larsen et al.
[16] and Madsen et al. [17].
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2.5.1 Velocity deficit

The quasi-steady velocity deficit is formulated in the meandering frame of (MFoR),
and expansion of the wake is included as a function of the transportation time
downstream, caused by turbulence diffusion. MFoR refers to a coordinate system
relative to the global.

The modeling is based on a thin-shear layer approximation of the Reynolds av-
eraged Navier-Stokes equations in rotational symmetric form, combined with an
eddy viscosity model, based on the work from Ainslie [14]. The balance for mo-
mentum and continuity is maintained by:

1

r

∂

∂r
(rV (r, x)) +

∂Ua (r, x)

∂x
= 0 (2.22)

Ua
∂Ua(r, x)

∂x
+ V (r, x)

∂Ua(r, x)

∂r
=
µT
r

∂

∂r
(r
∂Ua(r, x)

∂r
) (2.23)

where Ua is the velocity in the axial direction x, V is the velocity in the radial
direction r, and µT is the eddy viscosity. This is a simplification due to the neg-
lected pressure term and the reduction of the momentum equation in accordance
to the full set of Navier-Stokes equations. The eddy viscosity consists of both the
contribution from the ambient turbulence, which is represented by the left side of
equation 2.28, and the contribution from the mixing length description due to the
shear layer of the wake deficit is represented by the right side of equation 2.28.
The non-dimensional eddy viscosity is described as:

µ∗T = k1F1Ia + k2F2Rw

(
1− Umin

U0

)
(2.24)

F1 and F2 are filter functions included to govern the development of the turbulence
stresses, with the purpose of limiting the turbulence in the wake before there
equilibrium is achieved between the wind field and turbulence field. This eddy
viscosity formulation is described by Madsen et al. [17]. However, F1 has later been
re-calibrated, described by Larsen et al. [18], and that version of F1 is implemented
in this study. k1 and k2 are empirical constants, k1 = 0.07 and k2 = 0.008, which
are used to calibrate the wake deficit. U0 and Ia are the ambient wind speed and
ambient turbulence intensity at hub height. Rw is the radius of the wake, and
Umin is the minimum wind speed in the wake cross-section.
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Figure 2.8: Filter functions applied to the eddy viscosity formulation

Figure 2.8 shows the development of the filter functions as a function of down-
stream distance. As seen for F2, it starts increasing after a distance of 2D, which
is the end of the near wake, where the pressure has recovered to ambient level.
These filter functions are presented in IEC standard [21].

2.5.2 Wake meandering

The wake meandering part is based on a fundamental presumption, stating that
the wake in the ABL can be modelled as passive tracers, driven by large-scale
atmospheric turbulence, in lateral and vertical direction. This effect is accounted
for in the order to perform simulations of the flow field in the fixed frame of
reference (FFoR), which refers to a coordinate system relative to the wake center.
An appropriate description of the stochastic transport velocity of the wake and
a definition of a suitable cut - off frequency defining the large-scale turbulence
structures is needed to model the wake meandering process.

For the stochastic modelling of wake meandering, the wake is imagined to be con-
stituted by a cascade of wake deficit elements. Each of these elements are released
from the turbine at consecutive time instants, in agreement with the passive tracer
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analogy [16]. Taylor’s hypothesis states that the downstream advection of the wake
deficit elements controlled by the mean wind speed of the wake. Adopting this hy-
pothesis, the wake momentum becomes invariant with respect to the longitudinal
wake displacement, in direction of the mean wind flow. This is a significant simpli-
fication, allowing a decoupling of the wake and the wake transportation [16]. The
displacement of the considered wake deficit element in lateral and vertical direc-
tions are calculated based on large-scale turbulent velocities, at each time instant.
The dynamics of the wake cascade elements are thus described mathematically by
the following first order differential system:

dy (t, t0)

dt
= vc (y, z, t, t0) , (2.25)

dz (t, t0)

dt
= wc (y, z, t, t0) (2.26)

where vc and wc are the spatially dependent large-scale turbulent velocities in
the lateral direction y and the vertical direction z respectively, and t0 is the time
instant at which each considered wake cascade element is emitted [67].

The large-scale turbulent structures are limited to a minimum characteristic length
scale of two rotor diameters, as the turbulent eddies smaller than 2Dw, where
Dw denotes the diameter of the wake, tends to contribute more to the velocity
deficit rather than the meandering process. Hence, a low pass cut-off frequency
filter is therefore introduced to extract the large large-scale turbulent eddies that
contributes to the meandering process, which excludes eddies smaller than 2Dw

[16]. This cut-off frequency is defined as

f =
U0

2Dw

(2.27)

Based on the description above, the meandering is implemented in the code by the
following numerical scheme:

1. Generate a turbulence box. The synthetic turbulence is modelled according to
Mann turbulence model, described by Mann [52], [53]. In this study, the turbulence
box has a length of Nx = 4096 grid points in the axial direction, where length of
the box in the lateral and vertical direction is Ny = 32 and Nz = 32 grid points.
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2. Calculate the average of all fluctuations over the cross-section of the wake,
which increases along the axial direction.

3. The wake segments are released with a time separation dt = 1.0s. The me-
andered wake moves downstream with a wake velocity of 80% of the ambient
velocity, which gives the expression uw = 0.80U0.

4. Calculate the velocities in axial, lateral, and vertical direction.

5. The positions of the wake segments are updated as following:

dx = (uw)dt (2.28)

dy = vwdt (2.29)

dz = wwdt (2.30)

2.5.3 Wake added turbulence

The purpose with the wake added turbulence formulation of the DWM model is
to account for the increased level of small-scale turbulence vortices in the wake
region. A well as the formulation of the wake deficit, the wake added turbulence is
supposed to be in the meandering frame of reference. An important contribution
to wake added turbulence is mechanically generated turbulence, which is caused
by the wake shear, in addition to the tip and root trailing vortices. These vortices
will gradually break down and approach the characteristics similar to conventional
turbulence. A more detailed description is found in Madsen et al. [17]. The
increased turbulence results in increased fatigue loads for the downstream turbines.
It was found by Keck [19] that by including wake added turbulence and turbulence
build-up over a row of turbines, the wake losses were reduced by 9% for a row with
6D turbine spacing. This illustrates the importance of a comprehensive turbulence
formulation.



2.5. DYNAMIC WAKE MEANDERING MODEL 27

2.5.4 Wake modelling

Originally, the DWM model is based BEM theory, where blade data consisting
of tables including twist angles and chord length as a function local radius are
used to model the forces on the blade, and the velocity in the near wake. The
equations modelling the evolution of the wake is described by Madsen et al. [17].
Unfortunately, such blade data could not be provided for this study. As a result
of this, publicly available CP and CT tables as functions of wind speed together
with the assumption of Gaussian velocity profiles were used instead.

The length of the near wake is modelled by an empirical approach divided into two
regions, based on Lange et. al [68]. The first region xH is given by the relation:

xH = r0

[(
dr

dx

)2

a

+

(
dr

dx

)2

λ

+

(
dr

dx

)2

m

]− 1
2

(2.31)

The first term in the square bracket represents the contribution from the ambient
turbulence, the second term rotor generated turbulence, and the third term shear-
generated turbulence. r0 is the fully expanded radius of the rotor disc. Finally,
the total length of the near wake xn is calculated with the following expression:

xn =

( √
0.212 + 0.145m

1−
√

0.212 + 0.145m

)(
1−
√

0.134 + 0.124m

0.134 + 0.124m

)
xH (2.32)

where m is given by the relation:

m =
1√

1− CT
(2.33)

The expansion of the wake radius and the wake velocity profile is calculated with
equations based on the work of Ainslie [14], and is also presented by Waldl [69],
and partly by Lange [68]. A Gaussian velocity profile for the wake expansion Rw

is assumed, formulated as:

Rw =

√
3.56CT

4Ud (2− Ud)
(2.34)
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Ud0 is the centerline velocity deficit 2D behind the rotor, normalized with the free-
stream velocity. This is dependant of the thrust coefficient and ambient turbulence,
and is based on a study of rotors in wind tunnels, given as:

Ud0 = CT − 0.05− (16CT − 0.5)
Ia
10

(2.35)

The centerline velocity deficit profile Ud, is modelled according to Ainslie [14] by:

Ud = Ud0e
−3.56

(
r

Rw0

)2

(2.36)

where Rw0 is the initial wake radius.



Chapter 3

Method

3.1 Lillgrund offshore wind farm

Lillgrund wind farm is the biggest swedish offshore wind farm, located in the Øre-
sund strait between Denmark and the southwest coast of Sweden. The wind farm
consists of 48 SWT-2.3-93 pitch-controlled turbines manufactured by Siemens.
With rated power of 2.3 MW for each turbine, the total rated capacity of the
farm is 110 MW. According to Peder Enevoldsen from Siemens Gamesa, recent
evaluations has been conducted on the Lillgrund turbine, concluding that the hub
height of the SWT-2.3-93 turbines is 68.8m. The rotor diameter is 93m. Further
information is found in [70] and information about Lillgrund is also presented by
Gögmen and Giebel [71].
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Figure 3.1: Layout of Lillgrund wind farm, with the investigated cases highlighted.

As seen in figure 3.1, the layout of the farm is quite unusual, with a small turbine
spacing and a gap in the middle of row D and E, where two turbines should have
been placed. The reason behind this is the fact that the water is too shallow to
access for construction boats here. As a result of this, the turbine spacing between
turbine D6 and D4, and E4 and E6, is 8.6D. This affects the wake recovery and
power production of the turbines downstream of this gab. Figure 3.1 shows that
the spacing between the turbines in row A-H is 4.3D. The spacing between the
turbines in row 1-8 is 3.3D.
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The power and thrust curve of the SWT-2.3-93 turbines of the site are shown in
figure 3.2. This power coefficient curve, thrust coefficient curve and power curve
is based data found in [70].

Figure 3.2: Power coeffcient curve, thrust coefficent curve and power curve of the
SWT-2.3-93 turbine.

Figure 3.2 shows that cut-in wind speed for the turbine is 3.5 m/s, the rated wind
speed is 13 m/s, and the cut-out wind speed is 25 m/s. Moreover, the figure shows
that the thrust coefficient is kept above 0.80 from 4-9 m/s, and decreases rapidly
from 10 m/s with increasing wind speeds.

3.2 Velocity deficit

Before the modelling of the wake merging takes place, velocity and power for the
second turbine in the row is calculated. The deficit from first turbine is found
by calculating the velocity field in the wake of the first turbine at a distance cor-
responding to the distance between the first and the second turbine, assuming
free-stream velocity in accordance with the modelling procedure described in sec-
tion 2.5. Further, the velocity deficit is found by taking the free-stream velocity
minus the averaged wake velocity over the swept area of the second turbine.
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3.3 Calculation of multiple wakes

There are several different methods for modelling wake merging, where a descrip-
tion of the most common methods are presented by Machefaux et al. [72]. Two
of these methods are now implemented in the current IEC standard [21], where
one gives the best results for the wind regime below rated, and the second for the
wind regime above rated. In this study, three different methods are compared.

3.3.1 Dominant wake approach

This wake merging method is currently the standard approach for the wind regime
where the power production is below rated power, described in [21], [73], and [18].
This approach assumes that the incoming flow of a turbine operating in the wake
of multiple upstream turbines is found by picking the dominating deficit from all
the wakes at each point over the rotor area. It is defined as:

Uw (r, θ, t|x) = MAXi (Uw,i(r, θ, t|x) (3.1)

Uw,i denotes the wakes from all the upstream turbines, x is the longitudinal position
located of the investigated downstream turbine, t denotes a temporal coordinate
and (r, θ) is the polar coordinates in the rotor plane. Figure 3.3 below illustrates
the wake merging method for this approach.
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Figure 3.3: Radial wake deficit at 9 m/s, seen at the position of 4.3 diameters behind
the seventh turbine, in a row with seven turbines and a turbine spacing of 4.3D.

The MAX method is modelled by calculating the wake from −0.5 ≤ r/D ≤ 0.5.
Based on this, an imaginary last turbine in the row would be affected by the wake
from turbine number 7, since the wake from this turbine is the dominating wake
deficit at all points in the rotor area.

3.3.2 Linear summation

This wake method is based on a simple linear superposition of the wakes. This
method is further denoted SUM in this thesis. It is the implemented in IEC-
standard for the wind regime above rated wind speed, and described in [72], [21],
[73] and [74]. With the same notation as described for the dominant wake ap-
proach, the linear summation approach is modelled by the expression:

Uw (r, θ, t|x) =
∑
i

(Uw,i(r, θ, t|x)) (3.2)
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3.3.3 Quadratic summation approach

The quadratic superposition, denoted SQR in this thesis, is widely used in the Park
program [75], and also used by Nygaard [60]. These are based on the Jensen model,
although the summation method is also applicable for other wind engineering
models, like the DWM model. It is obtained by taking the square root of the sums
of the upstream single wakes. The quadratic summation approach is given by the
relation:

Uw (r, θ, t|x) =

√∑
i

(Uw,i(r, θ, t|x)) (3.3)

3.4 Simulated cases and field data

Table 3.1: Overview of the simulated cases and the input parameters used in the
simulation. The bin size only applies for the field data.

Case Number of
turbines

Turbine
spacing

TI Bin size Vel. range

Row C 7 4.3D 6.0 ±6° 9-17 m/s

Row D 7 4.3D 6.0 ±6° 9-17 m/s

Table 3.1 shows the most essential information about the simulations, where the
number of turbines, turbine spacing, TI and the the free-stream velocity, denoted
Vel. range in the table, illustrating the range of velocities simulated, is used as
input for the DWM model. The bin size only applies for the field data. It is
important to note that the bin size in the table only applies for the downstream
turbines, and not the upstream turbine in each row. The accepted bin size for
the upstream turbine in each case, C8 and D8, is ±2.0°. Since the DWM model is
simulated as a perfectly aligned case, it is desirable with a as small inflow bin angle
as possible for the field data. Nevertheless, it was not possible to keep this bin
size for the downstream turbines, since it would not be possible to gather enough
measurements from the field data with a bin size this small. Furthermore, all the
simulations are conducted with a neutral stability class. Additionally, there could
not be obtained enough measurements for certain wind speeds around rated wind
speed for turbine C8, within the required bin angle. Turbine C8 was therefore ex-
cluded from the simulations. Running the simulations with a turbulence intensity
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of 6.0% at neutral stability class is supported by measurements from Barthelmie
et al. [38]. Furthermore, Madsen et. al [76] showed fine results with a TI of
6.0% used in the simulations for the power prediction at various wind speeds in
Lillgrund.

The data used for the simulations cover a period of 8 month, ranging from 03/2012
to 10/2012, and each measurement is 10 min averaged. The measured power for
each turbine is filtered based on the wind direction bin angle presented in the
previous subsection, and for the wind speeds investigated for each case. The
power production is investigated by nine wind speeds for each row, ranging from
9 - 17 m/s. For all the cases, wind speeds within an interval of ±0.5 m/s is
included for each case, for example 13± 0.5m/s. The filtered measurements were
gathered, and the average wind speed and power of the extracted measurements is
calculated. Moreover, measured power from the individual turbines were excluded
if the turbine did not produce any power. Nine of the turbines positioned in the
southern part of the wind farm, are curtailed for some of the measurements. This
includes three of the turbines positioned in row C and D. The measurements with
curtailment are thus excluded.
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Chapter 4

Results

.

4.1 Power production

This chapter presents the results from the simulations of row C and D in Lillgrund
with three different wake summation methods, compared with field data. The
red-dashed line is field data, the blue line visualizes the MAX method, the green
line visualizes the SQR method, and the orange line visualizes the SUM method
at the various wind speeds.
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4.1.1 Row C

Figure 4.1: Normalized power and normalized wind speed at 17 m/s

As seen in figure 4.1 for the normalized wind speed, the wind speed decreases
almost linearly until turbine 4, where there is a small increase in wind speed. Des-
pite the fact that the wind speed is reduced with about one third at turbine four,
the power production is still at rated power, as seen in figure 4.1. Hence, the nor-
malized power production does not provide any information about the wake losses.
As there is a larger wake wake loss in rear part of the row, compared to turbine
2, the SUM methods captures this effect best, with reduction of approximately
0.10 from turbine 2. However, there is a large difference between the simulations
and the field data, which already occur at turbine 2. This corrupts the result to
some degree. This is not a result of the different wake merging methods, but the
modelling of the velocity deficit. This will be discussed in chapter 5.

Figure 4.2: Normalized power and normalized wind speed at 16 m/s

The situation at 16 m/s second shows a similar pattern as the one for 17 m/s,
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although the measured velocity deficit is lower for all of the turbines, and the
estimated velocity deficit is slightly larger. For this situation, there is a reason-
ably fine agreement between the SUM method and the field data, where the SUM
method captures the small linear decrease of the wind speed. However, figure 4.2
shows that the SUM method overestimates the wind speeds with an average of
about 0.06. This already occur at turbine 2, however, the discrepancy between the
SUM method and the field data are relatively constant, ranging from 0.03-0.08,
with the exception of turbine 4. The MAX and SQR method clearly overestim-
ates the normalized wind speed, although this corrupted by the overestimation at
turbine 2.

Figure 4.3: Normalized power and normalized wind speed at 15 m/s.

Figure 4.3 shows that the power production is slightly reduced by the rear end
of the row. The field measurements shows a reduction of the normalized power
production starting at turbine 3. The SUM method estimates that the power
production is below rated from turbine 5. As it estimates a steeper and steeper
reduction of power, the SUM method could most likely not provide good results
in a row of more than eight turbines in a wind farm with such turbine turbine
spacing. The MAX and SQR method estimates rated power for the whole row.
However, a much larger difference is observed for the normalized wind speed.
The difference between the simulations and the field data of the normalized wind
speed is severe, starting at turbine 2, before the wake merging takes place. This
difference is approximately 0.12, and even larger for turbine 3 and 4. Because of
this difference in the front end of the row, the fine agreement seen from turbine
5-7 for the normalized wind speed becomes less interesting.
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Figure 4.4: Normalized power and normalized wind speed at 14 m/s.

The power production at 14 m/s presented in figure 4.4 shows that the SUM
method has the best agreement with the measurements, like the situations at
15-17 m/s. The model estimates the wake losses with high precision at turbine
2. Further, the SUM method estimates the wake losses with good accuracy fur-
ther downstream for the normalized wind speed. At 14 m/s, wake losses are also
clearly observed by investigating the normalized power production, as the turbines
downstream of turbine 1 experience wind speeds below rated wind speed. As the
result of this, this figure provides the best comparison between the different wake
merging methods above rated wind speed. An interesting observation is that the
SUM method behaves differently for the wind speed simulations and the power
simulations, with accelerating decrease of the power, and a close to linear decrease
for the normalized wind speed.

Figure 4.5: Normalized power and normalized wind speed at 13 m/s.

Figure shows a rather obscure result already at turbine 2, where there is a dif-
ference between the simulations and the field data of approximately 0.14 for the
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normalized power production. For turbine 3, this difference is about 0.25. Thus,
it is not meaningful to describe how the different wake merging methods performs
compared to the field data further downstream at 13 m/s, which is the rated wind
speed, as mentioned in chapter 3. However, the field data is of particular interest
for this wind speed. The power production decreases linearly from turbine 1 to
turbine 3, and is almost constant further downstream. This is a unique pattern
compared to situations for the other wind speeds and is further discussed in chapter
5.

Figure 4.6: Normalized power at 12 and 11 m/s.

As seen in 4.6, there is a very large difference between the simulations and the field
data already at turbine 2, approximately 0.3, before the wake merging procedure
begins. With a difference this large, it is not meaningful describe the performance
of the wake merging methods, like the situation at 13 m/s. This is further discussed
in chapter 5. However, an interesting observation is that the normalized power
production for turbine 2 is reduced from 0.94 at 13 m/s as seen in figure , to 0.81
at 12 m/s as seen in figure 4.6.

Nevertheless, the results are better at 11 m/s. Problems already occur at tur-
bine 2 for this situation as well, where the discrepancy of the normalized power
is approximately 0.16 at turbine 2 between the model and the field data, which
corrupts the comparison between the wake merging methods in a large degree.
However, the results should be further described. The discrepancy is reduced fur-
ther downstream for the MAX method, and the power production slowly increases,
where it is at maximum for turbine 3. The SQR shows a better agreement with
the field data compared to the MAX method, but is a result of the overestimation
at turbine 2. The normalized power is rather constant from turbine 4, thus, the
MAX method shows best agreement with the field data at 11 m/s with an aver-
age overestimation of the normalized power production of approximately 0.12. An
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interesting observation here is the large normalized power reduction for turbine 2
from 12 m/s to 11 m/s, which is approximately 0.28.

Figure 4.7: Normalized power at 9 and 10 m/s.

Shown by figure 4.7, the SUM method does not work at wind speeds significantly
below rated wind speed, and neither does the SQR method. However, at 10 m/s,
the MAX method shows a very fine agreement with the field data. Although it
does not capture the deep deficit at turbine 2, nor the large wake recovery for
turbine 3, a fine agreement is seen for the rear part of the row. At 10 m/s, the
MAX method overpredicts the power production with 6%. At 9 m/s, the deficit
for turbine 2 is captured accurately. As seen for the field data, the highest power
production occur at turbine 3, with a slowly decreasing power production further
downstream. For the rear part of the row, a small discrepancy is observed between
the field data and the MAX method.
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4.1.2 Row D

Figure 4.8: Normalized power and normalized wind speed at 17 m/s.

At 17 m/s, all the turbines in the row achieve rated power production, in agreement
with the field data. However, as seen for the normalized wind speed in figure 4.8,
the error already occur at turbine 2, as the situation for most of the cases in row
C. The difference between the simulations and the field data is more than 0.10.
However, the SUM method follows a similar pattern as the field data, although
the wake recovery at turbine 4 is not captured.

Figure 4.9: Normalized power and normalized wind speed at 16 m/s.

Figure 4.9 shows that the power production is constantly at rated power for all
turbines in the row, like the situation at 17 m/s. Thus, the wake losses are better
illustrated with the the wind speed. The model estimates a normalized wind
speed around 0.95, with a difference of 0.06 already at turbine 2. However, the
SUM method captures the tendency of a slowly linear reduction of the wind speed
development, with an average overestimation of approximately 0.05.
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Figure 4.10: Normalized power and normalized wind speed at 15 m/s.

Figure 4.10 shows at fine agreement between the SUM method and the field data
for the rear part of the row, when investigating the normalized wind speed, but does
not capture the velocity deficit for the front part of the row. The measurements
show that the power production is close to rated, approximately 90%, and full
power production is reached for the fourth turbine. The fine agreement for the
rear part of the row, which is observed in figure 4.8-4.11, is described in chapter 5.

Figure 4.11: Normalized power and normalized wind speed at 14 m/s.

There is a very large discrepancy already at turbine 2 between the model and the
field data, which affects the wake merging methods further downstream. The field
data are quite different compared to the field data presented in figure 4.4, which
also affect the comparisons between the model. Although the discrepancy between
SUM method and the field data is not that bad for the normalized wind speed,
the discrepancy is more than 0.20 at turbine 3, and around 0.17 for turbine 2. The
MAX and SQR method estimates approximately rated power for all the turbines
in the row.
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Figure 4.12: Normalized power and normalized wind speed at 13 m/s.

As seen in figure 4.12, the results at 13 m/s, which is the rated wind speed, is rather
obscure. The field data shows a much deeper wake deficit than the simulations.
There is a difference of 0.22 between the simulations and the field data already at
turbine 2. This is even worse at turbine 3, where the difference for the normalized
power production and the field data is more than 0.35. In other words, the SUM
method estimates around 70% higher power production than the measurements.
A further description of the results is thus meaningless. A similar pattern is seen
for the normalized wind speed, although the discrepancy is less significant.

Figure 4.13: Normalized power at 11 and 12 m/s.

For figure 4.13, the normalized power production at 12 m/s and 11 m/s is shown.
The difference of the normalized power production between the simulations and
the measurements is more than 30% for turbine 2 at 12 m/s. With a difference
this large already at turbine 2, it is meaningless to compare the wake merging
methods any further for this particular case. It should also be pointed out that
the measured wake loss observed for the rear end of the turbine is rather strange.
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By investigating the field data for the normalized power in row D, the normalized
power production gradually decreases with decreasing wind speed. However, there
is an exception at 12 m/s, where the normalized power is lower in the rear end of
the row compared to the situation at 11 m/s and 10 m/s, as seen in figure 4.14.

At 11 m/s, a much better agreement between is observed. The normalized power
production is 0.09 higher for the simulations compared to the field data at turbine
2. For turbine 3 and 4, this is approximately 0.06 with the MAX method, corres-
ponding to 12% higher power production. For the rear of the row, the difference
is a 0.10-0.12 for the MAX method. The SUM method is clearly overestimating
the wake losses. However, the SQR method does also perform quite well for this
wind speed. Although it does not follow the pattern of the field data in the same
way as the MAX method, and underestimates the power production for most of
the turbines, this method shows in average better results than the MAX method.
However, this is a result of the discrepancy which already occur at turbine 2. These
results are also in agreement with the results from figure 4.6, where the MAX and
SQR method show similar results at 11 m/s.

Figure 4.14: Normalized power at 9 and 10 m/s.

At 9m/s and 10 m/s shown in 4.14, the model estimates the wake loss between
turbine 1 and 2 accurately for both wind speeds. It is clearly observed that the
SQR method and the SUM method do not work at wind speeds this low. At 9
m/s, the SUM method even calculates negative wind speeds. The MAX method
do not capture the wake recovery between turbine 2 and 3 at 10 m/s, and thus, it
underestimates the wake recovery for the large turbine spacing between turbine 3
and 4. There is a better agreement for the rear part of the row between the field
data and max method. The max method underestimates the power production
with an average of 11% at 10 m/s.

At 9 m/s, a very fine agreement between the MAX method and the field data
is observed. The difference of the predicted normalized power production for the
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MAX method and the field data is in the order of 0.02. Thus, the max method
underestimates the power production with an average 4% for the front part of
the row. For the rear part of the row, the MAX method underestimates power
production with 5%.

4.2 Radial wake deficit

This section was partly covered in chapter 3, where figure 3.3 shows the develop-
ment of the radial single wake deficits in a row of seven turbines. However, since
the power production is investigated for a range of nine wind speeds wind speeds,
the development of the wake in the radial direction of some of these wind speeds
is of interest.

Figure 4.15: Radial wake deficit at 11 m/s, seen from a position of 4.3D behind the
seventh turbine, in a row with seven turbines and a turbine spacing of 4.3D.
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Figure 4.16: Radial wake deficit at 13 m/s, seen from a position of 4.3 diameters
behind the seventh turbine, in a row with seven turbines and a turbine spacing of 4.3D.

Figure 4.17: Radial wake deficit at 15 m/s, seen from a position of 4.3 D behind the
seventh turbine, in a row with seven turbines and a turbine spacing of 4.3D.

From figure 4.15-4.17, it is seen that wake from the seventh turbine is the domin-
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ating wake for all the cases. This in agreement with figure 3.3. Furthermore, the
single wake loss from each turbine is decreasing with increasing wind speeds. It is
also seen that the wake from turbine 1 is the dominating wake after a distance of
about 0.85 r/D for the at 11 m/s shown in figure 4.15, and a distance of 0.75 r/D.
Thus, the wake from the last turbine in the row start to dominate earlier in the
radial position, with increasing wind speeds.

4.3 Velocity profile

Figure 4.18: Axial velocity profile in lateral and vertical directions

Figure 4.18 shows the development of the axial velocity in lateral and vertical
direction for the 5MW NREL turbine, where the DWM model is compared with
LES simulations. The velocity profile of the DWM model is not defined at z = 0,
which results in the difference between the DWM model and the LES simulations,
seen from 0 m/s to about 5 m/s for the vertical profile. As observed in the figure,
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there is a significant development between 2.5D and 5.0 D. This is discussed further
in chapter 5.



Chapter 5

Discussion

5.1 Field data

As seen from the results in chapter 4, it is not always the case that a clear pattern
can be observed for the field data, by comparing the results at various wind speeds.
It is for instant measured a lower wake loss at 16 m/s for row C, seen in figure
4.2, compared to the case at 17 m/s seen in figure 4.1, and the case at 15 m/s,
seen in figure 4.3. The same is observed in figure 4.8-4.10 for row D. Even though
the measurements are gathered over a time period of eight months, there were
only a few measurements for each case above rated wind speed which could be
obtained within the required bin angle. Nevertheless, the number of measurements
at high wind speeds are considered to be sufficient enough, although this gives high
uncertainties. This is the reason for the choice of having a larger bin angle for the
downstream turbines in a row, than the upstream turbines.

A choice of 2.0° bin angle is rather small, but gives a more precise range of wind
inflow angles for the simulated cases. The length of the rows is approximately 2.5
km as seen in figure 3.1, and the wind direction is in most cases not exactly constant
of such distances. In the order to obtain a sufficient amount of measurements at
high wind speeds, a bin angle of 6.0° were accepted for the downstream turbines,
as mentioned in chapter 3. A bin angle of 2.0° could have been accepted for
lower wind speeds, as Keck [19] and Hao [51] compared simulations with field data
from row B and D in Lillgrund for the whole row, with a bin angle of this order.
Moreover, as mentioned in chapter 3, this bin angle is the reason why row C is
simulated with seven turbines instead of eight. There were simply not enough
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measurements for turbine C1 at several wind speeds around rated. Thus, this
turbine was excluded from the simulations. A solution for this could have been
to implement wind speeds within a bin angle of 6.0° for the first turbine in each
row, which would have provided a higher number of measurements, reducing the
uncertainty of having few measurements for certain wind speeds, although, several
of these measurements would not be aligned with the row.

As mentioned in chapter 3, measurements from the meteorological mast could not
be obtained, and as a consequence of this, the field data are not filtered based on
the atmospheric stability. This is a major source of uncertainty when comparing
the measurements with the field data, as the cases are simulated with a neutral
stability class. However, as mentioned in the theory, previous studies state that
the power estimation under neutral stratification is between the power estimation
for stable and unstable stratification. Thus, the field data can be considered to
be averaged, and approximate neutral stratification to some degree. Moreover, it
were observed different power production at the same wind speeds for some of the
measurements, from the same turbines. The reason for this could be a calibration
issue for the anemometers of the individual turbines. This issue demonstrates the
importance of enough measurements to average, and the vulnerability of having
few measurements above rated wind speed.

5.2 Power production

As seen in figure 4.1-4.5 by investigating the normalized wind speeds, there is a
significant wake loss for turbine C5 and C2, compared to the rest of the turbines
in the row for the normalized wind speeds. This is turbine number 4 and turbine
number 7, seen in the figures of row C, figure 4.1-4-7. This wake loss is not
observed for the power production in figure 4.4 and 4.5, which indicates there is
a small calibration error for the anemometers belonging to turbine C5 and C2. If
there is in fact a calibration issue with the anemometers of these turbines, and the
anemometers measures too low wind speeds, the SUM method estimates the wake
losses better than figure 4.1-4.5 actually show. These results are in agreement with
Barthelmie et al. [26], stating that the wake losses for high wind speeds is much
smaller compared to the wake losses for lower wind speeds.

As observed by figure 4.5 and 4.6, this version of the DWM model is not able to
predict wake losses around rated wind speed. This is in agreement with the results
from Larsen et al. [20]. The same is observed in figure 4.12 and 4.13, at 13 m/s
and 12 m/s for row D. Based on these results, a different wake merging approach
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is needed for the wind regime around rated wind speed, but most important, the
velocity at turbine 2 must be modelled correctly before the wake merging procedure
begins, which is further discussed below.

The sequential approach suggested by Madsen et al. [76], gives a better estimate
at 12 m/s. However, the DWM model is not used in that paper, and the sequential
approach does not include wake meandering. This means it is not straightforward
to include this summation method in the DWM model. In this paper, the meas-
ured normalized power is approximately 0.65 for turbine 2, while the measured
normalized power for turbine 2 in this study is 0.50 for row C as seen in figure 4.6,
and 0.48 for row D, as seen in figure 4.13. It is not clear whether the measurements
presented in [76] are from row B or C in Lillgrund, and the stability class is not
specified. Nevertheless, this difference illustrates uncertainties for the field data.

Nevertheless, the main problem with the simulations in this thesis, which is ob-
served in most of the figures for wind speeds ranging from 11-17 m/s, is estimating
the wake loss accurately between turbine 1 and 2. As observed in figure 4.5, 4.6,
4.12 and 4.13, there is a very large discrepancy around rated, at 12 m/s and 13
m/s respectively, but also at 14 m/s for row D, as seen in figure 4.11. Since this
is before the wake merging procedure begins, this is a result of the velocity deficit
model. As mentioned in chapter two, the largest wake losses occur at wind speeds
well below rated, where the thrust coefficients are high, and the lowest occur at
high wind speeds. As seen in figure 3.2, the thrust coefficient is reduced from 0.79
at 10 m/s, to 0.34 at 13 m/s, and this rapid change is one of the reasons why the
estimation of the wake losses in this region is difficult.

Mentioned in chapter 4, and seen in figure 4.5 and 4.6, but also figure 4.12 and
4.13, the model estimates a normalized power at 13 m/s of 0.94, which drops down
to 0.81 at 12 m/s. However, the model estimates a normalized power of 0.53 at
11 m/s. Furthermore, the normalized power at 10 m/s is 0.37. The drop between
12 m/s and 11 m/s is very large compared to the other situations, and indicates
that the model is very sensitive in this velocity range. This is demonstrated with a
small calculation example. For the situation at turbine 1 at 12 m/s, CP=0.309 and
CT=0.437. For turbine 12, the velocity is 10.1 m/s, with CP=0.419 and CT=0.418.
If velocity reduction to 9.5 m/s is assumed, which is a reduction of 6%, the thrust
and power coefficient stay almost the same, where CP=0.432 and CT = 0.829.
However, as the increases cubicly as a function of velocity, this reduced velocity
has rather large influence of the power. For a velocity of 9.5 m/, the normalized
power is reduced from 0.81 to 0.70. This demonstrates that correct modelling of
the velocity is very important.
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From the measurements, the velocity deficit ranges from approximately from 1.5-
3.0 m/s, for wind speeds of 17-9 m/s at turbine 1. However, the velocity deficit
varies with 0.8-3.0 for the simulations. Estimating this deficit correctly will im-
prove the results significantly around and above rated.

The fact the velocity for turbine 2 is calculated at the turbine position, could cause
a small error. A different approach is to calculate this velocity upstream of turbine
2, for example 1D from the rotor. This has been checked for velocities ranging
from 9-13 m/s. At 13 m/s, the normalized power was reduced from 0.94 to 0.93,
thus, only a very small reduction. For 12 m/s, the velocity was reduced with 0.2
m/s, from 10.1 m/s to 9.9 m/s, reducing the normalized power from 0.81 to 0.775.
At 9 m/s, the normalized power is reduced from 0.31-0.25. This illustrates that
changing the position of where the reference velocity is calculated for the turbines
only have small impact on the power production at rated, and will be even smaller
above rated. However, this approach have rather large influence well below rated,
leading to an overestimation of the wake losses.

Although significant problems occur already at the second turbine, corrupting the
comparisons between the wake merging methods, the pattern for the different wake
merging methods should still be discussed for the situations at 12 m/s and 13 m/s.
The rather linear wake loss down to turbine 3 is interesting, as observed in figure
4.5. However, if a fine agreement is assumed between the field data and simulations
at turbine 2, none of the wake merging methods are able to capture the further
linear decrease to turbine 3. This linear decrease from turbine 2 to turbine 3, with
a rather constant power development further downstream, illustrates why power
prediction around rated wind speed is difficult to predict accurately. The SUM
method would have estimated the power with good accuracy for turbine 3, but
calculated way too large deficit further downstream. The MAX method would
estimate the same power production further downstream, as calculated for the
second turbine. Hence, the SQR method would most likely given the best result
at 13 m/s for row C, assuming that difference in the power production for turbine
2 and 7 would been around 0.08.

However, comparing the SQR method and the field data at 12 m/s for row C,
is interesting. With accurate modeling for turbine 2, the SQR method could
potentially the wake development with good accuracy for this wind speed, are
there is a the pattern between the SQR method and the field data is quite similar,
with a squared reduction of the power production. The results at 12-14 m/s is
even worse in row D. The field data are even lower for turbine 2 and 3, as observed
in figure 4.11 and 4.12, which could be a result of variable atmospheric stabily,
different turbulence intensity, variation of inflow angle and calibration issues. In
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theory, the field data for turbine 1-3 should be equal for the two rows. This holds
for most of the cases, although there are always some small exceptions, and quite
significant at 12 and 13 m/s.

The fine agreement observed between the SUM method and the field data for the
rear part of row D at wind speeds above rated, seen in figure 4.8-4.10, is a result
of the large turbine spacing turbine 3 and 4, which leads to a recovery of the wake,
and reduces the wake losses. Thus, this is not a result of the wake merging method,
as the SUM method do not capture this effect.

A shortcoming in the modelling of the wake development, to keep it purely axisym-
metric, is the fact that only hub height wind speed is used as reference velocity.
The effect of wind shear is thus ignored. Averaging the sheared profile over the first
turbine, could give a slightly different velocity and the reference velocity used in
the modelling. A small change in this velocity could result in a significant change
of the power production.

This leads to the simulations conducted at 9 and 10 m/s, which shows that the
MAX method is superior to the two other wind speeds for wind speeds well below
rated. This quite expected, and in good agreement with the fact that it is imple-
mented in the IEC standard [21]. Nevertheless, a weakness with this method the
way it only estimates constant turbine production. The method does not capture
the wake evolution properly, unless there is a rather constant power production
downstream of the second turbine.

Keck [19] conducted a similar simulation as presented in figure 4.7 and 4.14 at
9 m/s for Lillgrund wind farm. His version of the DWM model captures the
deep deficit, with an increasing power production for turbine 3. This is achieved
by calculating the average axisymmetric velocity field at the downstream rotor
over annular radial sections, and more correct way of calculating the wake deficit.
However, this wake merging method is also way more time consuming, which is a
clear disadvantage.

The deficits calculated with the SUM method at the lowest wind speeds are way
too strong, and gives wind speeds around 0 m/s, which is a highly nonphysical
result. This already occurs at 11 m/s. Based on the results shown in figure 4.6,
4.7, 4.13 and 4.14, there is no purpose to use the SUM method for wind speeds
below 12 m/s in Lillgrund. Expressed more generally, SUM method should not be
used for wind speeds below approximately 90% of the rated wind speed. However,
with only two rows simulated in only one wind farm, there is not enough data to
conclude with this, although the simulations gives a clear indication of the lower
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limit where the SUM method is usable.

As seen for in the results, particularly for low wind speeds, the wake losses in
Lillgrund are severe due to the tight turbine spacing. It is clearly observed for
the field data, both in row C and D for wind speeds 9-11 m/s that the largest
wake loss occur for at the second turbine, and a wake recovery for turbine 3. F.
This is a result of increased turbulence behind the second turbine, which results
in an increasing mixing in wake shear layer. With a turbine spacing of only 4.3D,
the turbines are located in the intermediate wake of the turbine upstream, as
illustrated by figure 2.5. As illustrated by figure 4.18, the wake develops severely
between 2.5D and 5.0D. This is in agreement with the results presented by Hao
[51] from Lillgrund and Egmond aan Zee. The wake recovery observed in row D
after turbine 3 because of the increased turbine spacing, with a distance of 8.6D.
This is in the far wake region, where the wake shear layer has fully expanded. The
wake also expands and becoming shallower, resulting in an increased wind speed
for turbine 4. The wind speed is in fact 1 m/s higher for turbine 4 compared to the
rest of the downstream turbines in row D due to this gab, resulting in a normalized
power from 0.31 to 0.50.

An interesting topic is the deep array effect. If the deep array effect occurs, the
wake losses in the rear part of row should have been higher than the wake losses
closer front part of the row, as these are exposed to more overlapping wakes. At
9 m/s and 12 m/s for row C, this is the case for row C. However, the investigated
rows do not contain enough turbines to conclude whether or not the deep array
effect exists. Furthermore, as mentioned previously, there are also uncertainties
with the measurements, and it can not be concluded whether the deep array effect
exist in this wind farm.

5.3 Velocity field and turbulence build-up

A clear weakness in this thesis is the modelling of the quasi-steady velocity deficit
and the turbulence build-up, as blade data from the SWT-2.3-93 could not be
obtained. Explained in the theory, an approach more similar to the one proposed
by Ainslie [14], and further developed by Waldl [69] and Lange [68] is proposed.
Also explained in the theory, this is not based on BEM theory, which gives two
disadvantages. The velocity build-up and the wake expansion is modelled based on
analytical gaussian expressions, which do not take the shape of the turbine blades
into account and thus, properties like lift and drag are not calculated.. Thus, the
modelling of the near and far wake is modelled by other equations, described in
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Madsen et al. [17].

Furthermore, the major consequence of not having an approach based on BEM is
a weaker implementation of the turbulence build-up. BEM theory is important
for the implementation of the updated turbulence formulation of the DWM model
presented by Keck [19]. Even though the implementation of the eddy viscosity
used in this thesis captures the effect from the the ambient turbulence and the
self-generated turbulence, a complete version of the wake added turbulence is not
implemented in this version of the DWM model. The increased power production
Keck estimated, by implementing an updated turbulence formulation, indicates
that this version of the DWM model underestimates the power production with a
few percent compared to an updated version based on BEM theory and a complete
turbulence formulation. This hypothesis is in fine agreement by comparing the
results from [19] [51], where each respective version of DWM model estimates
lower wake losses at 9 m/s. However, the results from Lillgrund in this study at 9
m/s and 10 m/s are satisfactory. Nevertheless, the bin angle used in this thesis is
not the same as the bin angle used in [19] and [51], which affects the comparisons.
The uncertainty for the atmospheric stability will of course also affect the result. It
would be interesting to investigate whether or not the results are improved around
and above rated wind speed, if BEM theory and a complete turbulence formulation
is implemented in the model.
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Chapter 6

Conclusion

6.1 Lillgrund offshore wind farm

The power production for wind speeds ranging from 9-17 m/s has been investigated
in this study. The main goal was to estimate the power production around and
above rated wind speeds. This was conducted by using three different methods for
wake merging, denoted MAX, SQR and SUM, and comparing the simulations with
field measurements for the various wind speeds, for two different rows in Lillgrund
offshore wind farm.

From these simulations, it is clear that two merging methods are suitable for power
estimation in different ranges of the wind speed. The MAX method superior to the
two other well below rated wind speed, preferably at 9 m/s and 10 m/s in Lillgrund.
The SUM method shows better results than the two other methods around and
above rated wind speed, from 14 - 17 m/s. However, none of the methods provides
an acceptable estimation of the power production for wind speeds around rated
wind speed. This yields particularly at 12 m/s and 13 m/s, where the latter is the
rated wind speed in Lillgrund. However, the under prediction of the wake losses
already at turbine 2, obscures the comparisons between wake merging methods to
some degree, where this discrepancy is very significant at 12 m/s and 13 m/s. This
also affect the results above rated wind speed. However, it is concluded that the
MAX is suited for power estimation well below rated wind speed, and the SUM
method is suited for power estimation above rated wind speed, in agreement with
the IEC standard. Results at 12 m/s 13 m/s indicates that the SQR could be used
for estimation of the wake losses at those wind speeds, although with low accuracy,
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but more accurate modelling of the velocity deficit is needed, before this can be
tested properly.

6.2 Further work

There are in general three ways to improve the power prediction around rated wind
speed. The first is to improve the wake model, so the wake losses are calculated
accurately for the various wind speeds at turbine 2. This very important, as the
results around rated wind speed will be significantly improved. Furthermore, this
will also improve the ability of estimating wake losses above rated wind speed. The
second is to develop a completely new method to estimate the wake losses around
rated wind speed. If this occur in the future, a major issue is resolved in wind
energy engineering. The third is to test other, already developed wake merging
methods. The wake merging methods suggested by Keck Keck and by Zong and
Porté-Agel [77] are promising, but these methods are not yet tested for power
prediction around and above rated wind speed. An issue with the first method is
computational time, and the second was developed very recently, and has not yet
been tested in the DWM model. Nevertheless, it would be interesting to see how
these methods perform around rated wind speed. Furthermore, as mentioned in
chapter 2 and 5, this version of the DWM model is not based on a BEM approach,
as blade data for the turbines in Lillgrund not could be obtained. The wake
merging methods used in this thesis should therefore be used in a version similar
to the complete DWM formulation proposed by Keck [19], for further validation
of these wake merging methods, and the wake model used in this thesis.

There are also a couple of other research topics which would be interesting to
investigate with DWM model:

(1) Multiple wake situations for non-aligned flow cases: The evolution
of the wake deficit implemented in the DWM model is modelled with an
axisymmetric deficit approach. This limits the possibility to include situ-
ations where the inflow is not aligned with the turbine row. Furthermore,
cases with lateral wake merging, which may occur deep inside the wind farm
or for neighbouring rows with very narrow spacing in the lateral direction,
would also be interesting to include in the DWM model. Thus, the wake ef-
fects of a complete wind farm could be captured with one single simulation.

(2) Deep array effect: The deep array effect should be investigated with the
DWM model in very large wind farms. This is important for layout purposes
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