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Abstract

Nowcasting, a very short-term weather forecasting, has been more and more used in the later

years, due to improved forecast models and more computing power. More frequent weather

forecast updates depend on observations that can be collected frequently. An observation that

can be collected every hour is the GNSS Zenith Total Delay (ZTD), which is the delay in a

satellite signals ray to a receiver due to the composition of the atmosphere, converted to a

humidity measurement. This dissertation studies the impact GNSS ZTD observations on a rapid

refresh nowcasting system. Two experiments, with, and without GNSS ZTD observations, have

been performed. The bias of the GNSS ZTD observations was corrected using a variational

approach.

Nowasting with seven hour forecasts was updated every third hour. A Rapid Refresh (RR)

scheme – a non cycled data assimilation and forecast system – was used as nowcasting approach,

using short-range forecasts from a three hour cycling system as initial state. The impact of the

GNSS ZTD observations was evaluated by comparing the analyses and forecasts of the two

above mentioned experiments against observations.

Results from the two experiments showed that there is a difference between the two model runs.

The most remarkable differences could be seen in relative and specific humidity, wind speed,

wind direction, and one and six hour accumulated precipitation forecasts. Significant difference

in root-mean-square error (RMSE) was observed between the two experiments, especially dur-

ing the first two hours of the forecast at some of the nowcasting times. The bias correction of

the observations was successful for some of the stations used to collect GNSS ZTD observa-

tions. But, some of the stations showed a clear spin-up observed during the first ten days. All

the stations used to collect the GNSS ZTD observations was located in Sweden.

A promising positive impact of GNSS ZTD was found, but further development is needed to

get a stable improvement from this observation in a RR system. Furthermore, use of more

observations from other countries inside the domain and more careful bias correction would be

advantageous.
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1. Introduction

Numerical weather prediction (NWP) uses numerical simulations to solve mathematical equa-

tions to make a weather forecast. Its accuracy has improved as computing power, numerical

modelling, including data assimilation techniques, has improved, making it possible to update

and deliver forecasts more frequently. Data assimilation is an important part of NWP, it is a

technique that combines observations and physical constraint to make an analysis of the atmo-

spheric conditions (Bouttier & Courtier 2002). The analysis is used as initial conditions for a

forecast model.

The time from the assimilation process starts to the delivery of a forecast can be a few hours.

To deliver forecasts more frequently, one method is shortening the cut-off time, the time period

between the analysis starts and the assimilation starts. During this time, observations are collec-

ted from a number of different stations and communication channels. How often an observation

can be collected depends on the observation type. This must be considered when deciding the

length of the cut-off time, since it is beneficial to collect as many observations as possible. In

NWP, the cut-off time is typically from one hour and fifteen minutes and upwards (Auger et al.

2015), but by reducing this to for instance 15 minutes, the delivery time, the time from an ana-

lysis is started to the forecast is ready, is greatly reduced. Reducing the cut-off time leads to a

new problem; how many of the desired observations can be collected. Shortening the cut-off

time results in a dilemma, to wait for more observations or have shorter delivery time for a

forecast.

When the delivery time is shortened down to for instance one hour, it can be more useful to

update the model more frequently, this results in nowcasting. With more frequent updates, one

cannot afford long-range forecasts, so nowcasting uses NWP to make a very short-range fore-

cast, from zero to six hours (Auger et al. 2015). This can be useful when for instance warning

the public and energy producers (e.g. wind and solar power) of extreme weather. Nowcasting

requires a short delivery time and rapid updates of the data assimilation process.

There are two ways of doing rapid update analysis, one of them is Rapid Update Cycle (RUC).

In RUC, the previous (short-range) forecast is used as background for the next update. If the

background model is incorrect or biased, it affects the next analysis, and can result in an incor-
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1. Introduction

rect forecast. Instead of RUC, Rapid Refresh (RR) can be used. In RR, an operational system

with longer cut-off time is used as background for the next update, instead of using the previous

forecast as background. This reduces the possibility of previous errors impacting the next up-

date. Still, the problem that arises with reducing the cut-off time exists. How many observations

can be collected when the model is updated every hour? One of the possible solutions is to use

frequent observations, like GNSS ZTD observations, which is available every hour.

Global Navigation Satellite Systems (GNSS) are traditionally used to send signals down to

receivers at the earths surface to estimate the receivers position. When a signal traverses the

atmosphere it experiences refraction, since the different layers in the atmosphere have distinct

refraction indices. The refraction results in a longer path for the signal, this gives a delay

compared to a signal traversing in vacuum. This is called the GNSS delay. The GNSS delay

can be processed to obtain Zenith Total Delay (ZTD), which is the total delay converted to a

delay in the zenith direction (Mendes 1999). GNSS ZTD is often expressed as the height of a

water column if all the water vapour in the air column above the receiver had been converted to

liquid water (Arriola et al. 2016). GNSS ZTD is an observation with good spatial and temporal

coverage, unlike e.g. radiosonde which is typically available one to four times a day. This

makes GNSS ZTD a useful observation in nowcasting.

Previous studies (e.g. de Haan (2015); Mile et al. (2015); Lindskog et al. (2017)) have showed

that GNSS improves short-term forecasts and Roohollah (2019) shows promising results when

using a RR approach in a nowcasting system. This dissertation studies the impact of using

GNSS ZTD observations in a rapid refresh nowcasting system. Two experiments is run on

European Centre for Medium-Range Weather Forecasts (ECMWFs) supercomputer, one with

and one without GNSS ZTD observations. The NWP model used is the Harmonie-MetCoOp

model, referred to as MetCoOp in the rest of the dissertation. The results from these two

experiments will be compared to study the impact of GNSS ZTD observations in a rapid refresh

system.

Section 2 presents the principle of GNSS ZTD measurements and introduces data assimilation,

the observation bias correction and verification procedures. Section 3 presents the obtained

results. Section 4 discusses the obtained results and section 5 draws some conclusions.
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2. Data and Methods

2.1 GNSS total delay

As described in the introduction, a satellites signal is delayed when it propagates the atmo-

sphere. This section describes how this delay can be measured, and the process of converting

the delay to a humidity observation in the atmosphere.

2.1.1 Refraction in the atmosphere

When an electromagnetic wave, for example a signal from a satellite, moves from one medium

to another, it will experience refraction. Refraction is a change in direction because the two

mediums have different refraction indices. The refraction index n to a medium is defined as

n = c
v
, where c is the speed of light and v is the wave’s phase velocity (Mendes 1999). When

a ray traverses a path it will follow the path that can be traversed in the least time, according to

Fermat’s principle. In figure 2.1, this is the dashed line.

Figure 2.1: Illustration of the signals change of direction when the signal passes from one
medium to another. The solid line is an illustration of a satellite signal passing
through the atmosphere. The dashed line shows the signals path if it had propag-
ated through vacuum. Since the signal has to pass trough several layers, acting as
differing mediums, it changes direction several times. The black dots represents the
satellite sending a signal, and the red dot is the receiver at the surface.
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2. Data and Methods

As Mendes (1999) shows, the difference d between distance traversed in a medium and in

vacuum can be expressed as:

d =
∫

atm
n ds−

∫
vac
ds (2.1)

∫
atm n ds is the total distance the signal traverses through the atmosphere and

∫
vac ds is the

distance it would have traversed if the medium was vacuum. This difference in distance will be

used later to estimate the amount of humidity in the atmosphere.

In this analysis, it is most convenient to split the atmosphere into two main parts, the iono-

sphere and the neutral atmosphere, this can be seen in figure 2.1. The ionosphere reaches down

to approximately 80 km above the earth’s surface, and mainly consists of ions and electrons.

Its composition makes it dispersive, making the delay the ray experiences dependent on the

rays frequency. Satellites emit every signal in two distinct frequencies, and the two different

frequencies can be used to find a ionosphere free linear combination. Thus, the ionosphere

dependent delay can be computed (de Haan 2015). This part of the total delay will not be

discussed further, the part of the delay focused on in this dissertation is the one caused by the

neutral atmosphere.

According to Mendes (1999), approximately 80 % of the atmosphere’s molecular mass is in the

troposphere, which corresponds to zero to 16-20 km above the surface. Almost all the vapour

and the aerosols in the atmosphere are located in this layer. Thus, this is where most of the

neutral atmospheric delay occurs.

The extended path due to the layers in the atmosphere cause the signal to use longer time than

it would have if it had traversed in just one medium. This time delay can be used as an indirect

measurement of the humidity along the rays path and is referred to as GNSS Zenith Slant Delay

(Troller 2004).

The delay due to the signals prolonged path, corresponds to a slant delay from the receiver to

the satellite. For comparison purposes, this slant delay is converted to a zenithal path delay.

This is done by using a mapping function:

ZTD = TD ×MF (Θ) (2.2)

where TD is the slant path delay, ZTD is the zentithal path delay, MF is the mapping function

and Θ is the elevation angle (Troller 2004).
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2. Data and Methods

Figure 2.2: Illustration of the relationship between the slant delay and the zenith total delay.

As can be seen in figure 2.2, the mapping function maps the delay from a zenith to a slant delay

at different elevation angels (Troller 2004). The larger the elevation angle, the greater the delay

is. The mapping functions will not be discussed further, ZTD will be referred to as GNSS ZTD

in the rest of this dissertation.

GNSS ZTD can be expresses as a measurement of the integrated atmospheric refraction, n,

between the earth’s surface, z = 0 and the top of the atmosphere, z = TOA:

ZTD =
∫ z=TOA

z=0
[n(z)− 1] dz (2.3)

where dz is the vertical thickness.

In the atmosphere, the refraction index, n, is larger than, but close to 1. Thus, it is convenient to

express the refraction index with N, refractivity (Mendes 1999):

N = 106 (n− 1) (2.4)

According to Haase et al. (2003), the refractivity, N, over a height in the atmosphere can be

expressed as:

N = k1
Pd
TZd

+ k2
e

TZw
+ k3

e

T 2Zw
(2.5)

where k1, k2 and k3 are refraction constants, Pd is the dry gases partial pressure, e is the water

vapours partial pressure, T is the temperature, Zd is the compressibility of dry air and Zw is the

compressibility of water vapour. The refraction constants can be found in table 2.1.
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2. Data and Methods

Table 2.1: The best estimation of the refraction constants, obtained from Orliac (2009).

Constant Estimate [K/hPa]
k1 77.691± 0.013
k2 71.97± 10.5
k3 375406± 3000

By combining 2.3 and 2.4, an expression for ZTD can be obtained:

ZTD = 10−6
∫ z=TOA

z=0
N dz (2.6)

To clearly show the relationship between ZTD and humidity, pressure and temperature, equa-

tions 2.5 and 2.6 can be combined:

ZTD = 10−6
∫ z=TOA

z=0

(
k1

Pd
TZd

+ k2
e

TZw
+ k3

e

T 2Zw

)
dz (2.7)

Equation 2.7 indicates that a large water vapour pressure, e, results in a larger delay than a small

vapour pressure, if all other parameters are the same.

2.1.2 Integrated water vapour

ZTD can be divided into two parts, zenith hydrostatic delay (ZHD), the ”dry” part, and zenith

wet delay (ZWD) the ”wet” part.

ZTD = ZHD + ZWD (2.8)

ZHD is proportional to surface pressure and temperature, ZWD is proportional to the amount

of humidity in the atmosphere. The humidity can be expressed as the integrated water vapour.

IWV is defined as the amount of water vapour in a column of air over the height z0,

IWV =
∫ z=TOA

z0
ρv dz (2.9)

where ρv is the density of water vapour (Haase et al. 2003). IWV has units kg/m2. Since the wet

delay of a ray is closely related to the amount of water vapour in the part of the atmosphere it

traverses, it can be expressed as

IWV = Π× ZWD (2.10)
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2. Data and Methods

where Π is a dimensionless constant. Π is defined as

Π = 106

ρRv[ k3
Tm

+ k′2]
(2.11)

where ρ is the density of liquid water, Rv is the specific gas constant for water vapour, k′2 =
k2−mk1 and Tm is a weighted average of the temperature in the atmosphere (Bevis et al. 1994).

m = Mw/Md and is the ratio of molecular mass of dry, Md, and wet, Mw, air.

Bevis et al. (1994) defined Tm as

Tm =
∫

(e/T ) dz∫
(e/T 2) dz (2.12)

but they later showed that this could be simplified to:

Tm ≈ 70.2 K + 0.72Ts (2.13)

where Ts is the temperature at the surface and is measured in kelvin. This simplification has a

root mean square error of 4.7 K, giving a relative error on less than 2 % and is therefore a good

estimate of Tm (Bevis et al. 1994).

Haase et al. (2003) combines the expressions for IWV, ZTD and equation 2.10 and obtain an

other expression relating zenith wet delay and integrated water vapour:

ZWD = IWV (a0 + a1∆T + a2∆T 2) (2.14)

where ∆T = Ts − Tav. The constants are given in in table 2.2.

Table 2.2: The values for the constants in equation 2.14, obtained from Haase et al. (2003).

Constant Value
Tav 283.49 K
a0 6.458 m3/kg
a1 -1.78 ×10−2 m3/kg K
a2 -2.2 ×10−5 m3/kg K2

As shown in this section, a rays extended path can be used as an indirect measurement of the

integrated water vapour in the atmosphere. This is the method used in this paper to estimate the

water vapour content in the atmosphere. When the delay is converted to IWV it is considered

as an observation.
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2. Data and Methods

After an observation is collected it needs processing before it can be used in data assimilation.

All observations are biased or have some errors, this needs to be corrected. This also applies to

GNSS ZTD observations. The correction needs to be handled before or during the assimilation

process. The longer the GNSS ZTD data is processed, the more accurate is the observation

(Guerova et al. 2016). The next section describes the process of validating and bias correcting

the observations and the data assimilation process.

2.2 Harmonie data assimilation

The weather forecasting process is summarised in figure 2.3. The MetCoOp model is the NWP

model used in Norway, Sweden and Finland, and will also be used in the experiments in this

thesis. The details of Harmonie and the MetCoOp NWP model will be described in section

2.4.

Figure 2.3: A summary of the most important the steps in a NWP process.

Firstly, the observations are collected from different observation points and stations. They are

then preprocessed to remove redundant or incorrect observations, and the remaining observa-

tions are bias corrected. Next follows the data assimilation. The data assimilation results in an

analysis used as initial condition in a NWP model, and a forecast is made. Bias correction can

also be done during the assimilation process, this is the case for GNSS ZTD observations, and

will be discussed in section 2.2.3. In verification and monitoring, the forecast is compared to

observations collected to verify the forecast and evaluate its quality. In the monitoring process,

the accuracy of the assimilation and the bias correction of the individual observations are eval-

uated. This is the NWP process in a short summary, not all details are included. The part of the

forecast in focus in this dissertation are data assimilation, verification and monitoring.
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2. Data and Methods

2.2.1 Validation of observations

One part of the preprocessing is to remove observations that are assumed to be incorrect. The

remaining observations are used in the assimilation process. To validate GNSS ZTD observa-

tions a test is performed on the observations. This is described in Arriola et al. (2016). An

observation, yi, is rejected if the inequality

{[H(xb)]i − yi}
2
/σ2

b,i > Lλ (2.15)

is not fulfilled. λ = 1 + σ2
o,i / σ2

b,i, L is the rejection limit, σ2
o,i is the observation-error variance,

σ2
b,i is the background-error variance and [H(xb)]i is the projection of the model state on obser-

vation i. L is set to 4, and the background-error standard deviation is set to 10 mm. This value is

the standard for the Harmonie model, and is a relatively strict limit for GNSS ZTD observations

(Lindskog et al. 2017).

Arriola et al. (2016) describes the process of choosing which stations to use, by creating a white

list. The list is updated every month, based on the previous months monitoring results. The

evaluation of the stations is based on the ZTD departure (the observation minus the background)

statistics. The stations with the smallest standard deviation, if the station had a skewness that

did not exceed a predefined threshold, is added to the white list. Some of the observations are

processed by several processing centres. The MetCoop model uses the data processed by the

Nordic GNSS Analysis Centre, the Met Office processing centre in the United Kingdom and

the Royal Observatory Processing centre of Belgium (Jones et al. 2016).

Both Arriola et al. (2016) and Lindskog et al. (2017) show the importance of a temporal and

spatial thinning of the GNSS ZTD data within the white list. GNSS ZTD observations have

a high temporal resolution and and can be collected more frequently than the data assimila-

tion analysis is updated. Only the observations closest in time to the analysis time are used

in the MetCoOp model. Thinning saves both computing time and resources and reduces the

correlation in observation errors (Arriola et al. 2016).

2.2.2 The data assimilation process

Data assimilation is an analysis technique that combines a priori knowledge of the atmosphere

with observations and physical constraints (Bouttier & Courtier 2002). It is used to find the

best estimates for the initial conditions in a NWP model. 3D-var is the method used for data

assimilation in the upper-air in the Harmonie model, and the goal is to minimise the cost func-

tion

J(x) = Jb + Jo = (x− xb)TB−1(x− xb) + (y − H[x])R−1(y − H[x]) (2.16)

9



2. Data and Methods

Where Jb is the background term and Jo is the observation term. x is the analysis at the min-

imum of J, xb is the background state, a priori estimate of the atmospheric condition, y is the

observations vector, H is the observation operator that projects the model values to the obser-

vation space, B and R are the covariance matrix to the background and the observational error

respectively (Bouttier & Courtier 2002).

Figure 2.4 is an illustration of the assimilation process. The red line represents the true state

of the atmosphere and the crosses are the observations. The blue line is the background model

used to estimate the conditions in the atmosphere. To make the background as close to the true

state as possible, observations are collected and assimilated into the system, this is done as often

as possible. The result of the data assimilation is an analysis, which are the black dots in figure

2.4. This analysis is used as initial conditions for a NWP model to produce a forecast which

will be used as background state for the next data assimilation.

Figure 2.4: Illustration of the data assimilation process.The blue line is the background model,
the red line is the true state of the atmosphere, the black crosses are the observa-
tions and the black dots are the starting points for the updated assimilation.

As can be seen in figure 2.4, the previous forecast is updated to produce a new analysis by

taking into account the most recent observations. This is data assimilation cycling. If the update

frequency is lower than three hours, it is called the Rapid Update Cycling (RUC) method for

updating the analysis. The Rapid Refresh method will be described and discussed in section

2.2.4.

2.2.3 Bias correction for GNSS ZTD

As described earlier, the collected observations need to be corrected before they are used in

data assimilation. In an assimilation system, there exists several sources of error. Examples are

background errors, observation error, instrumental error and representativeness errors (Bouttier

& Courtier 2002). It is important to identify these errors and biases to make a precise analysis

and a good forecast. Variational Bias Correction (VarBC) is applied to correct the bias of GNSS

ZTD observations (Arriola et al. 2016). To determine the bias b for an observation, a linear

predictor model is used:
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2. Data and Methods

b(β, x) =
Np∑
i=0

βipi(x), (2.17)

where pi is the predictors,Np is the number of predictors and βi are the unknown predictor coef-

ficients. By combining (2.16) and (2.17), the cost function can be expressed on this form:

J(x, β) = (xb − x)TB−1
x (xb − x)

+ (βb − β)TB−1
β (βb − β)

+ [y − H(x)x− b(x, β)− y]TR−1[y − H(x)− b(x, β)]

(2.18)

where xb and βb are prior estimates of x and β, Bx and Bβ are their respective error covariances

and y is the uncorrected observation vector. The first term in equation 2.18 represents the

background constraint for the state vector and is the same as in the original cost function. The

second term acts as a background constraint on the bias coefficients. It influences how adaptive

the estimates are. If the constraint is strong, the coefficients estimate responds slowly to the

latest observations, and if it is weak, the coefficients estimate responds more rapidly. The last

term provides most of the control for the bias coefficients, it is the bias-adjusted observation

term (Dee & Uppala 2008).

To find the VarBC coefficients to use in the assimilation, a spin-up period prior to the analysis

is used. During this period, the modified cost function is updated at every analysis cycle. Since

the coefficients are updated every time the analysis is updated, the systematic errors between the

background and the observations should be smaller as time passes, since the number of analysis

updates increases and the coefficients estimates improves. This is why a spin-up period is used,

not just a few updates of the analysis. One month of spin-up is usually needed to estimate good

coefficients. The coefficients used in this study were taken from the preoperational MetCoOp

nowcasting system.

This dissertation focuses on evaluation of the impact of adding GNSS ZTD observations in a

rapid refresh nowcasting system. The GNSS ZTD observation can have bias for several reasons.

The bias can come from the mapping functions, hydrostatic delay and errors from converting

from delay to IWV. GNSS ZTD is considered as a surface observation so each receiver station

has a station-dependent offset parameter (Arriola et al. 2016). This is a single constant coef-

ficient per station, in contrast to other observations types, e.g. satellite radiances which have

several coefficients (Dee & Uppala 2009).
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2. Data and Methods

2.2.4 Cut-off time and rapid refresh system

As described in the introduction, the length of the cut-off time is essential for the delivery

time of a NWP forecast. It is important as it determines which observations to include in the

assimilation, hence also important for the forecasts quality. One of the issues with reducing the

cut-off time is to collect a sufficient number of observations to use in the data assimilation.

Approaches for updating the analysis – Rapid Refresh (RR) and Rapid Update Cycle (RUC) –

have already been described shortly in the introduction. In RUC, the previous forecast is used as

background model to produce a new analysis (Benjamin et al. 2004). 3D-var data assimilation

is used in RUC and NWP, but this approach could be problematic in a nowcasting system.

In the current MetCoOp model, it is possible to update the model every hour, but spin-up prob-

lems can make this a poor option. Earlier, a spin-up period was used to find the VarBC coeffi-

cients, but this is not the same spin-up as here. In data assimilation, a number of observations

are collected, but not as many as there are variables in a forecast model. When a forecast model

is started, physical constraints and parameterisations are used together with the initial condi-

tions from the data assimilation to estimate the remaining variables needed. If the balance in

the assimilation process is not well established, this can result in a unbalance in certain model

steps. This is spin-up in the context of data assimilation and NWP. Since RUC uses the previous

forecast as background for the next update, spin-up might be a problem, if the previous forecast

was unbalanced (Auger et al. 2015).

One way of avoiding this is problem is using RR for updating the initial states. Rapid refresh

uses the first guess from a host model, a different model than the one used as background model,

so there is no cycling of the first guess. This reduces the spin-up problem. The host model is

usually a model with longer cut-off time than the model used in RUC. As discussed earlier,

longer cut-off results in more observations, which can give a more accurate estimate of the

initial states. The model has been running for a longer time than the model in RUC, and running

a model for a longer time reduces spin-up (Auger et al. 2015). With both more observations

and a longer run time for the host model, the problems with spin-up can be reduced by using

RR instead of RUC.

By implementing shorter cut-off time and RR in a nowcasting, both the delivery time and the

spin-up issue can be reduced, and it is possible to update the analysis more frequently. Still,

there is a problem with collecting enough observations with the short cut-off time.

The next section summarises the different observation types that are available in the experiments

performed in this thesis. It also shows the results of preprocessing and thinning the observations

as only some of the collected observations were used in the experiments.
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2. Data and Methods

2.2.5 The observations in rapid refresh

This section provides information regarding the observations available and used at a randomly

chosen day of the experiments. An explanation of the observation types used are given in table

2.3.

Variable Description
APD GPS total zenith delay
DOW Doppler
H Relative humidity
H2 Relative humidity at two meter
RFL Radar reflectivity
T Temperature
T2 Temperature at two meter
TS Surface temperature
U Upper air wind components
U10 Wind component at ten meter
Z Geopotential

Table 2.3: Explanation of the observations types used in the experiments.
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Table 2.4: Summary of the total collected and used observations in the experiment on 10.12
2019 at 03 UTC. An explanation of the different observation types can be found in
table 2.3.

Observation type Variable Obs. collected Obs. used %
SYNOP
Land Manual Report

U10 46 0 0
H2 24 0 0
Z 23 20 87
T2 24 0 0

Land Automatic Report
U10 2126 0 0
H2 1156 0 0
Z 826 447 54
T2 1197 0 0

Ship Report
U10 0 0 0
H2 2 0 0
Z 3 1 33
T2 3 0 0
TS 0 0 0

Automatic Ship Report
U10 122 102 84
H2 58 0 0
Z 62 53 85
T2 70 0 0
TS 14 0 0

Ground-based GPS (GNSS ZTD) APD 19 19 100
AIREP

U 12 10 83
T 6 5 83

SATOB
U 274 0 0
T 137 0 0

DRIBU
Z 70 15 21
TS 72 0 0

RADAR
H 69277 4841 7.0
RFL 398008 0 0
DOW 1187 0 0

Total of all observations 474818 5513 1.2
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Table 2.5: Summary of the total collected and used observations in the experiment on 10.12
2019 12 UTC. An explanation of the different observation types can be found in
table 2.3.

Observation type Variable Obs. collected Obs. used %
SYNOP
Land Manual Report

U10 118 0 0
H2 60 0 0
Z 53 44 83
T2 61 0 0

Land Automatic Report
U10 2112 0 0
H2 1159 0 0
Z 807 423 52
T2 1196 0 0

Ship Report
U10 0 0 0
H2 2 0 0
Z 3 1 33
T2 3 0 0
TS 0 0 0

Automatic Ship Report
U10 126 102 81
H2 58 0 0
Z 60 52 87
T2 69 0 0
TS 14 0 0

Ground-based GPS (GNSS ZTD) APD 19 19 100
AIREP

U 742 492 66
T 371 246 66

SATOB
U 616 0 0
T 308 0 0

DRIBU
Z 72 16 22
TS 70 0 0

RADAR
H 27937 2546 9.1
RFL 382053 0 0
DOW 0 0 0

Total of all observations 418089 3941 1.2
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Table 2.6: Summary of the total collected and used observations in the experiment on 10.12
2019 18 UTC. An explanation of the different observation types can be found in
table 2.3.

Observation type Variable Obs. collected Obs. used %
SYNOP
Land Manual Report

U10 106 0 0
H2 51 0 0
Z 47 42 89
T2 54 0 0

Land Automatic Report
U10 2064 0 0
H2 1129 0 0
Z 788 417 53
T2 1174 0 0

Ship Report
U10 2 2 0
H2 2 0 0
Z 3 2 33
T2 3 0 0
TS 1 0 0

Automatic Ship Report
U10 130 104 80
H2 58 0 0
Z 62 53 86
T2 70 0 0
TS 14 0 0

Ground-based GPS (GNSS ZTD) APD 19 19 100
AIREP

U 1198 740 62
T 605 375 62

SATOB
U 468 0 0
T 234 0 0

DRIBU
Z 72 16 22
TS 74 0 0

RADAR
H 120878 7459 6
RFL 398035 0 0
DOW 1224 0 0

Total of all observations 528565 9229 1.8
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As can be seen in the three tables, very few of the observations were actually used, only around

1 %. The methods for validation and thinning of observations have been discussed earlier.

This can be seen in use in this section, as only some of the observations collected are actually

used.

2.3 The sensitivity of the analysis to GNSS ZTD

As seen in the previous section, several observation types and variables exist, but not all of them

are used. A method for checking the impact of each observation in the assimilation system is

the degree of freedom for signal (DFS). Studies (Mile et al. (2015); Randriamampianina et al.

(2019); Randriamampianina et al. (2011)) showed how DFS can be used for analysing the

impact of an observation on an assimilation system.

As described in Randriamampianina et al. (2011), the DFS can be computed as following:

DFS = ∂(Hxa)
∂y

≈ (ỹ− y)R−1{H(x̃a − xb)−H(xa − xb)}, (2.19)

where y is the observation vector, ỹ is the vector of perturbed observations, R is the observation

error covariance matrix, H is the tangent linear of the observation operator for each observation

type, xa is the analysis, x̃a is the analysis made with the perturbed observations and xb is the

background state.

The DFS can be evaluated in two different ways according to Randriamampianina et al. (2011),

the absolute and the relative DFS. The absolute DFS describe the information given to the

analysis by the different observation types, regarding amount, instrumental accuracy and dis-

tribution. The relative DFS is the DFS normalised by the number of observations within the

given observation subset. The relative DFS represents a theoretical value for every type of ob-

servation, independent of its actual amount or geographical coverage in the assimilation system

(Mile et al. 2015). In figure 2.5, the two types are plotted together. The values in figure 2.5 are

not computed from the data in the experiment performed in this thesis, but are the DFS from

one week from the MetCoOp preoperational model run on the 23rd of April 2020. Still, the

weekly DFS from MetCoOp can give insight to which observations that normally are the most

valuable and have the most impact on a model.

17



2. Data and Methods

(a) The DFS at 00 UTC. (b) The DFS at 12 UTC.

Figure 2.5: The absolute and relative DFS for one week at two different assimilation times, for
the preoperational MetCoOp nowcasting model obtained 23.04 2020.

Figure 2.5 illustrates how the DFS can be used for comparing the impact the different observa-

tion types have on the analysis. Based on the absolute DFS plot in the figure, radar observations

provides the largest contribution to the analysis. This means that in this assimilation system, the

largest amount of information is extracted from the radar observations. It also shows that very

little information is obtained from GNSS ZTD observations. The relative DFS, on the other

hand, shows that even though GNSS ZTD not provides very much information in total, each

of the observations contributes much information compared to other observations. This is an

interesting result, and can be used as motivation to study the impact of increasing the number of

GNSS ZTD observations used in an assimilation system. Because of time restriction the DFS

was not computed for the experiment performed in this dissertation, but it could have given

interesting information regarding the impact GNSS ZTD observations has in a RR nowcasting

system.

2.4 The Harmonie and MetCoOp models

The Harmonie model is a result of a collaboration between 26 countries, mainly in Europe

and North-Africa. The model has a spectral representation with a non-hydrostatic dynamical

core. An optimal interpolation scheme is used to assimilate surface observations and 3D-var is

used in the upper air to assimilate observations into the model. The Harmonie configuration is

described in detail in Seity et al. (2011) and Bengtsson et al. (2017).
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Norway, Sweden and Finland has together made a model specialised for the Nordic climate and

areas, based on the Harmonie model, AROME-MetCoOp. Figure 2.6 shows the domain for the

AROME-MetCoOp model.

Figure 2.6: The MetCoOp25B domain.

The adaptation of the Harmonie system to the area of interest for MetCoOp have improved the

forecast results (Müller et al. 2017).

The MetCoOp setup consists of 65 vertical levels, the model top is 10 hPa, the lowest level is 12

meters and the spatial resolution is 2.5 km, with 739 × 949 grid points (Roohollah 2019). The

lateral boundary conditions are collected for every assimilation cycle from the European Centre

for Medium-Range Weather Forecast Integrated Forecast System (Müller et al. 2017) and are

used every hour in the forecast process. The standard MetCoOp model is updated every third

hour, when the atmosphere and surface variables are updated. There are four main cycles, 00,

06, 12 and 18 UTC, at these cycles the 66 hour forecast is updated (Müller et al. 2017).

2.5 The setup of the experiments

To investigate the potential benefits of introducing GNSS ZTD to a rapid refresh nowcasting

model, two experiments was carried out. See table 2.7 for a summary of the different model

setups. A third model, MNWC OP, was run to mimic the operational host model and used as

a first guess and for updating the two rapid refresh experiments. The experiments were run on

ECMWF’s supercomputer.
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Table 2.7: Set up of the experiments

MNWC OP MNWC CNTN MNWC GPSN
Cycle length [h] 3 3 3
Cut-off time [min] 75 15 15
Update 3 hour cycling Rapid refresh Rapid refresh
Observations used
Radiosonde ×
SYNOP × × ×
AMV × × ×
ASCAT ×
Radar × × ×
GNSS × ×

MNWC OP is a seven-hour forecast, updated every third hour, with main updates at 00, 06, 12

and 18 UTC. It is not a complete forecast, it is an experimental setup based on the MetCoOp

model.

MNWC OP is used as a background model for the two experiments. The first guess from

MNWC OP is available for use in the experiment after two hours. Since the experiments are

updated every third hour, this causes the initial conditions updates to be three or six hours old,

see table 2.8. Some observations, like radiosonde, are only available after certain times of the

day it was not used in all the model updates. To make sure the observations with few collections

each day were included in the first guess and the analysis update, MNWC OP was run for seven

hours.

Table 2.8: The table shows how old the observations was, when they were used in the experi-
ments.

Nowcasting time, UTC 00 03 06 09 12 15 18 21
Initial condition [hour] 6 3 6 3 6 3 6 3

The VarBC coefficients used are obtained from the preoperational MetCoOp nowcasting sys-

tem, and are called warm coefficients. When warm coefficients used in an experimental set-up

come from an operational data assimilation system, we expect some adjustments of the bias

correction caused by new analysis and initialisation techniques during the first few days.

Because of the limited time and resources, a period that was easily accessible and that contained

a full set of observations was chosen. The experiments used observations from the period 2-

25 December 2019. This is also a time of the year often characterised by changing weather

conditions and different precipitation types in the Nordic countries, so this could give some

interesting cases to study further. It was also chosen to update the experiment every third hour,

instead of every hour, to limit the use of time and computer resources.
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This section summarises the results of the two experiments, with, MNWC CNTN, and without,

MNWC GPSN, GNSS ZTD observations. These experiments were preformed to investigate

the effect of adding GNSS ZTD observations to the rapid refresh nowcasting system. The

resulting analyses and forecasts from the two experiments were verified against a number of

different observation types, for instance humidity, wind, temperature and pressure. The veri-

fication was done both at the surface and at different heights in the model. Verification was

done by comparing the analyses and forecasts against observations, using different verification

metrics, like for example Root-Mean-Square Error (RMSE), standard deviation, bias, and other

skill scores.

(a) (b)

Figure 3.1: The available observations to verify the mean sea level pressure (a) and two meter
relative humidity (b) at 00 UTC.

Figure 3.1 shows the distribution of the stations used in the verification the modelled parameters

at 00 UTC. It can be seen that there is a difference in the number of stations used to verify the

two different observation types. This also applies to other parameters and at different times of

the day and different nowcasting times.
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A case study was done to look at the time period 08.12-10.12 2019, where the results showed

some improvement.

A review of the effects of using VarBC to reduce the bias in GNSS ZTD observations is done

by studying the results from some selected stations. The results examined were the first guess

and analysis departures, and the relationship between first guess, observations and the ana-

lysis.

3.1 Radiosonde verification

The resulting forecasts from the two models were compared to radiosonde observations. Ra-

diosonde verifies the initial conditions used in a forecast, and not the whole forecast. If the

RMSE or standard deviation is smaller and the bias is closer to zero for MMNWC GPSN

than MNWC CNTN, this can indicate that adding GNSS ZTD observations improve the fore-

cast.

(a) (b)

Figure 3.2: Verification of the analysed relative (a) and specific humidity (b) against radiosonde
at 00 UTC. The green line is MNWC CNTN and the purple is MNWC GPSN, the dots are the
RMSE and the squares are the bias. The grey line is the number of radiosonde observations.

The radiosonde verification for relative and specific humidity at 00 UTC can be seen in figure

3.2. Figure 3.2a shows that MNWC CNTN has a smaller bias at 925 hPa than MNWC GPSN.

At pressure levels above 850 hPa, there are almost no difference between the two experiments.

In figure 3.2b, a lower bias for MNWC CNTN can be seen at 925 hPa hPa. The RMSE is almost

the same for both of the experiments, with a small reduction in RMSE for MNWC GPSN at

850 hPa at 00 UTC.
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(a) (b)

Figure 3.3: Same as figure 3.2, but for wind direction (a) and wind speed (b).

Figure 3.3 shows the radiosonde verification of wind direction and wind speed at 00 UTC. A re-

duction in wind direction RMSE for MNWC GPSN can be seen at 925 hPa in figure 3.3a, while

the bias is mostly smaller for MNWC GPSN than MNWC CNTN. In figure 3.3b there is a small

difference in bias and standard deviation between the two experiments, where MNWC GPSN

is marginally better.

3.1.1 Significance tests

To check if the differences are significant, a significance test is preformed using a two-sided

Student’s t-test. The values along the y-axis in figure 3.4 is the difference in RMSE, normalised

by the mean scores, between MNWC CNTN and MNWC GPSN. The difference is shown in

percents. The vertical line is the 90 % confidence interval for a difference in RMSE. If zero

is in the interval, it can not be claimed that there is a significant difference between the two

experiments. A positive value indicate a positive impact on the forecast skill.
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(a) Significance test with a 90 % confidence inter-
val for relative humidity at 2 meter height at 15
UTC.

(b) Significance test with a 90 % confidence inter-
val for specific humidity at 2 meter height at 15
UTC.

(c) Significance test with a 90 % confidence inter-
val for wind direction at ten meter height at 15
UTC.

Figure 3.4: Significance test used to check if there is a difference between MNWC CNTN and
MNWC GPSN.

It can be seen in figure 3.4 that the MNWC GPSN has a lower two meter specific and relative

humidity, and wind direction RMSE than MNWC CNTN, in the first two hours of the forecast,

but the difference is not significant. There is also a large negative impact on ten meter wind

direction at the sixth hour of the forecast.

3.2 Six hour accumulated precipitation verification

The verification of the forecasted and detected six hour accumulated precipitation are studied

in this subsection. The results from the two different tests are showed through different skill

scores, together with a significance test and the time series statistics.
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(a) SEDI for six hour accumulated precipitation at
18 UTC.

(b) Probability of detection for six hour accumu-
lated precipitation at 18 UTC.

Figure 3.5: Skill scores tests for six hour accumulated precipitation at 18 UTC. The purple line
is MNWC CNTN and the green in MNWC GPSN. Positive value means positive impact.

Figure 3.5 shows the Symmetric Extremal Dependency Index (SEDI). A high index indicate

a forecast that predicts extreme events more accurately than a forecast with a low index. It

can be seen that MNWC GPSN has a slightly higher index than MNWC CNTN for the lower

precipitation amounts, until approximately 0.4 mm. For the higher amounts, approximately

1 mm of precipitation, it varies which of the models has the highest index. The probability

of detection can be seen in figure 3.5b, and the same results as in the SEDI test can be seen.

MNWC GPSN has the highest probability of detecting the lower amounts of precipitation, but

for the higher precipitation amounts, it varies which of the models preformed the best.

Figure 3.6: Significance test with a 90 % confidence interval for 6 hour precipitation at 18
UTC. A positive value means a positive impact
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Figure 3.6 shows a significance test with a 90 % confidence interval. It can be seen that there is

a positive difference in RMSE, but not significant.

Table 3.1 summarises the number of forecasted detections within each of the precipitation

amount limits measured during six hours.

Table 3.1: The number of predicted detecions by MNWC GPSN and actual detections within
each of the precipitation amount limits measured during six hours.

Accumulated precipitation amount observed
Limits
[mm] <0.100 0.100 0.200 0.500 1.00 2.00 5.00 10.0 20.0 35.0 Total

Accumulated
precipitation
amount
forecasted

<0.100 4379 204 251 219 64 38 0 0 0 0 5515
0.100 444 58 106 106 28 18 1 0 0 0 761
0.200 439 84 174 227 82 46 5 0 0 0 1057
0.500 240 62 150 260 94 58 11 1 0 0 876

1.00 138 37 119 267 185 133 23 3 0 0 950
2.00 41 8 37 112 152 283 96 7 0 0 736
5.00 12 0 3 8 22 80 127 29 0 0 281
10.0 0 0 1 0 1 6 27 43 9 0 87
20.0 0 0 0 0 0 0 0 4 16 1 21
35.0 0 0 0 0 0 0 0 0 0 1 1

Total 6053 453 841 1199 628 662 290 87 25 2 10240

It can be seen in table 3.1 that there is a large difference between the number of observations of

the lowest and highest amounts of six hour accumulated precipitation.
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Figure 3.7: Time series statistics of six hour accumulated precipitation at 06 UTC. The purple
line is MNWC CNTN, the green is MNWC GPSN, the squares are bias and the
crosses are standard deviation.

Figure 3.7 shows the standard deviation and bias for the MNWC CNTN and MNWC GPSN

forecasts when they are compared to surface observations. The two forecasts follow each other

closely with some exceptions, for instance the time period around 08.12 and 18.12-19.12, where

MNWC GPSN have a bias closer to zero and a smaller standard deviation. The results from the

time period 07.12-09.12 will be studied in detail in section 3.4.
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Figure 3.8: The stations used to verify the six hour accumulated precipitation at 00 UTC. The
different colours represents the bias.

Figure 3.8 shows the stations used to verify the observations. Most of the stations are in Norway

and Denmark, and a few in Sweden, Poland and Lithuania.

3.3 One hour accumulated precipitation

In this section, the verification of forecasted and detected accumulated precipitation during one

hour is presented. The same skill tests and significance test as the six hour precipitation section

are used.
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(a) SEDI for one hour accumulated precipitation at
18 UTC.

(b) Probability of detection for one hour accumu-
lated precipitation at 18 UTC.

(c) Significance test with a 90 % confidence interval for one
hour precipitation at 18 UTC.

Figure 3.9: Skill scores and significance tests for one hour accumulated precipitation at 18
UTC.

The figures 3.9a and 3.9b shows almost no difference between the two models. The significance

test shows improvement up to two hours into the forecast, there is a 2 % significant difference

between the two models. For the first hour of the forecast there is also a positive difference, but

it is not significant.
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Figure 3.10: Time series statistics of one hour accumulated precipitation at 00 UTC. The purple
line is MNWC CNTN, the green is MNWC GPSN, the squares are bias and the
crosses are standard deviation.

Figure 3.10 shows the statistics from a seven hour forecasts that predicts one hour accumulated

precipitation at 00 UTC. It can be seen in figure 3.10 that MNWC GPSN for the most of the

days has a lower standard deviation and a bias closer to zero than MNWC CNTN for the first

one and two hours of the forecast. After that the two experiments are quite similar. Figure 3.10

shows that MNWC GPSN performes better thatn MNWC CNTN in the same time period as

for the six hour precipitation time series, around 07.12-09.12 2019.
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Figure 3.11: The stations used to verify the one hour accumulated precipitation at 00 UTC. The
different colours represents the bias.

Figure 3.11 shows the stations used to verify the one hour accumulates precipitation forecast at

00 UTC. Most of the stations are in Sweden and Finland.

3.4 Case study

In figure 3.7 and 3.10, MNWC GPSN preformed better than MNWC CNTN in the time period

07.12-09.12 2019. This period is studied in more details in this section. The same verifica-

tion metrics as in earlier sections are used, except for the significance test due to the low data

sample.
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(a) (b)

Figure 3.12: Verification of the analysed relative (a) and specific humidity (b) from the two
experiments against radiosonde observations at 12 UTC. The green line is MNWC CNTN and
the purple is MNWC GPS, the lines to the left of the figures are the bias and the line to the
right are the standard deviation. The grey dots are the number of observations used in the
verification.

A small reduction in bias for relative humidity for MNWC GPSN compared to MNWC CNTN

between 700 and 500 hPa can be seen in figure 3.12a. The standard deviation is slightly

lower for MNWC CNTN below 850 hPa. Figure 3.12b shows a reduction in bias and stand-

ard deviation for specific humidity between 900 and 700 hPa for MNWC GPSN compared to

MNWC CNTN.

(a) (b)

Figure 3.13: Same as figure 3.12, but for wind direction (a) and wind speed (b).

A reduction in bias in wind direction can be seen in figure 3.13a when using MNWC GPSN.

The standard deviation is smaller for MNWC CNTN below 900 hPa, but between 700 and

500 hPa, MNWC GPNS has a smaller standard deviation. Bias and standard deviation for wind

speed can be seen in figure 3.13b, there is a slightly lower standard deviation for MNWC GPSN
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below 500 hPa.

3.4.1 One hour precipitation

(a) SEDI for one hour accumulated precipitation at
00 UTC.

(b) Probability of detection for one hour accumu-
lated precipitation at 00 UTC.

Figure 3.14: Skill scores tests for one hour accumulated precipitation at 00 UTC.

A higher index for MNWC GPSN than MNWC CNTN for the lower precipitation amounts can

be seen in figure 3.14a. The same can be seen in the probability of detection plot in figure

3.14b.
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Figure 3.15: Time series statistics of one hour precipitation at 00 UTC.The purple line is
MNWC CNTN, the green is MNWC GPSN, the lines at the top of the figure are
the standard deviation and the lines at the bottom are the bias. The grey dots are
the number of observations.

In figure 3.15 the difference between the two model runs is very clear, mostly in standard devi-

ation, but also in bias in the one hour accumulated precipitation forecast at 00 UTC. MNWC GPSN

has a lower standard deviation than MNWC CNTN, mostly on 08.12, and in the first hours of

the forecast. This also applies to the bias, which is closer to zero for MNWC GPSN than

MNWC CNTN.
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3.4.2 Six hour accumulated precipitation

(a) SEDI for six hour accumulated precipitation at
18 UTC.

(b) Probability of detection for six hour accumu-
lated precipitation at 18 UTC.

Figure 3.16: Skill scores tests for six hour accumulated precipitation at 18 UTC.

A large difference in SEDI between the two models can be seen in figure 3.16. Here, the score is

better for all precipitation amounts, not only the small ones that could be seen when the results

from the whole time period was analysed. In figure 3.16 the probability of detection can be

seen, it is larger for MNWC GPSN than MNWC CNTN for all precipitation amounts smaller

than approximately 7 mm.
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Figure 3.17: Time series statistics of six hour precipitation at 18 UTC. The purple line is
MNWC CNTN, the green is MNWC GPSN, the lines at the top of the figure are
the standard deviation and the lines at the bottom are the bias. The grey dots are
the number of observations.

3.5 The bias correction of GNSS ZTD observations

This section presents the station diagnostics and the results of the bias correction for some of

the stations used to collect GNSS ZTD observations. Figure 3.18 shows the used stations, all of

them are in Sweden. This is due to the short cut-off time. Observations from other stations in

the domain did not arrive in time to be included in the model runs.
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Figure 3.18: The 19 stations used to collect GNSS ZTD observations on 02.12.2019 at 03 UTC.
The same stations are used in all the updates during the whole experiment.

Figure 3.19: The results from these four stations are presented.

19 stations are used in the experiment, four of them are showed here. The stations location

are showed in figure 3.19. To test the performance of the bias correction, the 19 stations were

monitored in the period 02.12-12.12 2019. The choice of which stations to present are based on
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the results of the bias correction. Some stations had a good performance, some of them were

not so good.

Figure 3.20 shows the full diagnostics from the station KIR0NGAA. The comparison between

the theoretical quantiles and the Empirical Cumulative Distribution Function (ECDF) shows

that the departures do not follow the normal distribution. The theoretical quantiles and ECDF

plots are not included for the rest of the presented stations. For the remaining three presented

stations, a plot of the diagnostics and the first guess and analysis departures are shown.

Figure 3.20: The plot in the top figure shows the observations, first guess, analysis, raw obser-
vation and bias correction from the KIR0NGAA station in the time period 02.12-
12.12 2019. In the middle and bottom plots, the two plots to the left show the first
guess and the analysis departures, the two in the middle show the first guess and
analysis departures ECDF plot and the two to the right show the first guess and
analysis departures theoretical quantiles.

In the plot over the station diagnostics, in most of the cases, the analysis should lie between the

first guess and observation, according to the theory described in section 2.2. In figure 3.20, the

analysis is very close to the first guess and not the observations most of the time.

Since the VarBC coeffecients is a single off-set parameter, it should approach a constant value

after some time, with some small variations. It can be seen in figure 3.20 that the bias correction

coefficient is increasing linearly, from 0 to 0.015. The increase is largest from 02.12 to 10.12,

after that it flattens out slightly.

The desired result of using VarBC is a normal distribution around zero in the observation minus

first guess – the first guess departure – and the observation minus analysis – the analysis de-

parture. That means that the systematic errors are reduced and only the random errors are left.
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This is not the case in figure 3.20, since the centre is around 0.03, and the shape not follows a

normal distribution. This is also the case for the analysis departure.

In the plot of observations, first guess and analysis in figure 3.21a, the analysis is between the

observations and first guess at almost all times. The observations and the first guess are much

closer to each other than in figure 3.20. The analysis departure plot can be seen in figure 3.21c,

it is centred around zero and has a better shape. The first guess departure in figure 3.21c is

centred around zero, but has a slight shift to the right.

The small variation, from 0.03650 to 0.03775, in the VarBC coefficients in figure 3.21a shows

that the coefficient is nearly constant.

(a) Plot of observations, first guess, analysis, raw observations and bias correction.

(b) Distribution of first guess departures.
(c) Distribution of analysis departures.

Figure 3.21: Summary of the diagnostics, analysis and bias correction from LOV0NGAA.

In figure 3.21b, the first guess departure plot is nearly centred around zero, and approximately

follows the normal distribution. This is reflected by the small variation, from approximately

0.03650 and 0.03775, in the bias correction in figure 3.22a. It can be seen that the green dots

are mostly between the observations and first guess, which is the desired result. The analysis

departure plot approximately follows the normal distribution.
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(a) Plot of observations, first guess, analysis, raw observations and bias correction.

(b) Distribution of first guess departures. (c) Distribution of analysis departures.

Figure 3.22: Summary of the diagnostics, analysis and bias correction from SVE0NGAA.

Figure 3.22b shows a wet bias, most of the first guess departures are to the left of the centre. The

analysis departures in figure 3.22c is the opposite and has a wet bias and is not centred around

zero. The values in the bias correction in figure 3.22a show that there is a small variation,

between approximately 0.0390 and 0.0410, in the bias correction. The plot over the observa-

tions, first guess and analysis shows that the analysis is mostly between the first guess and the

observations, and that the observations and first guess are very close.

(a) Plot of observations, first guess, analysis, raw observations and bias correction.

(b) Distribution of first guess departures. (c) Distribution of analysis departures.

Figure 3.23: Summary of the diagnostics, analysis and bias correction from VIS0NGAA.
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Figure 3.23b shows that the first guess departure plot does not follow a normal distribution, and

neither does the analysis departures in figure 3.23c. It can be seen in the plot in figure 3.22a that

the analysis is between the observations and first guess on some days, but not on all. There is

some variation in the bias correction, between 0.0375 and 0.400, but this is not a large variation,

like the one in figure 3.20. It can be seen that in the last day of the monitoring period, there is a

large increase in the bias correction.
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4. Discussion

The radiosonde verification shows some improvement in reducing bias and RMSE for relative

and specific humidity, wind speed and wind direction at some model levels in the analyses at 00

and 12 UTC. For other parameters, for instance temperature and pressure, there was a neutral

impact. The fact that there was improvement in wind direction is interesting as the differ-

ence between MNWC GPSN and MNWC CNTN is a GNSS ZTD humidity observation. This

improvement is due to the fact that the more correct the observations added into the data assim-

ilation process, described in section 2.2.2, are, the more accurate is the balance in the resulting

analysis. The balance between the control variables (vorticity, divergence, temperature, surface

pressure and humidity) is determined in the background error covariance matrix (Berre 2000).

When an additional humidity observation is assimilated, this affects the balance and the weight-

ing of all the control variables, not only the humidity parameter. Since the resulting analysis

from the assimilation is verified using radiosonde observations, this might give improvement in

other parameters than humidity.

A problem when using radiosonde for verification is that there are few radiosondes and they are

only used once or twice a day. This means that there is not enough observations to properly

verify the results obtained in the atmospheric parts of the experiments. Only the initial condi-

tions for the forecast at 00 UTC and 12 UTC can be verified. One solution to this verification

problem is to use aircraft observations. They cover a larger area than radiosondes, and could

give almost continuous verification. The use of aircraft for verification is under development,

and was not possible in this dissertation.

The significance tests for relative and specific humidity and wind speed at the surface showed

that there was improvement by adding GNSS ZTD observations. There was a small improve-

ment in difference in RMSE between the two model runs for the first two hours of the forecast,

but it was not significant. The largest difference can be seen in figure 3.4c. But, there was a

significant difference in wind direction RMSE between the two experiments in the second hour

of the forecast.
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The figures 3.8 and 3.11 shows the stations used to verify the one and six hour accumulated

precipitation forecasts. It can be seen in the figures that not the same stations are used to verify

the precipitation forecasts. The six hour accumulated precipitation is mainly verified by stations

in Norway, Denmark, Poland and the Lithuania, while the one hour accumulated precipitation is

verified by stations in Sweden and Denmark. The fact that similar impact was observed between

the one-and six hour accumulated precipitation forecasts showed that the impact of the GNSS

ZTD observations was observed over the whole domain.

The tests used to verify six hour accumulated precipitation forecasts confirmed that there was a

difference between MNWC GPSN and MNWC CNTN. Both the SEDI test and the probability

of detection showed that MNWC GPSN was more accurate than MNWC CNTN when predict-

ing the lower amounts of accumulated precipitation. The contingency table over six hour accu-

mulated precipitation shows that there was many more detections in the lower amounts of pre-

cipitation than the higher amounts. MNWC GPSN had a higher index than MNWX CNTN at

the lower amounts, until approximately one mm of accumulated precipitation. For the higher ac-

cumulated precipitation amounts than one mm there was few observations and detection cases,

and a longer verification and test period could have shown different and perhaps more interest-

ing results. As discussed earlier, the largest improvement was seen in the first two hours of the

forecast. This might explain why the largest improvement in six hour accumulated precipita-

tion was seen in the lowest precipitation amounts, since the larger accumulated amounts is more

likely to be detected later in the six hour period.

The results from the verification tests from one hour accumulated precipitation showed very

little difference between MNWC GPSN and MNWC CNTN. The two models both have a high

SEDI, 0.74, at zero mm of accumulated precipitation, but this quickly sinks to approximately

0.25 around 0.25 mm of one hour accumulated precipitation. After that the index becomes

higher for the higher accumulated precipitation amounts. The contingency table for one hour

accumulated precipitation was not included, but it showed approximately the same results as the

contingency table for six hour accumulated precipitation. There is a large number of detections

of low amounts of accumulated precipitation, and few detections of the high amounts. Even

though the high index is so high for the large precipitation amounts is less convincing since

there are so few detections. The choice of a 23 day experiment period might have been not

long enough to study more percipitation events. A longer period could have provided more

meteorological events for verification. More verification cases could show more remarkable

and interesting results.

The case study on the results from 07.12-09.12 2019 confirmed the the findings from the whole

experiment period. The one hour accumulated precipitation performed best at the start of the

forecast, this could be seen even more clearly in the time series statistics in figure 3.15. The

results was not so clear for the six hour accumulated precipitation time series statistics, where
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4. Discussion

the bias is almost the same for MNWC GPSN and MNWWC CNTN. The six hour accumulated

precipitation standard deviation is higher for MNWC GPSN than MNWC CNTN on 08.12 at

00 UTC, and lower for the rest of the time period studied. This could also be seen in the time

series statistics for the whole experiment period, and were probably due to the different domains

used for verification.

The SEDI test and the probability of detection applied to the case study period were higher for

MNWC GPSN than MNWC CNTN, especially for the six hour accumulated precipitation. The

improvement by adding GNSS ZTD observations were confirmed by significant differences in

both two meter specific and relative humidity RMSE. The significant differences were, as seen

earlier, in first hours of the forecast.

As seen in table 2.4, 2.5 and 2.6, there are other humidity observations in MNWC GPSN, not

only GNSS ZTD. Only 19 GNSS ZTD observations used in each assimilation and forecast

update, but with over 2500 other humidity observations, this might cause the GNSS ZTD ob-

servations to ”drown” among the other humidity observations. One way to study this further

is to compute and plot the DFS to the different observation types, similar to how it was done

in section 2.3. This might give some insight to how much impact the GNSS ZTD observations

had on MNWC GPSN analysis.

The rapid refresh system described in section 2.2.4 also seems to function well, as the first hours

of the forecast has the most remarkable improvement. If there was spin-up problems, this would

have been the most noticeable in the first hours of the forecast. As discussed in section 2.2.4,

normally, the spin-up is reduced the longer the model runs.

From the tables 2.4, 2.5 and 2.6, it can be seen that there is a great variations in the number of

observations collected and used on the same day. The GNSS ZTD stations actually uses 100 %

of the collected observations in the data assimilation process. The stations used to collect these

observations are shown in figure 3.18, all of them are in Sweden. The fact that all the stations

are used might indicate that applied assimilation solutions is robust enough.

One of the stations used to collect GNSS ZTD observations, KIR0NGAA, has a very bad per-

formance. In the results from KIR0NGAA, there is a large variation in the VarBC coefficient,

before it becomes more stable around 10.12 2019. This might indicate that there is still spin-up,

and that the spin-up period prior to the experiment was not long enough, or that the bias coef-

ficients for this stations was not well computed in the preoperational MetCoOp system where

the coefficients are taken from. The first guess and analysis departure from KIR0NGAA does

not follow a normal distribution, which is the desired result when using bias correction and data

assimilation. However, the fact that after ten days, the bias coefficient seemed to reach a relative

constant value, indicate that the bias correction is functioning, but it needed some time to adjust.

This can indicate that the KIR0NGAA station was included in the list of VarBC coefficients ob-

tain from the preoperational MetCoOp system, but it was not used in the preoperational runs,
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4. Discussion

and therefore needed to warm up some days before reaching a more constant value.

As described in section 2.5, a warm up period is normal when using warm coefficients from a

operational system in a experimental setup, to allow the model to adjust. This warm up period

normally lasts a few days. During this period, it can be seen some small changes and adjust-

ments in the bias correction, before it evens out and approaches a constant value. The three

other stations studied closer showed better results than KIR0NGAA. The first guess and ana-

lysis departure followed the normal distribution better and had a much smaller variation in the

bias, which might indicate that the warm-up period was already finished when the experiment

started, and the problems seen with the KIR0NGAA station did not happen to the three other

stations. There was also interesting results with the last presented station, VIS0NGAA. Here,

there was a large increase in the bias correction during the last day of the monitoring period,

although this is not likely to be a warm-up issue. It can be seen in figure 3.23a how far apart the

raw and corrected observations are. This might be used as an example to show how robust the

bias correction is, as it is able to correct observations that suddenly appear to be incorrect.

45



5. Conclusions

Shorter weather forecasts delivery and more rapid updates require observations that can be

collected frequently. GNSS ZTD observations can be collected every hour and has a large

spatial coverage. GNSS ZTD is a humidity observation, which is derived from a satellite signals

delay when traversing the atmosphere. To study the impact of GNSS ZTD observations in a

rapid refresh nowcasting system, two experiments, with, (MNWC GPSN), and without GNSS

ZTD observations, (MNWC GPSN), were preformed. The GNSS ZTD observations bias was

corrected using a variational approach. The resulting forecasts from these experiments were

verified against observations.

The verification of the two experiments was done using radiosonde and surface observations.

The radiosonde could only be used to verify the analysis at the 00 and 12 UTC runs, while

the surface verification could verify all the nowcasting runs and all the nowcasting times. The

overall results of the comparison between the two experiments was that there are indications

for improvements of the forecasts by adding GNSS ZTD observations to a rapid refresh now-

casting system. The most remarkable improvements was seen in relative and specific humidity,

wind speed and wind direction, and the one and six hour accumulated precipitation forecasts.

The results showed that the clearest improvement was seen in the first two hours of the fore-

cast.

The results of the bias correction show that there are some stations where it did not preform

well. At least one of the stations showed signs of an adjustment of the warm coefficient during

the first ten days of the experiment. All the GNSS ZTD stations in use were in Sweden, while

verification was done in the whole domain. This shows a robustness of using GNSS ZTD

observations, that the assimilation is able to spread the impact of the GNSS ZTD observation to

a larger part of the domain.

A promising positive impact of adding GNSS ZTD observations on a rapid refresh nowcast-

ing system was observed. The case study shows very promising results, and motivate further

studies. To further study the impact of GNSS ZTD observations, better extension of the obser-

vations over the domain, not only in one part, would be beneficial, and the stations used should

be selected more carefully.
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