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Abstract

There are contradicting theories describing Multiple sclerosis (MS). This study at-
tempts to understand MS through interpreting the bio-markers of MS. Recursive
feature elimination with cross validation (RFECV) was used to select bio-markers
(proteins) for MS and to detect inflammation in patients. Principal components
plots of proteins selected to distinguish between patients with MS and patients
without MS were not only successful in separating patients with MS and patients
without MS, but also showed two types of MS patients. The first type was MS
patients with inflammation and the second type was MS patients without inflam-
mation. This finding proposes inflammation to be a secondary effect of MS instead
of a primary effect. The proteins in the principal component plots were related to
inflammation and neuron development/regeneration. The types of proteins found
together with the separate groupings of MS patients strengthen the hypothesis de-
scribing MS as a consequence of a defect in neuron regeneration where inflamma-
tion can sometimes but not always occur. This differs from the ’outside in model’
that is often referred to when explaining MS which depicts the autoimmune re-
sponse as the primary cause of neuro-degeneration. Finally, Logistic regression
and support vector classifiers were trained to classify patients with MS and pa-
tients with inflammation. Models distinguishing MS had a score of 90 percent on
the test data, while models classifying inflammation had a score of 98 percent on
the test data.
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Chapter 1

Introduction

1.1 Multiple sclerosis

Approximately two and a half million people are afflicted with a disease called
Multiple sclerosis (MS) worldwide [1]]. During the earliest descriptions of MS,
it was observed that MS occurs more in women than in men, where women out-
number men with a ratio of two to one [2][3]. The average age of patients with
MS is 34, but children and teens are also susceptible to the disease [4]. The risk
of developing MS increases If the persons parents or siblings has had MS [3]. A
widely accepted assertion is white people, particularly those of Northern European
descent, are at a higher risk of developing MS. People of Asian, African or Native
American descent have the lowest risk [6]. However, recent research suggests no
correlation between ethnicity and MS [7]. Multiple sclerosis is not a completely
understood disease [8]. There are conflicting theories which explain the origin
behind MS [9].

1.1.1 Types

People affected by MS can be divided into 4 categories. Approximately 85% of
patients belong to a category called relapsing-remitting MS (RR-MS). Patients be-
longing to this category experience a sudden start of worsening symptoms followed
by complete or partial recovery. These episodes occur over a period. Patients may
experience a gradual progression of symptoms between these episodes or experi-
ence full/partial recovery [10]].

Approximately 50% of patients in RR-MS category may convert to secondary pro-
gressive MS (SP-MS), within 10 years from when the disease began. Patients in
this category (SP-MS) experience gradual worsening of symptoms. Later, relaps-
ing episodes may occur.



Around 10% of patients suffering from MS are categorized as primary progressive
MS (PP-MS). These patients experience gradual worsening of symptoms from the
start and without relapses [10].

5% of patients belong to the progressive relapsing category (PR-MS). They ex-
perience gradual worsening of symptoms from disease onset accompanied by one
or more relapses. Much like secondary progressive MS, but the difference is pa-
tients suffering from MS in progressive relapsing category experience worsening
of symptoms from the start [10].

1.1.2 Signs and symptoms

The signs and symptoms of MS depend on how much the nerves have been dam-
aged and the location of the damaged nerves. Mobility, hand function, vision, fa-
tigue, cognition, bowel and bladder function, sensory, spasticity, pain, depression,
and coordination are all domains affected by MS [[L1]]. People affected by MS ex-
perience some degree of impairment in most of these domains as early as the first
year of disease. The degree of damage to these domains increases with disease
duration, but the patterns of disability accumulation differ from person to person.
There is no cure for MS, but treatments can help in managing the symptoms.

The following is a list of possible symptoms for people with MS [3]]
¢ Electrical shocks associated with neck movements
¢ Problems with coordination due to tremors

* Loss of vison, often one eye at a time accompanied by pain during eye move-
ment

* Double and blurry vision

* Problems with speech

* Fatigue and dizziness

¢ Problems with sexual, bowel and bladder function

¢ Low levels of vitamin D is associated with MS

1.1.3 The Outside in Model

Multiple sclerosis (MS) is a disease that affects the central nervous system. It is
often characterized by Lesions appearing in the brain and the spinal cord [12]. MS
is often described as an autoimmune, inflammatory disease that affects the central
nervous system [S].

The ’outside in model’ is the model that is often referred to when explaining the
origin behind MS. The outside in model describes the autoimmune response as the



primary cause of neuro-degeneration. Autoimmune diseases are conditions where
a person’s immune system attacks its own organs. Usually the immune system
sends out white blood cells when it detects foreign invaders. The immune system
is able to distinguish between foreign cells and a person’s own cells. Autoimmune
diseases confuse organs in a person’s body as foreign. As a result, the immune sys-
tem releases proteins called autoantibodies that attack these mistaken cells [13]].
The destruction or disruption of the body’s own tissues by the immune system
results from a complex interaction of genetic and environmental factors [14]]. Au-
toimmune diseases can affect nearly every organ in the body. Three to five percent
of the general population experience autoimmune diseases [[15].

In the case of MS, the immune system attacks the protective layer called myelin
sheath that covers nerve fibers [2]]. The damage to this insulating layer slows down
the speed of signals travelling through the nervous system causing communica-
tion problems between the brain and the rest of the body. The driving factors of
MS have been separated into two mechanisms, inflammation and neurodegeneracy.
These two mechanisms overlap each other and are intertwined, [8].

1.1.4 The Inside Out Model and Alternatives

There is overwhelming evidence of which the conclusion always attributes inflam-
mation as a symptom of MS. This is due to assuming MS as an autoimmune dis-
ease. As mentioned previously, the Immune system is assumed as the primary
driving force of neurodegenetation (outside in model). However, clinical experi-
ence has raised some troubling inconsistencies that cast doubt on this assumption,
and it has been proposed that MS might instead be driven by a primary neurodegen-
erative disorder which triggers the immune system [8]][[10]. This model is known
as the inside out model [16]. There are different factors that can cause neruode-
generation such as dysfunction in the lipid metabolism [17], vitamin B deficiency
[[18]], and virus infections [19]].

An altenative theory suggests that a lack of neuron building power disables the
neuron to regenerate properly. A lack of neuron regeneration causes a poor myelin
layer build. The Disturbed neuron development is found to be a characteristic of
MS from early symptoms of the disease [20].

1.2 Problem statement

No single clinical feature or diagnostic test is enough for the diagnosis of MS [21].
There is currently a need for MS biomarkers that can help with earlier diagnosis,
prediction and evaluation of disease progression, and for monitoring treatment re-
sponse [22]] [23]]. The aim is to find biomarkers that can be measured to classify
which group a patient belongs to. Different medication may then be prescribed to



patients with MS accordingly. Furthermore, the biomarkers that help in the diag-
nosis of MS may also shed some light on the primary cause of MS.



Chapter 2

Theory

2.1 Algorithms

A machine learning model is able to make predictions based on a set of observa-
tions. If the machine learning model is good, it is able to make accurate predictions.
Accurate predictions are achieved by training the machine learning model. A ma-
chine learning model has the ability of learning from its mistakes. Training a model
is done on a set of data that is usually called the training data. There are different
types of machine learning models. These models distinguish themselves from each
other in the way they make predictions. Logistic regression and support vector are
two different types of machine learning algorithms.

x2
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Figure 2.0: Two linearly separable classes represented by black dots and circles

Linearly separable classes are classes that can be separated by a hyperplane. Two
linearly separable classes are shown in figure 2.0. In two dimensions, the hyper-
plane becomes a straight line.

x1 and x2 in figure 2.0 represent features. Features are input data to the machine



learning model. It is based on the features that the model is able to make pre-
dictions. The more relevant the input features are to the predictions the better the
model is able to perform. The features that are relevant to predicting the output
value must first be chosen when building a machine learning model. Each feature
will have a weight associated with it.The features are often denoted as x,, and the
weights as wy,.

Error

Net input — Activation function Threshold function — Prediction

;

"

Figure 2.1: Building blocks of a machine learning model

Generally, a machine learning model consists of weights, an activation function, a
cost function, an optimization algorithm, and a threshold function. The net input
(z) in figure 2.1 is calculated by summing over the products of the features and the
associated weights of the features.

J
z:an*wn, (2.1)
n=1

Where j represents the number of input features.



2.1.1 Logistic Regression

Logistic regression is one of the most widely used algorithms for classification in
industry[24]]. It is a binary classification model for linearly separable classes. Bi-
nary classification is the task of classifying data which belongs to two classes.

2.1.2 Activation function

The net input (z) is passed through an activation function. The activation function
is typically a fingerprint of the classifier. Changing the activation function can lead
to a different model. To explain the activation function of the logistic regression
model, the odds function is first introduced in equation 2.2.

O(p) = —— 2.2)

where p denotes the probability of an event happening. The odds function O(p)
describes the odds of an event occurring. The higher the odds function value the
more likely it is for the event to occur. p describes the probability of the event
occurring and it ranges from O to 1. A plot of the odds values as a function of the
probability p is shown in figure 2.2.

Odds Ratio [OR)

0.0 0.2 0.4 0.6 0.8
Probability (p)

Figure 2.2: Plot of the Odds Ratio (OR) as a function of the probability (p)

The odds ratio can have values between 0 and up to positive infinity.



The logarithm of the odds function is called the logit function and its shown in
equation 2.3.

. p
logit(p) =1 23
ogit(p) 9T, (2.3)
The purpose of the logarithm function is to take in probability values (in the range
of 0 to 1) and map the values to the entire real number range. Figure 2.3 displays
how the probability is mapped to the real values.

Logit function

0.0 0.2 0.4 0.6 0.8 10
Probability (p)

Figure 2.3: Plot of the Logit function as of function of the probability (p)

The logistic regression model predicts the probability that a certain sample belongs
to a certain class. This is the inverse of the logit function. The logit function takes
in a probability value and maps it to a value in the real number line. Therefore, the
inverse of the logit function accepts a real value and transforms it to a probabilistic
value. The inverse of the logit function is shown in equation 2.4.

¢(z) = 2.4

The inverse of the logit function is called the logistic function and is the activation
function used in logistic regression models. It is also called the sigmoid function
due to its ’s’ shape. The sigmoid function is shown in figure 2.4.
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Figure 2.4: Plot of the sigmoid function as of the net input (z)

A sample is classified based on the value of the sigmoid function. The output of
the sigmoid function is interpreted as the probability of a certain sample belonging
to class 1. If the output of the sigmoid function for a particular sample is 0.1, this
means that the probability of the sample belonging to class 1 is 0.1. The probability
that the sample belongs to class 2 is 1-0.1 = 0.9, and hence the sample is classified
as class 2.

The output of the sigmoid function can be converted to a binary outcome by the
following threshold function

. {1, $(z) > 0.5 03)

0, otherwise.
The threshold function can also be expressed as a function of the net input (z).

1, 220
=< - 2.6
Y { 0, otherwise. (26)

2.1.3 Cost Function

The weights of the logistic regression model are chosen randomly at first. The ran-
domly chosen weights in combination with the sample values will not be able to



correctly classify the samples into their respective classes. To improve the model,
the weights must be optimized in a way that minimizes the cost function.

The aim of a cost function is to compute the error of a wrongly classified sample.
The purpose of minimizing the cost function is to update the weights in such a
way that gives the model a higher predictive accuracy. To understand the cost
function of the logistic regression classifier lets first introduce the likelihood L
that is maximized when building a logistic regression model as shown in equation
2.7.

L(w) = T, Pyla; w) = T, 0(21)Y (1 — ¢(2") ) 2.7)
Where ¢(2%) is the previously defined sigmoid function and i is used to denote the
ith sample data. The Likelihood function L is the product of all the probabilities.
Where a probability is that of a sample belonging to a class y given the weights
of the model. The higher the likelihood L, the more certain the logistic regression
model is of its own predictions. It is more practical to maximize the natural log of
this equation. The natural log of the likelihood function is called the log-likelihood
function:

n

l(w) = logL(w) = [y'logp(z') + (1 — y')log(1 — ¢(z"))]  (2.8)

=1

The products of the probabilities in the likelihood function conveniently becomes a
summation task in the log-likelihood function minimizing the potential of numeri-
cal overflows and making it easier to calculate derivatives. [(w) becomes the cost
function of the logistic regression model. The cost function in this case is maxi-
mized instead of minimized. The cost function can be manipulated so that it gets
minimized instead. The cost function is minimized or an alternative is to maximize
the log likelihood function depending on the optimization algorithm that is cho-
sen. In this case, an optimization algorithm is used to maximize the log likelihood
function.

n
J(w) = _[-y'logd(s") — (1 = y')log(1 — ¢(2"))] (29)
i=1
To better understand the log-likelihood function lets consider a single sample.

J(#(2),y;w) = [~ylogg(z) — (1 — y)log(1l — ¢(2))] (2.10)

The value y has two possible values since the model is a binary classification
model. The possible y values are 0 and 1. Depending on the y-value either the

10



first term or the second term becomes zero in equation 2.10. This is further empha-
sized in equation 2.11.

—log(#(2)), y=1

2.11)
—log(1—¢(z2)), y=0

J(#(2),y;w) = {

A plot of the cost function with two different y values paints a clearer picture in
the underlying structure of the cost function.

5 S
— Jw) ify=1,
-=- J(w) ify=0|
1
4 A 1
1
1
I
II
3 A /'
= /
= /
,/
2 ,,//
/’,,
1 T ”’f”
0 —__——— T T T T
0.0 0.2 0.4 0.6 0.8 1.0

o(2)

Figure 2.5: Plot of the cost function for the two possible y-values given the activa-

tion ¢(z)

The plot of figure 2.5 shows how the cost function changes depending on the y-
value. If y = 1, the cost function goes towards 0 as ¢(z) outputs values closer
to 1. The output ¢(z) denotes the probability that a sample belongs to class 1.
Therefore it makes sense that the cost function decreases as the model correctly
classifies the sample as belonging to class 1. For cases where the target value is
0, the cost function is represented by the dashed line. An increase in the model’s
output in this case increases the cost function as the model is classifying the sample
as belonging to class 1 whereas in reality it belongs to class 0. This construction of
the cost function allows for penalizing wrong predictions with a high value of the
cost function. Gradient descent which is introduced later in this chapter, gives a
direction for the weights to update in order to minimize the cost function and make
correct predictions.
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2.1.4 Support Vector Classifier

The goal of a support vector classifier is to find a M dimensional hyperplane that
separates the data points correctly while maximizing the margin. The margin is
defined as the distance between the hyperplane and the closest samples to it. The
samples closest to the hyperplane are called the support vectors.
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o0 ¢ s - g
%z
..// (\QQ//
Iz X d
7/
/‘ &'A}://
7 @)
// $O/ 0
// //O
’ 7 O
. Po ©
/7
/7
,
7/
7/
’

N
7

o)

Figure 2.6: A support vector classifier with an optimized margin showing the sup-

port vectors

In figure 2.6, the dots represent samples that belong to one class and the circles
represent samples that belong to another class. The support vectors are represented
in the figure by the red dots and the red circles. They are the closest samples to
the hyperplane boundary. The margin is the distance between the support vector
machines. The decision boundary is shown in the figure as a straight line between
the two hyperplanes.

The idea behind maximizing the margin is that models with high margins will
be less prone to overfitting. For many datasets, multiple margins can be drawn
which correctly classify the samples. The decision boundary that maximises the
margin however, is the margin with the biggest separation between the boundary
cases. Therefore, small changes in the sample values will be less likely to affect
the classification. In the case of binary classification, the hyperplane divides the

12



space into two classes. This is done the following way:

W Xpos +wp = 1 (2.12)

W Xpeg + wo = —1 (2.13)

Tpos Tepresents samples that are located on the positive side hyperplane and ;¢4
represents samples that are located on the negative hyperplane.

Substracting equation 2.13 from equation 2.12 yields equation 2.14.

W (Xpos — Xneg) = 2 (2.14)

To normalize the result, the length of the vector w is calculated the following
way:

wa. (2.15)

WT(Xpos — xneg) _ 2 (2.16)
[[wl] [[wl]

Due to the way equation 2.16 is formalized, the left hand side of the equation can be
interpreted as the gap between the negative hyperplane and the postive hyperplane.
This gap is referred to as the margin, where the objective is to maximize the margin
by maximizing Hi—u while correctly classifying the samples.

=1 2.17)
< .

-1, wTx® 4wy < 1

() — {1’ wTx® g
y =
The constraints of correctly classifying the samples is expressed mathematically
in equation 2.17. for ¢ = 1...N, where N is the total number of samples. All
samples with a negative score should be placed in the negative hyperplane, and all
the positive samples should be placed in the positive hyperplane.

It is not always the case that the data are perfectly linearly separable. Even in the
case of linearly separable data, there might be outliers that cross a linear boundary
between the two hyperplanes. These outliers can be a result of a systematic error
due to the instruments used or it can be due to random noise error that has found its

13



way in to the data. In or to adjust for non-linearly separable data, slack variables
are introduced. Slack variables soften the constraints of linearly separable data,
allowing convergence despite the presence of misclassifications.

T (i %

>
YOI 21, wh® g < —1 4 £0)

The slack ¢ is added to the linear constraints as shown in equation 2.18. As in the
previous equation ¢ = 1...N, where IV is the total number of samples. In this way,
the objective that is maximized becomes:
2
1wl
2

+C(D D). (2.19)

The variable C' in equation 2.19 is a regularization term. It is used to control the
cost of a misclassification. The bigger the value of C, the larger the penalty of
misclassification. If a bigger bound of error is tolerated, a smaller value of C' is
used. This way, the value of C' controls the width of the margin.

2.2 Optimiser

The models built in a machine learning context have to have an objective that ought
to be optimized for the model to perform at its best. In logistic regression models,
it is either the Maximum Likelihood function that is maximized or the cost function
which is minimized. In support vector classifiers, it is the margin that is optimized.
An optimizing algorithm fulfills this role. There are different types of optimizing
algorithms. Gradient descent, coordinate descent, and L-BFGS are examples of
optimizing algorithms used in machine learning models. These three optimization
algorithms are explained below.

2.2.1 Gradient descent

Gradient descent is one of the most popular optimizing algorithms used to opti-
mize the objective function during the training phase. The objective function to
be optimized is the cost function, which depending on the machine learning algo-
rithm is defined accordingly. The goal of gradient descent is to find the weights
that minimize the cost function.

Gradient descent can be visualized as going down a hill until a local or global
minimum is reached. The hill represents the value of the cost function. Traversing
down the hill is equivalent to finding weights which reduce the value of the cost
function. Mathematically this is equivalent to taking a step in the opposite direction

14



of the gradient. The gradient of a function at a given point describes the steepness
of the graph at that point. Taking a step in the opposite direction at that point,
becomes equivalent to travelling down the hill. The size of the step taken down hill
is controlled by the learning rate. The higher the learning rate the bigger the step
taken down hill.

The learning rate determines the size of the step taken down hill. It is important to
choose a suitable learning rate for the problem at hand. If the learning rate chosen
is too small gradient descent takes a long time to finish running. This is shown in
the figure below.

D

/

NN

\V] w

—

P
w

Figure 2.7: Plot showing gradient descent with slow learning rate

However if the learning rate is too big, gradient descent might not converge. The
step taken downhill overshoots the minimum spiraling outwards as shown in the
the figure below.

15



6
5
/
4
\et—" 7
3
D,
2
1
B

Figure 2.8: Plot showing gradient descent with fast learning rate
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Each iteration of gradient descent updates the weights by traversing a step opposite
the direction of the gradient of the cost function. The weights are updated the
following way:

w:=w+ Aw (2.20)

where tAw is calculated by multiplying the learning rate by the negative gradient
of the cost function.

Aw = —nVJ(w) (2.21)

If the cost function contains two weights gradient descent can be visualized in a
contour graph. Instead of traversing down the cost function in one direction, a
second direction is taken into account when finding the direction of steepest de-
scent. In practice however, it is common to have many more weights making the
visualization of the actual decent impossible. Figure 2.9 shows the path taken of
the weight vector guided by gradient descent for a cost function containing two
weights.

17
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Figure 2.9: Plot showing gradient descent of a cost function having two weights

2.2.2 Coordinate descent

Coordinate descent is an optimization algorithm used in the Library for Large Lin-
ear Classification (Liblinear) [23]). It has the same objective as Gradient descent,
to find the weights which minimize the cost function. However, it does so slightly
differently. Coordinate descent computes the gradient of the cost function for one
weight at a time keeping the rest of the weights constants.

18



w2

=
I
N ) e s

(
N

o

W

Figure 2.10: Plot showing the path traversed by the weights due to coordinate

descent

The coordinate descent algorithm for a cost function with two weights produces a
stair like path as illustrated in figure 2.9. One weight is optimized at a time, moving
closer to the local or global minimum

Solving the optimization problem using coordinate descent is less complex than
using gradient descent [26]. Coordinate descent can be used most of the time even
when there is no closed form solution for the cost function. However, coordinate
descent,can get stuck in certain functions, due to it only being able to move along
one direction at a time.
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2.2.3 Limited-Memory Broyden-Fletcher-Goldfarb-Shanno Algorithm

Limited-Memory Broyden-Fletcher-Goldfarb-Shanno Algorithm (L-BFGS) is an
optimization algorithm used in machine learning models. The main difference
between this approach and the previous optimization algorithms is that L-BFGS in
addition to using information on the first derivatives of the cost function, second
derivatives are also used to find the direction towards the minimum.

The optimization algorithm was created by Jorge Nocedal at the Argonne An-
tional Laboratory and Northwestern University (reference). This optimization al-
gorithm is derived from BFGS with the objective of using less memory. Hence,
the name limited memory BFGS (L-BFGS). This makes L-BFGS suited for large
datasets.

The L-BFGS algorithm belongs to the Quasi-Newton family. The Quasi-Newton
algorithms locate maximums/minimums of functions utilizing Newton’s method.

A brief introduction to L-BFGS is presented since a more encompassing explana-
tion will require heavy mathematical manipulation.

Assume a start value w,, the goal is to estimate w41 such that f(w,11) <
f(wn).

Points close to f(w) can be approximated using a quadratic approximation of
f(w). This is done using a Taylor expansion:

f(w+ Aw) = f(w) + AwT Vf(w) + %AwT(V2f(w))Aw, (2.22)

where Aw = wy, 11 — wy, Vf(w) is the gradient of f, and V2 f(w) is the second
derivative of f.

For simplicity’s sake, equation 2.22 can be rewritten in terms of quadratic approx-
imation h,,. Equation 2.22 becomes:

1
hn(Aw) = f(wyn) + AwT g, + 5AwTIj{nAw (2.23)

gn, represents the gradient of f at w,, H,, is the Hessian of f at w,,. The Hessian
is defined as a square matrix containing the partial second derivatives of a func-
tion.

The objective is to find the direction which minimizes the quadratic approxima-
tion of f (which is h,,) at the point w,. A partial derivative with respect to Aw
follows:

Oh, (Aw)

AW gn + w (2.24)

20



Setting equation 2.23 to zero and assuming [, to be positive definite, gives a way
of finding the minimum of h,,. The result is shown in equation 2.25.

Wny1 = wn — Hy, ' gn (2.25)

The inverse Hessian and the gradient of a function f at a point w,,, can be used to
find a new w-value which is closer to the minimum of f. It can be proven given a
convex function, that the above procedure converges to a global minimum indepen-
dent of the start value w. However for functions that are non-convex, convergence
is only guaranteed to local minimums. This is still Newton’s method.

The inverse Hessian matrix that is required for Newton’s method to work is often
difficult to calculate. Machine learning models are often built with many input
features. The inverse of the Hessian matrix becomes computationally expensive or
even impossible to calculate as the total number of dimensions increase.

As a result, Newton’s method is not used for large problems. To combat this ob-
stacle, the Hessian of f is approximated using previously computed w-values, gra-
dients of f, and hessian matrices. This method of approximating the Hessian is
named the BFGS update. The formula for BFGS update is not presented as it will
not provide further understanding.

The BFGS update requires storage of all the previously computed gradients of f,
and their coordinates. The limited BFGS (L-BFGS) uses only the last m number
of gradients and their coordinates instead.

2.3 Feature Extraction and Feature Selection

Features are key ingredients to a machine learning model. The model can only
make predictions based on the information in the input features. Therefore it is
of utmost importance that all features contain important information about the pre-
dicted value. Feature selection and feature extraction becomes very important once
the number of features increases. Having too many features compared to the num-
ber of samples often results in what is called the curse of dimentionality.

The curse of dimentionality is a phenomena where sparsity of data occurs due to
a high number of dimensions. The n-dimensional space quickly becomes sparsely
populated when the number of dimensions n grow. Sparsity of data can be thought
of as ’closeness of data’. The volume of represented space grows very fast as the
number of dimensions increase. As a result, the data becomes sparse. In addition,
the higher the number of features, the more samples are required to successfully
train a model.

Often in real world problems, a dataset is presented containing many features. The
first challenge when building a model is to find the relevant features to the model.
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Having irrelevant features as inputs to a model produces good results on the train-
ing set but the model performs poorly on the test set. The model uses the irrelevant
features to overfit the data during the training phase.

Feature extraction and feature selection are two different dimensionality reduction
techniques that are used when dealing with high dimensional data set.

2.3.1 Feature Selection

The purpose of feature selection, like feature extraction, is to reduce the dimen-
sionality of the data by selecting only the relevant features to the model.

After feature selection is done, the features that are selected can be directly found
in the original dataset. This is great for directly interpreting which feature is rel-
evant to the model’s predictions. Sometimes it can be important to know what
features the model needs to predict the output. It can help to understand the un-
derlying phenomena that is present. During feature extraction however, feature
interprebility might not be as explicit.

There are many techniques used in feature selection. L1 regularization and recur-
sive feature elimination can be used a feature selection technique.

Recursive Feature Elimination

Recursive feature elimination is a type of backward selection technique. A model
is built using all of the available features. The chosen model has to have an im-
portance score such as coefficients or feature importance. This is because after
the model has been trained on the whole set of features, coefficients or feature im-
portances are computed for each feature. The features with the lowest importance
scores are then dropped. This process is continued recursively until the desired
number of features is reached or all the features are eliminated.

Recursive feature elimination with cross validation utilizes recursive feature elim-
ination in addition to finding the cross validation score for every step. Where a
step is when a feature is eliminated. The score is calculated on the validation data.
The set of features that give the highest cross validation score is the final set cho-
sen.

In essence, recursive feature elimination with cross validation performs a recursive
feature elimination in a cross validation loop for outputting the best features.

To remove a feature feature importance is needed. To decide which feature set to
use cross validation scores are used.
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2.3.2 Feature Extraction

Feature extraction is the process of reducing the dimensionality of data through
transforming or projecting the data onto a new feature subspace. The aim of feature
extraction is to express the relevant information present in the original feature set
but in a lower dimension of space.

Principal component analysis

Principal Component Analysis (PCA) is an unsupervised linear transformation
technique. PCA is used to reduce the dimensionality of a dataset to increase the
interpretability while keeping information loss to a minimum. The goal of PCA
is to find directions of maximum variance in a data set and project the data onto
those directions. The principal components can be interpreted as the directions of
maximum variance given the constraint of having the new feature axes orthogonal
to each other.
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Figure 2.11: Plot showing an illustration of a principal component decomposition

into principal component (PC) 1 PC2

In figure 2.11, 21 and x, represent the original features. PC'1 and PC?2 represent
the new feature axes.

PCA constructs a dxk matrix that transforms a vector x of d dimensions onto a new
k-dimensional feature subspace. Here d < k.

x = [x1, T2, .., 24], € R (2.26)

W, W € RIF (2.27)

24



2 =21, 22, .., 2k, x € RE (2.28)

The matrix W is setup in such a way that the first component will correspond to
the direction of maximum variance. The second component will have the second
largest direction of variance and so forth. These components are orthogonal to
each other and so they are uncorrelated. This means even if the original features
are correlated, the principal components will be uncorrelated.

Since PCA searches for directions of maximum variance, standardizing the fea-
tures will give different results than doing a PCA analysis on features that are not
standardized. If the features are not on the same scale, the principal components
will be biased towards the features with the highest variance. Standardization of
features is done depending on the type of data at hand.

To find the directions of maximum variance a covariance matrix first has to be con-
structed. To construct the covariance matrix the features, the covariance between
two features x; and x;, must be calculated.

n

1 i i
Tjk = Z(% — p) (@), — k), (2.29)
i=1

o0jk is the covariance between feature j and feature k. p; and p; are the sample
means of feature j and k respectively. A positive covariance between two fea-
tures indicate that the features increase or decrease together. A negative covariance
means when one feature increases the other feature decreases.

2
01 012 013
Y= |09 03 o093 (2.30)
2
031 032 O3

The eigen vectors of the covariance matrix represent the principal components and
the corresponding eigen values represent their magnitude.

Yv =M (2.31)
Now the data needs to be projected onto the new feature space. This is done by first

defining the transformation matrix W. The transformation matrix W is constructed
from the top k eigenvectors.

X' =XW (2.32)

Explain score and loading for the biplots.
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2.3.3 Cross validation

A model without an estimate of its performance is a useless model. This is because
there is no telling how good the model is. It is therefore important to measure
how well a model performs. Cross validation is a method for measuring model
performance on unseen data. It helps in measuring the degree of overfitting or
underfitting a model might be suffering from.

Underfitting happens when the model does not learn the structure in the data. The
model has low performance on both the training set and the test set. Whereas over-
fitting occurs when the model has high performance on the training data, but very
low performance on the test data. When a model overfits, it does not generalize
well to unseen data. The model is often learning noise in the training data. The
optimal model has good performance on both the test and training set.

The higher the model complexity the easier it is for the model to overfit the train-
ing data. Figure 2.12 shows how the generalization loss (the ability to correctly
classify unseen data) increases when the model is overfitting. This happens while
decreasing the training loss. One way of increasing model complexity is by using
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Figure 2.13: 5-fold cross validation is performed. The Yellow tainted boxes repre-

sent the held out data used to estimate model perfomance

a high number of features. Using very few features can lead to a model that un-
derfits. During underfitting both the generalization loss and the training loss are
high. This is shown in the left side of figure 2.12. It is therefore important to build
a model that is as close to the optimum point as possible. To estimate a model’s
perfomance the model is given unseen data and asked to make a prediction.

The dataset is split into training and test data. The ratio of the split is determined
based on the size of the dataset. A typical split is a 70/30 where 70% of the data is
used as training data and the remaining 30 percent is used as test data. The training
data is split into K-folds. The number K is chosen based on the size of the training
data. The model is trained on K-1 folds and evaluated on the fold that was held out.
This is repeated for each fold. A 5-fold example is shown in figure 2.12.

If the model was to be tested on 5-fold cross validation then there would be 5
different estimates of the models performance. The average and standard deviation
of the model’s perfomance is calculated using the 5 measurements. This is a good
estimate of the model’s performance.

If the number of folds reaches the number of samples in the training set, then
the technique is called leave on out. The model leaves out one sample, trains on
remaining training set and evaluates the model on the left out sample. This is
repeated for all samples in the training set. The negative side of leave one out
technique is that it can be computationally very expensive. The positive side is that
the performance variance of the model is reduced.

K-fold cross validation can be performed to find the optimal hyper parameters for a
model. Hyperparameters are defined externally to a model. They cannot be directly
computed from the given data set, but are approximated. The hyperparameters with
the best performance using k-fold cross validation are chosen and the final estimate
of the performance of the model is found on the test set after the hyperparameters

27



are chosen. K-fold cross validation can also be used for model selection.

K-fold cross validation gives an unbiased measure of the model performance on
the training data which can be compared to the model performance on the test
data.

2.3.4 L2 Regularization

L2 regularization is implemented in logistic regression models. L2 Regularization
is a method of preventing overfitting. It does so by reducing the complexity of the
model. The idea behind L2 regularization is to penalize large weight coefficients.
To understand how L2 regularization works lets understand how it is implemented.
A regularization term is added to the cost function.

A p
Slhwl? =35> wj (2.33)
;

The regularization term introduces new constraints that an optimization algorithm
must maintain when minimizing the loss function. A is called the regularization
parameter. The effect of adding this regularization term is to constrict the weights
from becoming too big. By adjusting the value of A, the degree of regularization
in the model is tuned. An increase in the value of A causes more regularized mod-
els.

In practice, instead of adjusting for A values, the C-value is adjusted. The C-value
is defined as the inverse of \.

C == 2.34

\ (2.34)
Hence, a decrease in the value of C means an increase on the regularization strength
of the model.

A logistic regression model with L2 regularization contains an extra term. The
new regularization term is added to the cost function. The new cost function be-
comes:

J(w) =Y [~y'logé(z") — (1 - y)log(L = (=) + 5 D wf (235
=1 J

2.4 Dataset

The dataset that is analyzed in this research paper was provided to the master stu-
dent by Nofima, a food research institution. The dataset contains a total of 101
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patients, of which 37 patients have MS and 64 patients do not have MS.

This research paper builds on a previous cluster analysis [27]]. The previous anal-
ysis is done on the same dataset as the present research paper. The patients in
the previous analysis [27]] where separated into two clusters, cluster 1 and clus-
ter 2. Both clusters contained patients with and without MS. However, further
research on the cluster analysis [20] showed patients in cluster 2 having inflamma-
tion present, whereas patients in cluster 1 did not have inflammation. When cluster
1 and cluster 2 is mentioned in this paper it is referring to those clusters.

2.4.1 Data preparation

The dataset was already preprocessed when it was obtained. Among other things,
a log transformation was done and a standardization of the data. Ideally the dataset
should be obtained unprocessed. The test data should be standardized using the
train data to simulate real unseen data. However, due to the test data and train data
being processed together, information from the training data is leaked into the test
data. Therefore, the test results may be skewed.
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Chapter 3

Methods

3.1 Software

Python version 3.6 is used with the following libraries: scikit-learn [28]], pandas
[29]], and numpy [30]. The analysis is performed in Jupyter notebooks [31]].

3.2 Data preprocessing

The data that was obtained was already preprocessed. It was log transformed fol-
lowed by a standardization of the data set. As a result the data set has a mean of
0 and a standard deviation of 1. 90 percent of the data was used as training data
and the remaining 10 percent was used as test data. The 90/10 split was performed
randomly. The training data was used for RFECV and model training. The test
data was used to evaluate model performance. PCA was done on the whole data
set using features obtained by RFECV on the training set. The dataset was not
heavily class imbalanced.

3.3 C(lassification

The data set contains 4 classes. The first class, class 1 are non-MS patients be-
longing to cluster 1. The second class, class 2 are MS patients in cluster 1. The
third class, class 3 are non-MS patients in cluster 2. The last class is class 4 which
represents MS patients belonging to cluster 2.

Feature selection was performed using recursive feature elimination with cross val-
idation (RFECV). The model’s performance is the criterion used during RFECV
with accuracy being the perfomance metric measured. RFECV was done on the
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training data. RFECV was used on a Logistic Regression model with ’l1bfgs’ as a
solver, a logistic regression model with ’liblinear’ as a solver, and a linear support
vector classifier.

RFECV was performed based on two objectives. The first objective was to find
proteins (features) that separate the two clusters found in the cluster analysis done
previously [27]. The two clusters found in that paper contain patients with MS
in both clusters. The two clusters distinguished patients with inflammation and
patients without inflammation as was shown by another research [20]. As previ-
ously mentioned, patients without inflammation were in cluster 1 and patients with
inflammation were in cluster 2. The second objective was to find proteins that
separate patients with MS and patients without MS.

RFECV was done using three algorithms for each objective. The three algorithms
were logistic regression with liblinear as solver, logistic regression with lbfgs as
solver, and linear support vector classifier. In total 6 models were trained for pro-
tein selection. Three models for the first objective and another three models for the
second objective. ”

After the proteins were selected using RFECV, a model was trained on the training
data and evaluated on the test data. The same machine learning algorithms that
were used for protein selection (logistic regression with liblinear solver, logistic
regression with Ibfgs solver, and a linear support vector classifier), were also used
to train on the dataset using the selected proteins.

After RFECV, a PCA analysis was performed using the selected features. The
first and second principal components were plotted to see if the PCA plot showed
distinct groups. Two biplots of the first and second principal components were
done using the features that showed the best separation. The first biplot was done
on the features that best separated patients into cluster 1 and cluster 2 (the first
objective). The second biplot was done on the features separating patients with
MS and patients without MS (the second objective).

Uniprot [32]] was used to convert the protein codes used in the dataset into their
original protein names.
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Chapter 4

Results

The results section is divided into three sections. The first section presents the
results when the objective was to find proteins that separate patients into cluster 1
and cluster 2. The second section presents the results obtained when the objective
was to distinguish patients with MS and patients without MS. The third section
shows the two biplots, one for each objective.

4.1 Feature Selection To Maximize Cluster separation

In this section RFECV was done to find proteins that best separate patients into
cluster 1 and cluster 2. The patients’ MS status was not taken into account.

4.1.1 Logistic Regression with Ibfgs as solver

Recursive feature elimination using cross validation with a logistic regression model
using Ibfgs as solver to separate patients into cluster 1 and cluster 2 gave optimum
results when 62 proteins were selected. Adding more proteins only made the model
less accurate as shown in figure 4.1. This model is referred to as model 1 in this
section.

The first and second component plot of the PCA performed using 62 extracted
proteins is shown in figure 4.2. There is a clear separation between patients in
cluster 1 and patients in cluster 2. Using the 62 extracted protiens, the PCA plot
showed two distinct groups.

The training and validation accuracy of model 1 as a function of parameter C were
plotted in figure 4.3. Training and validation accuracy started at around 70% when
the C-value was at its lowest (0.001). The validation accuracy was highest at 90%
when the the C-value was equal to 1. At this C value, the training accuracy was
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100%. Further increase in the value of C gave no effect on the validation and
training accuracy.
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Number of selected proteins

Figure 4.1: RFECV using a Logistic Regression model with [bfgs to separate clus-

ter 1 and cluster 2

4.1.2 Logistic Regression with liblinear as solver

RFECYV using a logistic regression model having liblinear as a solver gave com-
pletely different results compared to model 1. The optimum number of proteins to
separate patients into cluster 1 and cluster 2 was 35 proteins. Adding more proteins
either made the model less accurate or have the same performance. This is shown
in figure 4.4. This model is referred to as model 2.

The first and second component plot of the PCA performed using 35 extracted
proteins is shown in figure 4.5. Cluster separation is maintained. There is a clear
separation between patients in cluster 1 and patients in cluster 2. The PCA plot
clearly shows two distinct groups.
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Figure 4.2: First and second component PCA plot of the selected proteins using
RFECYV on logistic regression with Ibfgs to separate cluster 1 and cluster 2

The training and validation accuracy of model 2 as a function of parameter C were
plotted in figure 4.6. Training and validation accuracy started at around 85% when
the C-value was at its lowest (0.001). The validation accuracy was highest at 87%
when the the C-value was equal to 0.1. At this C value, the training accuracy was
92%. Further increase in the value of C gave an increase in the training accuracy
and a general decrease in the validation accuracy.

4.1.3 Linear Support Vector

RFECYV using a linear support vector gave the fewest number of selected proteins.
The optimum number of proteins to separate patients into cluster 1 and cluster 2
was 8 proteins. Adding more proteins made the model less accurate. The graph of
RFECYV using a linear support vector is shown in figure 4.7. This model is referred
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to as model 3.

The first and second component plot of the PCA performed using the 8 extracted
proteins is shown in figure 4.8. Even though there are only 8 proteins, cluster
separation is still maintained. There is a clear separation between patients in cluster
1 and patients in cluster 2.

The training and validation accuracy of model 3 as a function of parameter C were
plotted in figure 4.9. Training and validation accuracy was around 63% for the first
three C-values. The validation accuracy was highest at 81% when the the C-value
was equal to 1. At this C value, the training accuracy was 92%. Further increase
in the value of C gave an increase in the training accuracy and a decrease in the
validation accuracy.
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Figure 4.3: Validation curve of a Logistic Regression model with Ibfgs to separate
cluster 1 and cluster 2. Class 1 (blue triangels) are non-MS patients belonging
to cluster 1. Class 2 (red triangles) are MS patients in cluster 1. Class 3 (blue
squares) are non-MS patients in cluster 2. Class 4 (red squared) are MS patients

belonging to cluster 2.
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Figure 4.4: RFECYV using a Logistic Regression model with liblinear to separate

cluster 1 and cluster 2
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Figure 4.5: First and second component PCA plot of the selected proteins using
RFECYV on logistic regression with liblinear to separate cluster 1 and cluster 2.
Class 1 (blue triangles) are non-MS patients belonging to cluster 1. Class 2 (red
triangles) are MS patients in cluster 1. Class 3 (blue squares) are non-MS patients

in cluster 2. Class 4 (red squared) are MS patients belonging to cluster 2.
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Figure 4.7: RFECV using a Linear Support vector model to separate cluster 1 and

cluster 2
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Figure 4.8: First and second component PCA plot of the selected proteins using
RFECV on a Linear Support Vector to separate cluster 1 and cluster 2. Class 1
(blue triangle) are non-MS patients belonging to cluster 1. Class 2 (red triangles)

are MS patients in cluster 1. Class 3 (blue squares) are non-MS patients in cluster
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2. Class 4 (red squared) are MS patients belonging to cluster 2.
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cluster 2

43



4.2 Feature Selection To Separate MS and Non-MS

In this section the results of RFECV to find proteins that help in distinguishing
patients with MS and patients without MS is displayed.

4.2.1 Logistic Regression with lbfgs as solver

RFECYV plot using a logistic regression model having lbfgs as a solver to sepa-
rate patients with MS and patients without MS is shown in figure 4.10. Based
on this model, RFECV found 14 proteins that gave the highest cross validation
score.

The first and second principal component plot of the PCA performed using the 14
selected proteins is shown in figure 4.11. The PCA plot shows good separation
between patients with MS and patients without MS. MS separation using PCA plot
is not as good as the separation seen in the PCA plot to separate cluster 1 and
cluster 2. This suggests it is easier to separate cluster 1 and cluster than separating
patients with MS.

The training and validation accuracy of this model as a function of the regular-
ization parameter C were plotted in figure 4.12. Training and validation accuracy
started at 63% when the C-value was at its lowest (0.001). The validation accuracy
was highest at 97% when the the C-value was equal to 1. At this C value, the train-
ing accuracy was 100%. Further increase in the value of C produced no change in
the training accuracy and the validation accuracy.

4.2.2 Logistic Regression with liblinear as solver

RFECYV plot using a logistic regression model having liblinear as a solver to sep-
arate patients with MS and patients without MS is shown in figure 4.13. Based
on this model, RFECV found 15 proteins that gave the highest cross validation
score.

The first and second principal component plot of the PCA performed using the 15
extracted proteins is shown in figure 4.14. The PCA plot shows good separation
between patients with MS and patients without MS. MS separation using PCA plot
is not as good as the separation seen in the PCA plot to separate cluster 1 and
cluster 2.

The training and validation accuracy of this model as a function of parameter C
were plotted in figure 4.15. Training and validation accuracy started at 92% when
the C-value was at its lowest (0.001). The validation accuracy was highest at 100%
when the the C-value was equal to 0.1. At this C value, the training accuracy
was 100%. Further increase in the value of C produced no change in the training
accuracy and a decrease in the validation accuracy.
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Figure 4.10: RFECV using a Logistic Regression model with lbfgs to separate
patients with MS and patients without MS

4.2.3 Linear Support Vector Classifier

RFECYV plot using a linear support vector model to separate patients with MS and
patients without MS is shown in figure 4.16. Based on this model, RFECV found
9 proteins that gave the highest cross validation score.

The first and second principal component plot of the PCA performed using the 9
extracted proteins is shown in figure 4.17. The PCA plot shows good separation
between patients with MS and patients without MS. One MS patient is clearly
placed with Non-MS patients. The same patient is placed the same way in the
PCA plot of figure 4.14 and in figure 4.11.

The training and validation accuracy of this model as a function of parameter C
were plotted in figure 4.18. Training and validation accuracy started at 63% when
the C-value was at its lowest (0.001). The validation accuracy was highest at 97%
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when the the C-value was equal to 1. At this C value, the training accuracy was
100%. Further increase in the C-value decreased the validation accuracy whereas
the training accuracy stayed at 100%.
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Figure 4.11: First and second component PCA plot of selected proteins to separate
patients with MS and patients without MS. Class 1 (blue triangles) are non-MS
patients belonging to cluster 1. Class 2 (red triangles) are MS patients in cluster

1. Class 3 (blue squares) are non-MS patients in cluster 2. Class 4 (red squared)

are MS patients belonging to cluster 2.
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function of parameter C
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Figure 4.13: RFECV using a Logistic Regression model with liblinear to separate
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Figure 4.14: First and second component PCA plot of proteins separating patients
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Figure 4.16: RFECV using a Linear Support Vector model to separate patients
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Figure 4.17: First and second component PCA plot of the selected proteins using
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4.3 Biplot using selected proteins

A biplot using the 14 proteins that were selected by a logistic regression model
with liblinear as solver is shown in figure 4.19. The scores and loadings are
shown.

A biplot using the 8 proteins that were selected by a linear support vector model is
shown in figure 4.20. The scores and loadings are shown.
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Figure 4.19: PCA biplot using the proteins selected based on a logistic regression
model with liblinear as solver to separate patients with MS and patients without
MS. Class 1 (blue triangles) are non-MS patients belonging to cluster 1. Class 2
(red triangles) are MS patients in cluster 1. Class 3 (blue squares) are non-MS

patients in cluster 2. Class 4 (red squared) are MS patients belonging to cluster 2.

There were many immunoglobulins that were selected when training a model to
distinguish between patients with MS and patients without MS. The following is
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the list of immunoglobulins and their protein codes that were selected. They can
be seen in the biplot of figure 4.19.

* P0O1611 - Immunoglobulin kappa variable 1D-12

PO1871 - Immunoglobulin heavy constant mu

P01857 - Immunoglobulin heavy constant gamma 1

P06331 - Immunoglobulin heavy variable 4-34

P01610 - Immunoglobulin kappa variable 1-17

P04433 - Immunoglobulin kappa variable 3-11
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Figure 4.20: PCA biplot using the proteins selected based on a Linear Support
vector model to separate patients in cluster 1 and cluster 2. Class I (blue triangles)
are non-MS patients belonging to cluster 1. Class 2 (red triangles) are MS patients
in cluster 1. Class 3 (blue squares) are non-MS patients in cluster 2. Class 4 (red

squared) are MS patients belonging to cluster 2.

57



58



Chapter 5

Discussion

5.1 Models

The models built to classify MS and inflammation were relatively successfull. The
models classifying patients with inflammation and patients without inflammation
had a lower classification error than the models classifying MS. The models trained
to recognize MS from protein markers seem promising. The predictive models
based on protein markers will make MS diagnosis simpler and quicker than tra-
ditional methods. To deploy these methods however, further research is needed.
Bigger data sets with many more patients will help asses the models to a much
higher precision.

5.2 Recognizing Inflammation

In this dataset using the methods described above, it is easier to distinguish patients
with inflammation than patients with MS in the two component PCA plot. This
is because the patients that belong to the respective clusters were grouped after
a previous unsupervised multivariate analysis was done as mentioned previously.
In that analysis it was observed two clusters of which the patients received their
cluster labels after seeing which cluster they were closer to. In essence, the method
described in this paper classifies patients belonging to cluster 1 and cluster 2 after
they were already classified by a different mechanism previously. However, the
protein sets that are used to distinguish between these two clusters were mainly
immunoglobulins which are proteins associated with inflammation. This reinforces
the conclusions made in previous research using this dataset [20]].
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5.2.1 Proteins Selected for cluster separation

When separating patients into cluster 1 and cluster 2 (no inflammation and inflam-
mation) several types of proteins were selected. Two of the proteins separating
cluster 1 and cluster 2 were immunoglobulins. Their protein code and correspond-
ing names are PO1871 (Immunoglobulin heavy constant antibody Ab) and PO1625
(Immunoglobulin kappa variable 4-1).

Immunoglobulins are known as antibodies. An antibody’s task is to fight of pathogens
such as bacteria and viruses[33] [34]. Different immunoglobulins specialize in
combating different pathogens [32]]. Therefore high values of immunoglobulins in
patients can be interpreted as a sign of inflammation. Looking at the PCA cluster
biplot in figure 4.2, it can be deduced that the first principal component is the most
important component in distinguishing between cluster 1 and cluster 2. Biologi-
cally, it makes sense that immunoglobulins were selected to distinguish between
patients with inflammation and patients without inflammation.

Three proteins that were picked up to distinguish between cluster 1 and cluster
2 were associated with neuron development and regulation. These proteins are
P51693 (amyloid-like protein 1), P56975 (Pro-neuregulin-3), and P22626 (hetero-
geneous nuclear ribonucleoproteins A2/B1).

P51693 is called amyloid-like protein 1. This protein is responsible for neurite
outgrowth. Neurite outgrowth happens in developing neurons where new projec-
tions (axons or dendrites) occur as a result of outside guidance [32]]. Amyloid-like
protein is responsible for nervous system development [35]]. Although information
on Amyloid precursor protiens in patients with MS is scarce, research states that it
is upregulated in damaged axons, which suggests that it may constitute a reliable
marker of axon demyelination [36].

P56975 (Pro-neuregulin-3), plays an important role in development, maintenance
and repair of the nervous system and other organs [37]. Pro-neuregulin-3 is respon-
sible for the negative regulation of neuron migration [32]]. Neuronal migration is an
essential phenomena in central nervous system development. For functioning neu-
ronal circuits to develop, neuronal migration has to happen in the right structures.
A flaw in this process may result in a neurological disorder [38]].

P22626 (Heterogeneous nuclear ribonucleoproteins A2/B1 (HnRNP)) contributes
to multiple essential roles in neuronal functioning and its depletion [32]. A decline
in HnRNP Al is correlated with symptoms in several neuro-degenerative diseases
among which is multiple sclerosis [39].

These three proteins are grouped together in cluster 1 in the PCA biplot. The
grouping can be interpreted as the proteins sharing similar characteristics to each
other. This is indeed true when looking at how all three of them are associated
with neuron development. In addition, these proteins are almost perpendicular to
the other group of proteins containing immunoglobulins in cluster 2. This shows
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that these two groupings of proteins are not correlated and do not show similar
characteristics.

There are patients with MS present in both clusters, but there are only a few patients
with MS in cluster 1. These are patients with MS but no signs of inflammation. A
question might be raised as to why neuron related proteins are used to distinguish
between cluster 1 and cluster 2 when the primary goal of cluster 1 and cluster 2
classification was to distinguish patients with inflammation. Due to the majority
of patients being healthy in cluster 1, the PCA plot also uses proteins associated
with developing the central nervous system to distinguish cluster 1 from cluster 2.
If more patients with MS but no signs of inflammation where present in cluster 1,
this may not have been the case.

5.3 Recognizing Multiple Sclerosis

When the objective was to group patients into patients with inflammation and pa-
tients without inflammation, no MS separation was observed. However, when the
objective was to separate patients with MS and patients without MS, patients with
inflammation were grouped separately. This suggests that MS and inflammation
are two unconnected biological phenomena, and to find patients with MS, a two
stage classifier is required. The first stage is separating patients with inflamma-
tion and patients without inflammation. The second stage consists of separating
patients with MS and patients without MS.

5.3.1 Proteins selected

When training the model to distinguish patients with MS and patients without MS,
the two component PCA plot of the selected proteins showed four different groups.
Patients in the dataset had a combination of MS and inflammation conditions (MS
+ inflammation, MS + no inflammation, no MS + inflammation, no MS + no in-
flammation) and these groups were distinguished in the PCA plot.

Multiple immunoglobulins were selected in order to distinguish between patients
with MS and patients without MS. Immunoglobulins are associated with the im-
mune response, regulation of immune response, adaptive immune response, and
inflammation. Proteins that are not immunoglobulins but still have something to
do with the immune response and inflammation were also picked up. These include
PO7711 (Cathepsin L1) and PO0739 (Haptoglobin-related protein).

Cathepsin L1 is responsible for the adaptive immune response [32]. When a spe-
cific antibody is made for an antigen and the body is hit a second time with the
same antigen, an enhanced secondary response allows the body to fight the antigen
off quicker. Also known as immunological memory [40].

Haptoglobin is a protein that is responsible for Inflammation which starts as short-
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lived response to injury or an antigen. The inflammatory response begins within
minutes. It can either settle within a few days or develops into a chronic inflam-
matory response[40]. The protein is also associated with positive regulation of
cell death [40]. Cell death is regulated through activation or stoppage of vital pro-
cesses within a cell causing cell death. Haptoglobin-related proteins are markers
of Neuromyelitis optica (NMO), which is a neurodegenerative disease [41]]. It is
interesting to note that Haptoglobing was selected as a protein used to distinguish
MS, while being a marker for a neurodegenerative disease.

Another interesting protein that was selected is Q9Y5Y7, Lymphatic vessel en-
dothelial hyaluronic acid receptor 1 (LYVE-1). The functional role of LYVE-1 is
not clear, several of the common neuro-lymphatic proteins are essential for brain
development and neuronal function. LYVE-1 is suggested as potential physiologi-
cal and pathological importance in MS [42].

Q99983 (Osteomodulin) is another protein selected to separate patients with and
without MS. Osteomodulin (OMD), plays a crucial role in regulating skeletal de-
velopment [43]]. Increasing evidence shows MS is correlated with risks of fractures.
Most MS patients are Physically inactive, a reduction on the mechanical load on the
bones is likely the major contributing factor for reduced bone density in patients
with MS [44]. Hence, osteomodulin becomes an indirect way of distinguishing
MS.

5.4 MS hypothesis

The proteins selected to distinguish between patients with MS and patients wihout
MS support the hypothesis which states MS as a defect in neuron regeneration and
not an inflammatory diseases [20]. Most patients later on develop inflammation
but some patients do not. The two component PCA plot showing 4 groups is in-
terpreted in the light of this hypothesis in two categories. The first category is MS
and second is inflammation. The four groups are a combination of these two cate-
gories. Furthermore, there are two types of proteins that distinguish the 4 groups.
Proteins that are responsible for inflammation and protiens that are responsible for
neuron developement and degeneration.

Some weak links to this hypothesis based on the findings may be that the findings
are sample dependent. It should be noted that the proteins selected are dependent
on the patients in the dataset. A different training set may produce different set of
selected proteins. However it should also be noted that the proteins that were cho-
sen were very relevant to MS and inflammation. They were mainly immunoglobu-
lins and neuron related proteins. A much larger number of patients would be very
helpful in verifying or refuting the findings in this paper.
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Chapter 6

Conclusions

Separating patients with MS and patients without MS was successfull using RFECV.
Small protein sets were found from a total of 779 protiens. The protein sets show
clear separation in the two component PCA plot between patients with MS and pa-
tients without MS. In addition to separation between patients with MS and patients
without MS, the two component PCA plot also distinguished between patients that
have inflammation and patients that do not have inflammation even though no in-
formation was given as to which patients have inflammation. Distinguishing pa-
tients with MS resulted in also separating patients with inflammation. The findings
challenge the current understanding of MS which describes MS as a combination
between inflammation and neuro-degeneracy. The findings also strengthen the hy-
pothesis which describe MS as a result of a defect in neuron regeneration, where
inflammation is not a necessity in order for MS to occur [20].
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