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Summary

Global electricity grids, and especially the distribution grids, encounter new chal-
lenges during the transmission to a sustainable energy chain. Decarbonization
involves electri�cation and a massive deployment of variable renewable energy
sources, which ultimately increase the complexity at the demand-side of the grid.
There is a growing need to promote demand-side exible power and to actively
utilize it to deal with an anticipated increase of local congestions and ramping
problems. Local exibility markets have emerged to provide a platform where the
distribution grid operator or another exibility buyer can activate demand-side
exibility that is o�ered by prosumers, e.g. balance the grid.

In order for a prosumer to make its exible power accessible on markets, new meth-
odologies are needed. The main goal of this thesis is to develop a methodology for
assessing short-term exible power in a demand-side asset. Such a methodology
has been developed for a generic exible asset and consists of four stages: (1)
load forecasts (2) physical asset models (3) estimation of available exibility and
at last (4) the shaping of a exibility bid for exibility markets. The thesis gives
conceptual descriptions on how the methodology is implemented for each of �ve
di�erent exible assets. Python is used as a tool for implementing the methodo-
logy, using the package Keras to make RNN forecast models and object-oriented
programming to create an Asset class framework.

The methodology is applied on a real use-case scenario where multi-step RNN
forecast models are created, using real consumption data for an asset that powers
a cooling storage. Data are provided by ASKO (end-user) and eSmart (smart
grid company). The forecast results seems promising even with relative short
data, but must be optimized, tested on multiple test sets and include explanatory
variables. Many assumptions had to be made for the asset parameters and the
�nal hypothetical exibility estimates were shown to be sensitive to these choices.
Nevertheless, the methodology has been proven to work and is applied to a full
demonstration of a bid procedure. Applied examples are also given for other assets,
such as water heater and a battery.

The conclusion is that the methodology itself is stable and applicable to many
di�erent assets. Its results however, being the exibility estimates, are prone to be
very wrong if the constitutional stages in the methodology are weakly implemen-
ted. A strength is that each stage is exible to be changed or improved without
disturbing the ow of the methodology. For the methodology to work successfully,
it is of utmost importance that accurate load (or production) forecasts and correct
asset parameters are provided.
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Sammendrag

Overgangen til et b�rekraftig energisystem f�rer meg seg nye utfordringer for
kraftnettet. Distribusjonsnettet vil oppleve en mer kompleks str�myt som f�lge
av elektri�sering og en massiv utrulling av uregulerbar, og til dels distribuert,
str�mproduksjon. Det er forventet en �kning i lokale nettutfordringer i form av
overbelastning og hurtig ramping, noe som gir et �kt behov for �a fremme og aktivt
ta i bruk eksibel e�ekt hos sluttbrukeren i operasjonen av distribusjonsnettet.
Nye lokale eksibilitetsmarkeder er i fremmarsj og har som m�al �a tilby en �apen
plattform der sluttbrukere kan selge sin eksibilitet til en nettoperat�r eller andre
kj�pere som trenger denne eksibiliteten, eksempelvis for �a avlaste nettet.

For �a frigj�re sluttbrukereksibilitet til slike markeder, er det n�dvendig med ny
metodikk. Hovedm�alet med denne oppgaven er �a utvikle en metodikk for �a es-
timere kortsiktig eksibilitet i en distribuert str�mkomponent, ogs�a kalt asset. En
slik metodikk har blitt utviklet for en generell asset og best�ar av �re trinn: (1) last-
prediksjoner (2) fysisk modell av en asset (3) estimering av tilgjengelig eksibilitet
og (4) utforming av et bud mot et eksibilitetsmarked. Oppgaven tar videre for
seg hvordan metodikken kan implementeres for fem ulike asseter. Python brukes
som et verkt�y for �a implementere metodikken, ved �a bruke pakken Keras for �a
lage RNN-modeller og objektorientert programmering for �a lage en Asset-klasse.

Metodikken har blitt anvendt p�a en reell asset som brukes til �a kj�le et kj�lelager.
Forbruksdata er gitt av ASKO (sluttbruker) og eSmart (smart grid-selskap), og
er brukt for �a utvikle RNN-modeller til �a prediktere assetens fremtidige forbruk.
Modellene virker lovende, men m�a optimaliseres, testes p�a ere testsett og inkludere
ere features. Det er gjort ere antagelser for asseten som har v�rt utslagsgivende
for eksibilitetsestimatene. Det har blitt vist at metodikken fungerer og den har
blitt anvendt videre i en hypotetisk budprosedyre. Eksempler for implementering
av metodikken p�a andre relevante assets er ogs�a gitt, nemlig en elektrokjele og et
batteri.

Sluttkonklusjonen er at selve metodikken er stabil og anvendelig for mange forskjel-
lige asseter, men eksibilitetsestimatene kan bare bli like gode som parameterene og
prediksjonene. Styrken til metodikken stegene kan endres uten �a forstyrre yten
i metodikken, eksempelvis benytte en bedre lastprediksjonsmodell eller justere
parameterene. For at metodikken skal fungere vellykket, s�a trenger den n�yaktige
lastprediksjoner og riktige parametere for asseten.
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t Current timestep/timeslot.

h or t + h, with h 2 f 1; 2; :::; H g Forecasted timestep/timeslot.

H Bidding horizon/number of timeslots.



Chapter 1

Introduction

This �rst chapter creates the framework, presenting the background and motiv-
ation behind the work of this thesis. Then a problem statement is formulated
by means of one main goal and several sub goals. The tools, data, methods and
use-case that are used to address the goals are presented at last.

1.1 Background

Understanding our timeline of energy can be helpful for understanding the energy
situation of today. Energy is a real evolutionary drug. Humans did once go from
being wanderers to evolve around agriculture, a "hack" of food supply enabling us
to grow metropoles. Humans invented machines at a point, resulting in horses be-
ing replaced by horsepower. Suddenly, this "hack" of energy made a lot of cheap
work available for us, through fossil fuels. From that point, energy usage only
escalated. Industry and cities could expand remotely from the rivers and electri-
city was invented. Electricity, goods, transport, house appliances, and followingly
improved health and wealth became achievable for many. Today, humankind has
developed a very vulnerable relationship with the energy chain, which concern all
sides of the globalized human society such as transport, health, water, food and
communication to mention some. There are no doubts that we have built great
societies, however they depend upon a stable and secure source of energy supply
to maintain their vital functions.

1



2 CHAPTER 1. INTRODUCTION

In our age, the consensus about global warming is clear. There are huge social
forces, demonstrations in the streets which demand immediate climate action now
and the world leaders are taking responsibility, more or less. The reason lies in that
around 80% of world energy consumption is fossil-based (per 2018, electricity sector
excluded) [1]. Of the world's electricity production, around 66% is fossil-based
[2]. This results in greenhouse gas emissions. Analyses estimate that postponing
climate action will end up several times more expensive than immediate focus and
investments in low-carbon solutions [3][IEA through [4]]. EU as an example has
committed to cut greenhouse gas emissions by 80-95% by 2050, compared to 1990
levels, making it the fastest cutter [3].

Within the energy chain, two options are - to reverse our energy dependency by
reducing energy demand - or to break the bond between energy and greenhouse
gas emissions. Both are valid solutions and both are being pledged. Electri�ca-
tion is an example of reducing overall energy usage, since electrical technology is
more energy e�cient than fossil. Another plus of the electri�cation is that sectors
are given access to clean electricity from renewable energy sources (RES). Thus
electri�cation plays a vital role for cutting the bond between to greenhouse gases
and the energy chain. World electricity demand is expected to rise by 62% by
2050 [2]. The fossil share of electricity production is expected to decrease from
current 66% to around 31% by 2050, where solar and wind will constitute 48%
[2]. Especially in Europe, wind and solar is expected to account for 80% of the
electricity mix within 2050 [2]. This illustrates the massive deployment of new
variable renewable energy sources (VRES) to come. On the downside, introducing
new electricity demand and increasing the VRES share of electricity production
will induce trouble for power grids, in many ways new to traditional power grid
operation, outlined in the next paragraph. One prominent solution is to deploy
smart grid technology with smart local exibility markets. The work of this thesis
falls in under these categories.

A new energy era for power grids
Power grids face increased intermittency and at the same time an increased sens-
itivity to intermittency [5]. At the supply side, power grids worldwide encounter
an increased share of variable power production related to RES, where a signi-
�cant share of it is at decentralized level unlike before [6]. On the demand side,
we expect an increased high-intensive decentralized demand of electricity due to
electri�cation and increased energy usage. All in all, these are good actions for
our sustainable, carbon-neutral future, however they impose new issues for the
electricity grid, issues that disturb the security of supply [5]. The complexity
of the future electricity system will increase rapidly, particularly at distribution
level, and this will result in more local congestions [7]. An increased VRES on
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demand-side introduces a two-way power ow in the grid topography. In addition,
the magnitude of the demand peaks are likely to increase, which initially anticip-
ates grid capacity upgrades [6]. Quick changes in the power supply or demand
which disturb the balance is also known as ramping. The new power grid trends
will cause more frequent and intense ramping situations because of variable pro-
duction, both at national level and more at local level - which will cause costly
damages and blackouts unless the grid is made more exible to handle it.

Balancing the grid have thus far been handled with traditional regulation methods.
Regulation at the transmission level has many smart market-based mechanisms
with a variety of backups, called reserves. A reserve is just another term for a
major exible source that can o�er up- or down-regulation at transmission level
when needed. Reservation and use of exible reserves has mainly been a privilege
for transmission system operators (TSOs) [8]. This have worked so far, but the
new trends and the fact that the power ow changes from one-directional to bi-
directional, requires more active approaches from the distribution grid operator
(DSO) as well [8].

DFS markets
More local problems give rise to the idea that local problems must be solved locally.
With digitization and new methodologies, the intelligent market-based operation
methods at transmission level can be extended into the distribution grid and to the
end-users. EU know this and has declared market-based congestion management
as default for future operation of the grids, both for the TSO and for DSOs [3].
There are now many pilots and working cases on the rise in the �eld of market-
based distribution grid operation. New smart exibility market initiatives for DFS
aim at o�ering local exibility to DSOs for regulation of the grid and to others
in need of exibility [9]. NODES [10] and GOPACS [11] are two examples of
platforms for such local exibility markets. Utilizing DFS through local exibility
markets can be a key to shift and shed demand, providing a tool for solving local
congestions and extreme ramping [4]. Demand-side exibility can either regulate
power up or down when it is necessary and the �ne locational granularity of DFS
is of uttermost importance [12]. The need for new DFS is well-documented. One
nice and comprehensive article to read about this isFlexibility in the 21st Century
by Cochran et al. [13]. Markets for decentralized exibility that have the rightful
design will both give added value to already existing DFS out there in addition to
give incentives to further ourish DFS [8]. It is of importance that the design and
development of such platforms are purposefully designed and is valuable for ALL
participants. In addition to deploying smart and e�cient marked-based operation
methods, new capacity will be built in order to increase the shared pool of reserves
which is a way of increasing the overall exibility of a grid [4]. This in turn, will



4 CHAPTER 1. INTRODUCTION

expand the reach of exible resources and probably add value to DFS with the
right trade-o�.

Management of decentralized exibility in a building and trading on local exibility
markets requires expertise on the �eld. This is a task that smart grid companies
often are engaged for. The smart grid company is called anaggregatorif they trade
DFS volumes on exibility markets on behalf of a prosumer. It is of importance
that the smart grid company has a methodology for assessing a building's exibility
in a precise manner. Being able to monitor and control exible assets is necessary
as well. eSmart is such a smart grid company, and ASKO is an owner of a building
with exible assets. In a reliable fashion, the smart grid company will o�er the
building's exibility on a potential exibility market on behalf of the building.
NODES is an example of such a exibility market platform.

1.2 Motivation

The recently mentioned need for distributed exibility and exibility markets
makes this an interesting and new-born �eld to dig deeper into. The overarched
goal is to identify and assess exibility in demand-side assets so that it becomes
accessible for smart regulation of the distribution grid. For that to happen, new
methodologies are needed, a need con�rmed by eSmart. The core motivation of
the work in this thesis originates from this need. The success of exibility markets
depends on exibility bids that are precise. Precise exibility bids require pre-
cise exibility estimates. In addition to estimation, there are challenges related to
shaping of exibility bids and veri�cation of deliverance.

There are many who has done work on quantifying exibility. An article by De
Coninck & Helsen from 2015 [14] showed that there were no common metric or
indicator for quantifying exibility. They proposed a method to do so, using cost
curves which indicate costs for deviating from the planned load. Barth et al. [15]
proposed an optimization algorithm for quantifying exibility by simulating all
valid paths for the consumption throughout a day, but the bidding considerations
are left out. Ottesen et al. [16] has proposed optimization models for bidding and
scheduling of exible demand-side loads. Much of the literature propose optimiza-
tion algorithms and optimization models for intelligent load control. To my present
knowledge, no literature looks into directly estimating short-term exibility by us-
ing load forecasts with exibility markets and bid shaping in mind. Although
optimization methods may very well work, my motivation is to investigate a novel
approach.
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The work in this thesis is aimed at �nding a methodology for assessing demand-side
exibility for exibility markets, where some parts of the work can be bene�cial
to other applications. Accurate load forecasts are of great value not only for the
methodology developed here, but also for cost-optimization problems. Estimates
on available demand-side exibility are of interest to anyone who might use it.

1.3 Problem statement

In an attempt to address some of the necessary technical challenges related to
assessing exibility, most of the focus in this thesis is to develop a methodology
for estimating short-term exibility in assets for the making of exibilioty bids.
As a reference for the work in this thesis, ASKO is used regarding which exible
assets to look at and NODES is used for the formalities around the local exibility
platform. The goals in the problem statement are formed in joint discussions with
my supervisors Stig and Heidi, whose knowledge in the �eld and about research
has been of great value. A bullet list with the main goal and sub goals of this
thesis are presented below, in order to summarize the scope of this master thesis.

The main goal for the work of this thesis is as following:

(M) Develop a methodology to assess short-term exibility for a set of various
exible assets in a building, in order to generate a exibility bid in conformity
with a local exibility market platform. NODES and ASKO are used as point
of references.

The main goal has been analysed and is divided into several sub goals:

(S1) Conceptualize the workow and steps required to achieve the main goal.

(S2) Develop load forecast models that enable accurate predictions of asset con-
sumption.

(S3) Develop a method to model an asset, its properties and constraints regarding
exibility.

(S4) Identify the exibility of a exible asset. Model and estimate their exibility
up to 6 timesteps ahead.

(S5) Suggest a bidding procedure, discuss the advancement in time and concep-
tualize a bid activation procedure.
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1.4 Tools, data, case and methods

A methodology for assessing short-term exibility in �ve selected assets have been
developed. A lot of experimenting was done during this development process.
Many of the choices throughout the work of this thesis is based on a use-case.

The use-case is a cooling storage for storing cold groceries in Vestby, Norway, which
is drifted by ASKO. eSmart is a smart grid company which intend to analyse and
utilize the exibility in ASKOs exible assets. ASKO has multiple exible assets
such as a cooling system for the storage, PV panels and a water heater. Data on
historic consumption for these three assets are provided with a temporal resolution
of at least 15 minutes. In addition, ASKO has a backup diesel generator at idle
and do perhaps plan to invest in a battery bank.

The foundation is now set for which assets to look into at a conceptual level. The
exible assets listed in table 1.1 will stay in the spotlight for the rest of the thesis.
A walkthrough on how to implement the developed methodology for each asset
speci�cally, is included. Then a use-case will test the feasibility of the methodology
on real data of ASKO's cooling consumption.

Table 1.1: List of exible assets in the scope of this thesis.

Asset Abbreviation Type

Water heater WH Consumption

Machine room (for cooling a storage) MR Consumption

PV panels PV Production

Diesel generator DG Production

Battery BA Storage

An important fact-�nding was that the exibility of an asset is expressed by the
magnitude it can deviate from its original load. Since we want to predict the future
exibility, the logical line of thinking is that forecasts of the load are needed. Re-
current neural networks (RNN) is a type of machine learning models and has been
experimented with to make load forecasts. Python is used as the programming
language and the Python packages Keras and TensorFlow are used to implement
RNN forecast models. A variety of RNN settings have been tested and experi-
mented with. In addition, there are four di�erent strategies for making multistep
forecasts, whereas the one calleddirect multistep forecastinghas been implemen-
ted. A variety of hyperparameters for the RNN architecture is tested, however due
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to computational complexity, the main focus is not to optimize them.

For modelling of an asset, a simplistic physical model of an asset with an energy
storage has been made. During the implementation process, many assumptions on
asset parameters must be done, because the information is unavailable or empirical
tests was not possible to conduct. Object-oriented programming in Python is used
to implement asset parameters in an asset class. The class is also used for exibility
estimates and to make proper visualizations of the estimated exibility and the
level of energy in the asset's storage.

f�r bakgrunnen kommer, b�r intro sammenfatte klart m�alet med oppgave, hva som
gj�res og hvordan. og hvilke verkt�y som er brukt.hvilke ulike deler som best�ar av
hva.
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Chapter 2

Theory

The theory chapter is structured in three parts. The �rst part is about the physical
power grid and will present de�nitions on exibility. The second part presents
existing energy markets and the concept of novel exibility markets, including
NODES. The third part contains all theory for load forecasting and practical
implementation of recurrent neural networks.

2.1 Electrical grids, power and energy

2.1.1 The physical power system

The pure purpose of power grids is to make sure electricity is transported from
wherever it is produced to wherever it is consumed. It consists of a complex inter-
connected system of generators (or producers/supply) and loads (or consumers/de-
mand). Some are even both producing and consuming power, named prosumers.
Everything is interconnected through a system of high-voltage (HV) and low-
voltage (LV) power grids and voltage transformation stations.

Power grid topology
The power grid consists of di�erent voltage levels such as high voltage (HV) and
medium/low voltage (MV/LV), associated with the transmission grid and distri-
bution grid respectively. The transmission grid covers a large geographical area,
typically a country or large state, with high voltage to reduce losses and ensure
high transmission capacity. Distribution grids operate at lower voltage levels to

9
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ultimately supply the end-user. This grid system forms a hierarchic system, with
transmission grids on top, followed by distribution grids, buildings and assets, as
illustrated in �g 2.1. For the rest of this thesis, the positive power ow is de�ned to
go in the direction of decreasing voltage, indicating consumption. In general, neg-
ative power, or negative consumption, is regarded production. Transmission grids
are operated by a Transmission System Operator (TSO), which is Statnett in Nor-
way, while each distribution grid is operated by a Distribution System Operator
(DSO), e.g. Hafslund in Norway.

Figure 2.1: Illustration of a typical national power grid, including de�nitions of positive
power ow direction, consumption and production.

A distribution grid contains several buildings beneath it, whereas each building
usually connects through a metering device. These were all smart meters in Norway
as per 1st of January 2019 [17]. A smart meter measures two-way power ow of
what the building consumes and/or produces, used for quantifying bought and
sold electricity. Digging deeper, a building could have several energy units below
the smart meter, called assets. Each asset can be monitored by sensors, and such
technology together with smart meters, ICT and control technology is a part of
the digitization that enables intelligent DFS utilization.

Law of balance and inertia
The fundamental law of power systems is that net generation has to equal net
consumption at all times, or at least over an averaging window. This is in order
to maintain the system frequency, which is 50 Hz in most of the world. System
frequency will rise or decrease in case of imbalance and it is the system operator's
responsibility to keep it within an allowed deviation, e.g.� 0.1 Hz. If this limit
is exceeded, it can cause damage to equipment or even lead to blackouts. How
sensitive a power system is to sudden balance disturbances, e.g. major errors in
the power grid, can be characterized by inertia. A high inertia indicates a higher
capability for the system to keep doing what it is currently doing, also referred to as
transient frequency stability [18], which leads to a slower reaction to disturbances.
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Rotating generators, such as hydro or thermal power plants, contribute with inertia
to a grid with their momentum, whilst solar power does not. System inertia is good
to have, but even grids with high inertia will eventually face frequency trouble in
case of a sustained system imbalance, albeit in a less urgent manner. One of the
downsides of a power system with a high share of VRES is the low inertia and the
variability. Frequency is mostly balanced by the TSO, whereas the DSOs mostly
ensure a stable voltage level and a reliable power ow in the LV grid. This has
thus far been handled through good regulation of the HV grid.

2.1.2 Regulating the power balance

Having presented the importance of system balance, there is a logical necessity for
every grid to have mechanisms for regulating the power balance. Such mechanisms
are reected by the exibility of a grid. Flexibility in a power grid in general can be
many things. It revolves around the inherited ability of a grid to handle unforeseen
incidents and imbalances, e.g. sudden ramping. This ability can be possessed by
all participants in the grid. Ulbig & Andersson [19] has proposed a de�nition on
operational exibility:

"Operational exibility is the technical ability of a power system unit to modulate
electrical power feed-in to the grid and/or power out-feed from the grid over time."

High exibility will cause a grid system to withstand major error events or ramp-
ing situations, thus sustaining a stable system balance. Power exibility is not
something new, but some may recognize it as regulation power or reserves. How-
ever, the relatively new term decentral exibility has received a lot of focus in
later time. Traditionally, regulation of the system was mostly done by centralized
generators, which matched supply against demand. That was usually su�cient for
operation of the entire power grid, but does not withstand the new complexity at
distribution level. Centralized exibility will still play a major role in the future,
however the need for intelligent operation methods at the distribution level with
use of DFS is evident.

The location of exible sources matters, as electricity needs to be transported
through connections with capacity limits. Upgrading infrastructure, such as ca-
pacity of transmission cables and transformers, is an e�ective countermeasure to
increase overall exibility of a grid. The reason for this is that transmission ca-
pacity become higher and the reach of reserves is extended. It adds options for
balancing the grid. A wider group of participants in need of or o�ering exibility
gets access to a larger shared pool of exible reserves. On the downside, upgrading
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infrastructure is expensive, and will furthermore only serve a minority of incidents
having extreme peaks and not add value to the normal operation. This fact res-
ults in a worse capacity factor and is not a very socio-economical and acceptable
operation of the grid.

Interconnectors
The power infrastructure in Europe has come a long way, and power grids in di�er-
ent countries are interconnected. The undersea cable NordLink between Norway
and Germany is soon �nished, and UK will have cables to both Denmark and
Norway by 2022 (Viking Link [20] and North Sea Link [21] respectively). If most
renewable production can be regarded variable and dependent in weather, such
interconnectors will increase production capacity, the share of loads and stabil-
ity. Better connections will increase the variety of both power source types and
geographical location. As a result, the probability of coexistent production will
decrease which in turn provides stable generation. As a simple example, suppose
the northern Germany has a high demand of electricity and that their only power
source, namely wind, is absent. With great interconnection, the demand would be
covered by wind outside the British coast, south-German solar power and some
French nuclear power, all well-balanced by Norwegian hydro power. This describes
a scenario where grid management is done at transmission level, from the top.
Good connections will be essential in the future, however there are opportunities
growing from the bottom.

Pulsating end-users
The share of decentralized exibility grows in speed with the demand-side com-
plexity. The future consists of active use and integration of DFS, where the lack
of wind power in northern Germany potentially could be covered from exible
prosumers within northern Germany. Interconnecting transmission capacity seeks
to match the supply to the demand. The new and necessary tool is to control
demand and match it against supply with pulsating and dynamic end-users. The
idea is that prosumers regulate power in the grid with innovative integration of
their exible prosumption, which is one of the visions of smart grids. Smart grids
provides a cost-e�ective alternative to infrastructure upgrades and aims at optim-
izing already built capacity. This results in raising the capacity factor of existing
transmission lines and a more e�cient operation of the grid.

Many of the traditional regulation mechanisms at transmission level are already
market-based. Energy markets are considered cornerstones for maintaining balance
between supply and demand in liberalized grid systems. They can be characterized
as intelligent. However, they are restricted to the TSO only and not for the
distribution grids. Distribution grids in past did not need such mechanisms in the
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traditional "one-way power ow, centralized production, simple end-users"-grid.
EU has declared marked-based solution as the standard operation method in the
in the future, for distribution grids as well [3]. Before taking a dive into energy
markets and novel exibility markets, some de�nitions for exible power must be
settled.

2.1.3 Flexible assets and de�nitions

All use of the term exibility will refer to demand-side exibility for a building
and its assets. Assets in a building, represented in �gure 2.1, are exible if they
inherit the ability to deviate from their baseline. The baseline must be de�ned
before exibility can be quanti�ed. The baseline is what would be "the plan" in
the work of Peterson et al. [22]. The baseline is "the reference" in the work of
Coninck & Helsen [14], suggesting it to be the load schedule solution taken from
a cost optimization model. FLexible assets must be monitored with sensors and
their power must be controllable. Some de�nitions regarding the exibility of a
exible asset are now presented. The de�nitions are inspired by Coninck & Helsen
[14] and Pinto et al. [23] with some modi�cations to �t the methodology in this
thesis. Note that power is described in terms of consumption, whereas negative
power, or negative consumption, is production.

ˆ Flexibility: The magnitude of power the asset can deviate with from its
baseline consumption.

ˆ Baseline consumption: Referring to the originally planned consumption
of an asset for the nextH timesteps. This can be a load forecast or an
optimized load schedule.

ˆ Positive exibility: The ability to increase power consumption relative to
the baseline, thus providing positive exible power. The upper boundary is
denoted maximum positive exible power. Upward exibility is an optional
term.

ˆ Negative exibility: The ability of an asset toreduce power consumption
from its baseline (or increase production), thus providing negative exible
power. The lower boundary is denoted maximum negative exible power.
Downward exibility is an optional term.

ˆ Flexibility space: The feasible set of allowed choices of exible power.
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2.2 Energy markets

Energy markets are considered a cornerstone for maintaining balance between sup-
ply and demand for power. The shared Nordic power system has several energy
markets to ensure system balance, such as the Day-Ahead (DA) market, Intra-
Day (ID) market and reserve markets. In the markets, producers and consumers
sell and buy their way into achieving balance, ranging from days to milliseconds
before operation. These markets represent intelligent regulation systems. The re-
serve markets o�er close to real-time power regulation with trade and activation
of balance reserves. These tools are however currently limited to the transmission
system level. With rising complexity on demand-side, there is a need for more
active, intelligent regulation at distribution level as well. There are new local
exibility markets on the rise with a goal to expand intelligent market-based op-
erations into the distribution grids. The goal is to integrate unrealized demand
side exibility for more precise regulation at distribution level. Upgrades of in-
frastructure, curtailment of RES generation and shedding high-intensity industry
are local options to achieve local system balance. However, smart solutions with
smart grids and ICT, along with connected energy markets will yield higher system
e�ciency, stability and reliability, and �ll the gap between supply and demand.
This enables the transition into a low-carbon society in the future [4].

2.2.1 Current power markets

Day-Ahead market (spot market) is the main market for most of the physical
volumes that are traded in the physical electricity grid. Before 12:00, all major
participants need to place bids and schedules of production and consumption for
each hour the next day [24]. Then, NordPool settles a system clearing price, which
is determined by a trade-o� between demand and supply. Individual area prices
based on bottlenecks will add or subtract to the system price for each a�ected area
[25]. They apply to large regional areas, hence do not take local grid problems into
account. The ID market is a power trading platform which is closer to the real-
time operation than the DA market. Participants left in personal imbalance after
the DA market closure, can achieve balance through ID market trading. The ID
market closes an hour before operation time [24]. Further imbalances that occur
in the hour prior to the operation time are settled in the reserve/balance markets.
Here, participants with exibility o�er regulation power that can be activated from
within 15 minutes or even seconds before operation time. Hence, reserve markets
are essential for securing the temporarily balance between supply and demand. The
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reserve markets can be divided further into primary market, secondary and tertiary
markets, in which reserves must be activated automatically within seconds or
manually within minutes or 15 minutes respectively [24]. Participants outside the
market will be able to o�er their reserves and be remunerated for their regulation
services [26]. Reserve markets are merely platforms developed for TSOs with tools
to tackle predicted and unforeseen critical grid events.

The emerging complexity at demand-side cause local problems at distribution level,
which must be addressed by the DSO. The current market design with DA, ID
and reserve markets are not aimed at operating distribution grids. In addition,
the current, intelligent market-based operation methods at transmission level are
simply not granular enough to solve the arising local problems[12]. To solve local
congestions and other management issues related to the distribution grid require
more active approaches from the DSO [8]. Local problems must be solved locally.

2.2.2 Mechanisms for solving emerging local problems

Innovative operation methods at distribution level is a highly active research �eld.
There are alternatives which shows that deploying novel local exibility markets
is not the only solution. There are various ways to utilize DFS. USA as an ex-
ample has had many years of experience with distribution grid operation methods.
There is demand response management (DRM) which aim at controlling demand-
side consumption. Two subcategories of DRM would be direct control or indirect
control, both being so-called top-bottom approaches. The �rst, direct control gives
the DSO full access to control a exible asset at demand-side, even shed its con-
sumption, under given constraints. An example of such a mechanism is to include
a contract module for dispatchable consumption, where the end-user is remuner-
ated by a DSO that gain full access to shred/control their asset. Direct DRM
can be implemented in exibility market platforms as well. Assessing short-term
exibility is important for direct DRM as well, as it will give the DSO knowledge
on how much exible power they have dispatched. The second sub category of
DRM, indirect or intelligent control, nudge the end-user to change the consump-
tion behaviour by means of price signals. Price signals may be added as tari�
modules in the electricity contract between the DSO and building. A building is
given incentives to actively exploit price variations, through a cost-optimized load
control system of their DFS. The indirect method has some limitations because it
requires planning and predictions of grid problems, at least a day but often weeks
in advance. Indirect DRM may therefore have trouble to respond to more urgent
grid events. In addition, price signals may not give su�cient incentives for end-
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users to invest in added exibility in their assets. It is important to �nd solutions
which also promotes more DFS, because that is needed in the future. It is believed
that exibility markets will add value to DFS and ourish it.

EU has declared market-based congestion management as default for future real-
time operations. Their reasoning is that, the alternative apporach, which is admin-
istrative and cost-based where participants are obliged to help and remunerated
for costs and forgone pro�ts, is di�cult to apply for DFS. The estimates that are
needed for costs and pro�ts, for a vast amount of prosumers at demand-side, is too
complex to get accurate and highly case-speci�c [9]. Such a top-bottom approach
is hence favoured for the bottom-up approach where the slogan is to let the market
do the job.

Local exibility markets
From now on, local exibility markets are the focus. When presenting the concept
of novel local exibility markets, the reader may notice it draws parallels to reserve
markets. Flexible markets aim at extending intelligent marked-based operation
methods all the way into the distribution grid and end-users, which now has smart
control opportunities due to smart metering, IoT and digitization. The idea is that
buildings bid their exible power to the exibility market platform. Here, DSOs
and others who might need to buy local exibility can activate that exible power.
In some cases, larger regions and even a TSO might need such exibility as well,
as with the example on northern Germany lacking wind production. DFS reserves
are however small in volume, which could be unpractical on the market. Therefore,
some smart grid companies specialize in aggregating small exible volumes into
bigger ones, e.g. a whole neighbourhood. A smart grid company possessing such a
role is called anaggregator. Aggregator is also a term used in general for a smart
grid company that assess and trade a building's exibility on markets.

All the pilots and initiatives in the �eld of local exibility markets are results of
the rising complexity at distribution level. Local granularity is a key word. As
mentioned, reserve markets are limited to the transmission level, in addition to be
restricted to major exible volumes. DFS has a precise location in the distribution
grid, which is important. Active use of DFS provide �ner granularity for DSOs to
solve local problems.

Initiatives in Europe
There are many initiatives in Europe that investigate exibility markets as a tool
for local grid operations. Some are pilots, however some have already been de-
ployed at national level, such as GOPACS in the Netherlands, which is already
proved valuable. Radecke, 2019 gives a nice overview of pilots and working cases
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of market-based DFS solutions in Europe [9]. Many of the proposed markets also
create incentives to utilize unused potential DFS. Some examples of pilots and
operative exibility markets in Europe are

ˆ NODES (universal, pilots in Germany, Norway and soon U.K.)

ˆ GOPACS (operative in the Netherlands)

ˆ Bne Flexmarkt (Germany)

ˆ SINTEG (multiple projects in Germany)

ˆ Piclo (U.K.)

In the future, there could probably be many more market operators in competition
with each other. In addition, each scenario probably requires a specialized market
design in order to be optimal for the case. However, the general concept of a
exibility market platform seems to be set. NODES, one of the many solutions
for exibility markets, is used further as a point of reference for the formalities
around exibility market design, operation and exibility bids.

2.2.3 NODES - A fully integrated marketplace for exib-
ility

NODES emerged as an initiative by NordPool and Agder Energi to address the
concurrent challenges that impact distribution grids. The information in this sec-
tion is based on a NODES white-paper [12], unless other references are cited.

NODES is "an universal platform for local, exible electricity markets with features
allowing for connecting to other markets". It aims to increase the use of decentral-
ized exibility, as the European ID and DA markets alone do not provide su�cient
granularity for local congestion management nor allow integration of DFS. It also
aims at increasing the amount of available DFS by adding value to it. A NODES
platform puts local exibility as products on a shelf - up for take for buyers.
The product, or a exibility bid, is tagged with a location and includes a price, a
baseline, the amount of o�ered exible power and a duration.

The market-design

The design of the NODES marketplace and its market players is illustrated in
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Figure 2.2: NODES marketplace and its various market players, mainly the exibility
providers on the right, and the ones who would need the exibility on the left. Graphic
from NODES whitepaper [12].

�gure 2.2. The platform, as it is universal and meant to �t many scenarios, must
be tailored to �t each unique scenario, in close cooperation with some thought
market players. Fundamentally, the platform needs someone who can o�er and
someone who needs exibility, e.g. prosumers and DSOs/TSOs respectively. A
exibility provider can be a smart grid company (or aggregator), with access to
the exible assets of a prosumer. They create a exibility product and bid it into
the platform. The product can then be bought by either of the exibility buyers.
If bought and activated, the exible power should be dispatched accordingly by
the provider. It could be positive of negative exibility. Veri�cation of delivered
exibility happens through the same platform.

The relevant market players included in the scope of this thesis are the DSO,
aggregator and a prosumer. These are shown as circles in the �gure. A setup with
these market players is relevant for the use-case in this thesis, with the prosumer
being a medium-sized industrial building possessing exible assets. A piloting
NODES platform often start out this simple, before it eventually incorporates
more market players and extend the platform, in everyone's interest.

The aggregator will be important to bring DFS to the market. Aggregating smal-
ler DFS volumes makes DFS more accessible. In addition, the aggregator will be
responsible for exibility estimation, bidding to the NODES market platform, dis-
patching of activated exibility and verifying the delivered exible power. NODES
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will be operating the market platform and o�er an Application Programming In-
terface (API) for trading. Both the exibility buyer and the provider must be able
to communicate with the API.

Advantages of NODES
The NODES market platform, as well as other similar platforms, serves multiple
bene�ts. The �rst big advantage is that anticipated costly grid investments can
be avoided. Secondly, local congestions can be solved more precisely. Although
many of the new consumption assets impose problems, such as EVs, high-intensive
appliances and demand-side RES, they also provide possibilities which can be taken
into full advantage by exibility aggregators and NODES.

NODES, in addition to other exibility markets, claim to give incentives for build-
ings to promote and make use their potential exibility, by giving their exibility
and increased value. Suppose that a building uses DFS for their internal use to
exploit price variations. With NODES in addition, the building has more options
to make pro�t from their exibility. In addition, NODES platform want to expand
local exibility products into the reach of TSOs and other buyers that might need
decentralized exibility, thus further raising the value of DFS. A broader set of
buyers means a higher value for the DFS. Di�erent buyers also often need exib-
ility at di�erent times. If the need would be coincidental, the exibility will be
used where it is of most value - ideally where it is most needed. Many possibilities
for making pro�t of DFS will make it lucrative for prosumers to further realize
unused, potential exibility.

Another important feature of the NODES market platform is that it can connect
to other markets in the future, such as the ID-, DA- and reserve markets. That
would mean that a exibility provider can access reserve markets more easily,
so that they may buy back some balance. Suppose a exibility provider is left in
imbalance due to activation of its exibility. The idea is that they should be able to
automatically re-balance their portfolio through cheaper trading in other markets
and still make pro�t. NODES, as an operator of the market, will make sure that
all bids and activations do not cause new troubles elsewhere in the grid. All in
all, NODES do not aim to replace any excising markets, but merely complement
them to fully sustain a exible smart grid all the way to the prosumers.

Working use-cases
The market-design of NODES is highly adaptable to di�erent situations, locations
and conditions to resolve a diversity of cases. The platform has already proven
to be bene�cial in real use-cases deployment both in Norway and Germany [27].
In Germany, NODES is used to relief an overloaded 110kV line, using exibility
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that is localized and exploited on the LV grid. In Norway, a potential overloaded
transformer has postponed new investments, thanks to the NODES platform using
exible resources beneath the transformer.

Market exibility products
Most of the market-based exibility platform initiatives in Europe, including NODES,
de�ne a exibility product to be the deviation from the baseline, either by consum-
ing more or less than what was planned. Some have remuneration by availability,
where exibility providers get paid to have their exibility at standby, similar to
direct DRM. Others have remuneration by activation, where providers get paid
per single exibility activation. NODES and a few others, o�er both remuneration
methods [9].

NODES does not provide a speci�c product shape. Bids can look di�erent for
di�erent exibility buyers and for di�erent use-cases. However, NODES suggests
a modular design of a exibility product. NODES support a contract to o�er direct
control of exible asset, however the scope of this thesis focus on the competitive
exibility market platform. A product on this platform must at least consist of
a baseline, o�ered exible power, a time indicator, a price and the grid location
of the prosumer. Resolution of the bid o�ers can be adjusted, but 15 minute
resolution is often used. The focus of the work in this thesis will be on estimating
the baseline and o�ered exible power.

The forecasted baseline and the exible power are constituted of several timeslots,
denotedh. They indicate di�erent times in the bidding horizon H . The bids in
each timeslot could have several bid shapes. Some traditional bid shapes in the
traditional energy markets can be linear, stepwise or block-based. A block bid
consist of a constant volume and price, allowing for no deviation (also referred to
as full activation), whereas a step-wise bid consists of multiple block bids. A linear
bid consist of a continuous range of exible power that can be bought.

2.3 Modelling

This section will present theory for timeseries, sequence forecasting models and
especially recurrent neural networks. It will focus on practical implementation
and application of RNNs for timeseries forecasting in Python.
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2.3.1 Timeseries modelling

Sequences
A sequence, including timeseries, is data that are structured in a certain or-
der, where the order matters. Moreover, a timeseries is data structured along
a time axis, where a value is most likely to depend on prior values and to af-
fect successive values. Timeseries can be represented mathematically as~x =
x0; x1; : : : ; xt ; : : : ; xT � 1; xT starting at 0 in order to be Python index friendly. x t

represent a value of the sequence at timestept, for a total of T timesteps. If there
are multiple timeseries in the dataset, they can be distinct by a subscript, starting
at 0 and counting,~xt

0; ~xt
1; : : : ; ~xt

i ; : : : ; ~xt
n where n is total number of timeseries. Such

a dataset containing multiple sequential features will form a multivariate dataset
and can be nicely structured in a matrix, such showed in �gure 2.3. The �gure
also gives some basic terminology for multivariate datasets, often used in machine
learning, for later reference. Here, timestamps are optionally included in the index,
in practise by using pandas DataFrames in Python.y also represents a timeseries
and is the target we want to forecast in the future.

Figure 2.3: The terminology of a dataset used for creating machine learning mod-
els, here presented in a dataframe. This multivariate dataset has n features along the
columns and has timestamps as instances along the rows, making it a timeseries. The
�gure also shows how the data is usually divided into train, test and validation splits.

From sensors to timeseries
Timeseries are not continuous because they stem from sensors that measure dis-
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crete signals. How well they represent a continuous measurement depends on the
temporal resolution, � t, of the measured timeseries. Power is originally an in-
stantaneous value, measured in W or kW. If power is measured each minute, these
measurements could either be momentaneous measurements at each minute or the
sensor could be sophisticated enough to provide an averaged value over the minute.
Either way, the power is not momentaneous as it is assumed to represent a whole
minute. The unit becomes kWh/h, as in an averaged power.

Downsampling is an expression that means to resample the temporal resolution of
a timeseries to a lower resolution. For example, a timeseries of 1 minute resolution
can be downsampled to 15 minute resolution. That is done by taking the average
of each of the 15 1-minute measurements.

Sequence forecasting
Sequence forecasting, or sequence predictions, can be done by the means of various
methods. ARIMA models is a well-established and widely used timeseries forecast-
ing method. Another option is to make use of a multiple linear regression method
(MLR) for forecasting [16]. More novel methods are deep learning methods in the
�eld of machine learning (ML), such as neural networks, where especially recurrent
neural networks (RNNs) are speci�cally designed for sequences.

According to Shi et al [28], RNN models have been shown to perform better at
load forecasts compared to state-of-the-art techniques of ARIMA and SVM models.
Others may mention they are equally good, which conforms with the well-known
fact that there is no outstanding ML model to each unique forecasting problem.
The promising potential of RNNs and the fact that it is a quite novel approach
for forecasting load is the motivation for further exploring RNNs to perform the
forecasting tasks in this thesis. The next sections present the process of building
machine learning models, followed by RNN theory.

2.3.2 General machine learning

ML is a �eld of data science, which di�er from traditional programming algorithms
in one speci�c way. Instead of making rules to use on input data in the quest of
�nding answers, ML aims at using data and answers, in order to learn the rules.
These rules can later be used to forecast future values.

The literature usually divide ML into three main sub�elds: supervised learning,
unsupervised learning and reinforcement learning. Supervised learning is the relev-
ant sub�eld for the work in this thesis, e.g. for making load forecasts. It describes
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