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Abstract 

BACKGROUND: The expansion of human activity has had a significant impact on wildlife. 

Some of these effects are challenging to observe, especially in the case of illusive and 

nocturnal carnivores. GPS technology offers solutions to these challenges, yet previous 

telemetry studies have failed to capture fine-scale behaviors and movements, mainly due to 

long intervals between captured positions. The aim of this study was to investigate how new 

ways of using GPS technology can be used to reveal some of these effects, through studying 

fine-scale patterns of red fox (Vulpes vulpes) selection towards infrastructure in a human-

dominated landscape. I examined 16 wild red foxes living in fragmented, human-dominated 

landscapes. The foxes were captured in box traps and fitted with lightweight GPS collars, 

collecting periodic bursts of positions at 10 to 15 second intervals between relocations. Three 

hundred and seventy-eight relocation clusters were inspected to determine likely activity at 

the sites. RESULTS: Collected data were analyzed using a step selection function to 

determine selection towards infrastructure within the home range over fine changes in 

distance to infrastructure, and at different times of day. Activity at relocation clusters was 

analyzed using a general linear mixed effects regression model, to determine how proximity 

to infrastructure influences the likelihood of resting and foraging behavior. In the step 

selection analysis, the foxes showed significant differences in selection at specific distances to 

infrastructure, depending on time of day and presence of cover. The foxes avoided proximity 

to infrastructure in open areas during the day, and selected for proximity to infrastructure at 

night. Foraging behavior at relocation clusters was more likely to occur near infrastructure 

than resting, which was more likely to occur in remote areas. Dung piles, bird feeders, carcass 

remains and compost bins were repeatedly visited by foxes when foraging. CONCLUSIONS: 

The findings imply that red foxes are drawn close to human infrastructure at night to exploit 

available food subsidies, while avoiding direct confrontation. Using high frequency GPS 

bursts provided information about short-lived events in activity that would have remained 

hidden if using conventional approaches, and offers a reduction in the tradeoff between 

battery life and monitoring resolution. 

 

 

 



   

 

3 

 

Sammendrag 

BAKGRUNN: Menneskelig utvikling har medført dramatiske effekter for viltlevende dyr. 

Enkelte av disse effektene er vanskelige å observere, særling hos sky og nattaktive rovdyr. 

GPS teknologi kan brukes til å avdekke disse effektene, men tidligere telemetristudier har i 

liten grad lykkes i å belyse fin-skala atferd og bevegelser, hovedsaklig grunnet for lange 

intervaller mellom registrerte posisjoner. Målet med denne studien var å undersøke hvordan 

denne teknologien kan brukes på nye måter for å avdekke slik atferd, ved å studere fin-skala 

mønstre i rødrevens (Vulpes vulpes) seleksjon mot infrastruktur i et menneskedominert 

landskap. Jeg undersøkte adferden til 16 ville rødrev som ble fanget i fragmenterte, 

menneskedominerte landskap. Revene ble fanges i båsfeller, og utstyrt med lette GPS 

halsbånd som registrerte periodevise, hurtige sekvenser av posisjoner, med 10-15 sekunder 

mellom hver posisjon. Tre hundre og syttiåtte ansamlinger av registrerte posisjoner ble 

inspisert for å bestemme sannsynlig aktivitet på punktet. RESULTATER: Innsamlet data ble 

analysert ved hjelp av en steg-seleksjonsmodell for å bestemme graden av seleksjon for 

infrastruktur innen hjemmeområdet, til ulike tider av døgnet. Ansamlinger av posisjoner ble 

analysert ved hjelp av en generell lineær blandet effekt regresjonsmodell, for å avgjøre 

hvordan nærhet til infrastruktur påvirker sannsynligheten for matsøk og hvile. I steg-

seleksjonsanalysen viste revene signifikante forskjeller i seleksjon ved spesifikke avstander til 

infrastruktur, avhengig av tid på døgnet, og tilgjengelighet av dekning. Revene unngikk 

nærhet til infrastruktur i åpne områder på dagtid, og selekterte for nærhet til infrastruktur på 

nattestid. Adferd knyttet til matsøk ved ansamlinger av posisjoner, var mer sannsynlig nærme 

infrastruktur enn hvile, som var mer sannsynlig i mer ødeliggende områder. Besøk ved hauger 

bestående av husdyrgjødsel og høy, diverse kompost og frukt, fuglematere og åtselrester ble 

registrert ved gjentatte tilfeller. KONKLUSJONER: Disse resultatene indikerer at rødrev 

tiltrekkes infrastruktur på nattestid for å utnytte tilgjengelige matsubsidier. Samtidig søker de 

å unngå direkte konfrontasjon med mennesker. Periodevise, høyfrekvente sekvenser av 

posisjoner, gav informasjon om kortvarige hendelser i aktivitet som ville ha forblitt skjulte 

ved å benytte mere konvensjonelle metoder. Dette bidrar til å redusere avveiningen mellom 

batterilevetid og overvåkningsoppløsning. 
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Acronyms and definitions 

 

Cluster: Locations where a foxes has stopped to spend time, resulting in multiple GPS-fixes within a small area. Also 

referred to as “relocation clusters”. 

Temporal resolution (high/low): High temporal resolution refers to GPS data collected using short fix-intervals. 

Real position: An actual position from the movements of a fox. 

Control position: A position generated in the “null”-model used in A-RQ1, not used by a fox. 

Null-model: The area defined as available to an animal during the study. In this study, this is in the form of available points 

in the landscape, defined by the step-selection model. 

Mesopredator: “Mid-ranking predator in a food web, regardless of its size or taxonomy” (Prugh et al. 2009) 

(Human-derived) food subsidies: Food resources procured directly or indirectly from humans. 

Spatio-temporal: Referring to aspects of space and time simultaneously.  

GPS: Global positioning system. 

VHF: Very high frequency: Remote sensing method using radio-transmitters. 

A-RQ1:  Analysis for research question 1. 

A-RQ2: Analysis for research question 2.  

Fix/GPS-fix: Location estimate recorded by a GPS unit (Tomkiewicz et al. 2010) 

FI: Fix interval: The time interval between consecutive recorded locations. 

GLMM: General linear mixed model: Regression model. 

GPRS: General packet radio services 

 

 

 

 

Figure 1: Acronyms and definitions. 
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1. Introduction 

The process of habitat loss and fragmentation is currently one of the greatest threats to 

biodiversity (Butchart et al. 2010; Pereira et al. 2010), including mammalian species (Haddad 

et al. 2015; Schipper et al. 2008). The degree of this development can be viewed as a gradient 

of change in ecological systems (Bateman & Fleming 2012). Each point along this gradient 

presents novel and complex challenges to the species inhabiting them. These must be met for 

the animals to thrive (Birnie-Gauvin et al. 2016; Kowarik 2011). Only a few species succeed 

in adapting to their altered habitats (Lowry et al. 2013; McKinney & Lockwood 1999). 

Human-dominated landscapes can be rich in food subsidies, with increased fitness and 

population density often observed in populations of so-called “urban exploiters” in 

comparison to their rural relatives (Luniak 2004; McKinney 2006). However, the overall 

result of human development is biotic homogenization and species richness decline 

(McKinney & Lockwood 1999; McKinney 2006; McKinney 2008). 

 

Within the gradient ranging from pristine nature to fully urbanized environments are mosaics 

of suburban, agricultural and forested areas. These are often inhabited by a range of species 

such as early successional plants, mesopredator mammals and omnivorous or frugivorous 

birds (McKinney 2006). Humans and wildlife may therefore live in close proximity to one 

another, potentially bringing consequences for one or both (Bateman & Fleming 2012; 

Conover 2001). For wildlife, the outcome is not always obvious and may result in either an 

increase or decrease in fitness, depending on the specific scenario. For example, increased 

food supply may come hand in hand with an increased risk of collision with transportation 

(Birnie-Gauvin et al. 2016; Coffin 2007). 

  

Interactions involving carnivores, some of which are dangerous to livestock, pets, or even 

humans, have caused numerous conflicts (Treves & Karanth 2003). Although they are not 

often a direct threat to humans or large livestock, medium sized carnivores may compete with 

humans over game species (Panzacchi et al. 2008; Reynolds & Tapper 1996), which these 

animals in some cases effectively control (Jahren et al. 2016; Lindstrom et al. 1994). 

Additionally, predation on endangered species is a problem (Aarvak et al. 2017). Management 

goals for these medium-sized carnivores can be challenging and diverse, ranging from 

conservation (Angerbjörn et al. 2013), to controlling numbers of highly abundant species 
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(Macdonald & Reynolds 2004). Other concerns regarding medium-sized carnivores, are risk 

of disease transfer of various zoonosis to humans or pets (Lempp et al. 2017), their role as 

seed dispersers (Grunewald et al. 2010), and predation of small domestic animals such as 

domestic chickens (Gallus gallus domesticus) (Baker & Macdonald 2000; Bateman & 

Fleming 2012). For these reasons, a solid knowledge basis is required for making informed 

decisions regarding these species. 

  

Due to their often nocturnal and crepuscular activity patterns and elusive behavior towards 

humans (Sillero-Zubiri et al. 2004), direct observation of behavior and movement can be 

difficult. Advances in technology over previous decades have led to substantial advancements 

in methods for studying animal behavior (Tomkiewicz et al. 2010). Remote sensing 

applications, such as GPS technology with units attached to the animal, are currently among 

the more popular methods for studying the animals’ movements (Cagnacci et al. 2010). A 

unique strength of this method – in comparison with methods like very high frequency (VHF) 

– is to provide the researcher with accurate and precise time stamped location data of animal 

movements regardless of weather and light conditions (Coelho et al. 2007; Frair et al. 2010; 

Tomkiewicz et al. 2010) 

 

As with other tracking methods, there are limitations to remote sensing applications (Cagnacci 

et al. 2010). The number of positions obtained from a single deployed unit is constrained by 

battery capacity, although technological advances have reduced this issue (Brown et al. 2012; 

Frair et al. 2010; Tomkiewicz et al. 2010). This necessitates a tradeoff between battery 

longevity, the temporal rate at which the GPS units capture positions, and the weight of the 

units (Johnson & Ganskopp 2008; Mills et al. 2006; Recio et al. 2010; Tomkiewicz et al. 

2010). With the exception of the largest animals, the total weight of the collar needs to be low 

to avoid affecting the animal (Wilson & McMahon 2006). The battery capacity must therefore 

be limited for small to medium sized animals (Ryan et al. 2004). In order to make inferences 

about movements and behavior occurring over longer time frames such as seasons, and at 

larger spatial scales such as home ranges, long monitoring durations are favored (Johnson & 

Ganskopp 2008). To reach these durations without rapidly draining battery capacity, fix 

intervals (hereby FIs) are often in the range of hours as a consequence (Johnson & Ganskopp 

2008). The resulting data gives an incomplete account of the animals’ movement path, and is 
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not suitable for documenting detailed behavior (Brown et al. 2012; Mills et al. 2006; Zeller et 

al. 2016) 

 

Research questions regarding large scale behavior have been studied in a range of species 

(Beckmann et al. 2012; DeCesare et al. 2012; Forester et al. 2009; Salek et al. 2015). In 

contrast, movement and behavior of animals at very fine temporal and spatial scales have 

received less attention in the field of GPS monitoring, although there are some examples 

using FIs in the range of 2-15 minutes (Bonnell et al. 2013; Brown et al. 2012; Hradsky et al. 

2017; Palacios & Mech 2011; Postlethwaite & Dennis 2013; Stillfried et al. 2015; Zeller et al. 

2016). To my knowledge, the only studies using FIs in the order of seconds are studies of 

birds (Humphries et al. 2012; Ryan et al. 2004; Sabarros et al. 2014; Weimerskirch et al. 

2007), and loggerhead sea turtles (Caretta caretta) (Schofield et al. 2007). The reasons for 

this might be attributed to the previously mentioned tradeoff between battery capacity and FI, 

and the fact that GPS locations inherently have some degree of spatial inaccuracy. On a very 

fine scale, this can substantially affect the inferences derived from the data. A measurement of 

this error is therefore important for evaluating the degree to which the results are valid (Frair 

et al. 2010). 

 

I propose that by combining GPS location data of very high temporal grain (FI <1 min), with 

both a step-level null model and subsequent field inspections at relocation clusters (hereby 

clusters) of recorded locations, new insights about the behavior of carnivores can be gained. 

As a case in point, this study investigates how infrastructure in the home range drives spatio-

temporal patterns in red fox activity at multiple scales. This is studied both at the larger home 

range scale, and at the very fine scale of specific, often short-lived behavior events. To 

maximize monitoring duration without sacrificing temporal detail, GPS units are programmed 

to capture rapid bursts of locations, separated by longer intervals. To my knowledge, this 

scheduling of relocations has not been used prior to deployment by the Red fox project at 

NMBU (Bischof et al. 2018), which this study is a part of. 

 

Red foxes are an interesting species to study in this context, because they thrive along the 

gradient from undisturbed natural areas to urban environments, including city centers 
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(Bateman & Fleming 2012). They are able to exploit human food subsidies in urban 

environments (Bino et al. 2010; Contesse et al. 2004). Highly mobile, they manage to exploit 

a wide variety of niches when available, due to their lack of specialization in both food items 

and habitat requirements (Lloyd 2013; Macdonald & Reynolds 2004; Soulsbury et al. 2010). 

 

1.1 Research questions and predictions 

 

Main Question: How does infrastructure in a human-dominated landscape drive spatio-

temporal patterns in red fox activity at multiple scales? 

 RQ1: Do foxes select for areas with infrastructure within their home range during periods of 

activity? - The purpose of this question is to investigate how these animals relate to 

infrastructure in their environment, depending on time of day, presence/absence of cover, and 

how far from it these features matter to foxes. 

 P1.1: Selection for proximity to roads and buildings. - Due to (likely) available food 

subsidies close to humans, and the ability of red foxes to adapt to, and exploit these 

(Bino et al. 2010; Lombardi et al. 2017; Lowry et al. 2013; Macdonald & Reynolds 

2004). 

 

  P1.2: Selection for proximity to infrastructure is strongest during the night and in the 

presence of cover, and weakest during daylight and in the absence of cover. – Red fox 

activity patterns has been seen to shift spatially and temporally in order to exploit 

available resources, and avoid interaction with humans (Boitani et al. 1984; Diaz-Ruiz 

et al. 2016; Doncaster & Macdonald 1997). Also, other studies indicate the patterns in 

selection suspected by P1.2 (Hradsky et al. 2017; McKeown 2018). 

 

 P1.3: Effects of factors influencing selection for or against proximity to infrastructure 

will become less pronounced with increasing distance (buffer size) due to scale 

dependence. - Selection for specific habitat features tends to occur at local scales and 

becomes less important as scale increases (Wiens 1989) (DeCesare et al. 2012; Zeller 

et al. 2016).  
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RQ2: What brings foxes into proximity to infrastructure? – The purpose of this question is to 

determine where foxes prefer to perform different activities (foraging/resting), in relation to 

infrastructure, and what specific features likely attract these animals towards infrastructure. 

  P2.1. Relocation clusters in close proximity to infrastructure are more likely to be 

associated with foraging and less likely with resting, than relocation clusters in more 

remote forested areas. – Based on the rationale and literature provided for P1.2, foxes 

should be more likely to use areas near humans for foraging, and areas further away 

for resting. (McKeown 2018) showed this pattern, using data of far lower temporal 

resolution.  
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2. Materials and methods 

 

2.1 Study area 

Figure 2: Study area with location in southeastern Norway (map A), and an approximate overview of Vestby and Ås 
municipalities, where most of the data were collected (map B). Note the amount of various land cover classes in map B.  

 

The study is based on data provided by the Red fox project, with a base of operations at the 

University of Life Sciences in Ås, Norway.  

The study area is situated in southeastern Norway, in municipalities Vestby and Ås. These are 

encompassed in the rectangle drawn by coordinates: 59.47 - 59.77 N, 10.62 - 10.89 E 

(Decimal degrees, WGS84) (Kartverket 2017). Elevations for the area is 0 – 179 m a.s.l 

(Kartverket 2012). One fox dispersed further south during data collection, and reached 

Fredrikstad municipality (approx. 59.05 – 59.32N, 10.61 – 11.13E) (Kartverket 2017). The 

following description will cover Vestby and Ås municipalities (235 km² combined (SSB 

2016)), as most of the data were collected here. The area is situated in the boreonemoral 

vegetation zone, and in the vegetation section “slightly oceanic” (Moen & Odland 1998). The 

coldest months of the year are equally January and February at average temperatures of -4.8 
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°C (1961-1990), and -3.5 °C (2014-2018) for whichever month was the coldest that year. The 

warmest month is July, at an average temperature of 16.1 °C (1961-1990), and 17.6 °C (2010-

2018). Snow covers the ground irregularly from approximately early December until late 

March (NMBU 2019).  

 

Average human population densities for Vestby and Ås municipalities are approximately 162 

inhabitants/km² (SSB 2019d), where the majority of these (~84%) live in densely populated 

areas, of which there are two main towns; Vestby and Ås (SSB 2018). These are surrounded 

by suburban areas. The remaining population live more scattered across the landscape, in rural 

farmland, as defined by (Bateman & Fleming 2012). The landscape is heavily affected by 

human land use, resulting in a fragmented mosaic of forest (53.4 %), cropland (30.4 %), 

developed and transportation (9.3 %), barren areas (4.7 %), freshwater (1.1 %), pasture (0.6 

%) and bog (0.5%). The forests consist of conifer forests (84.6%), deciduous (4.1%), mixed 

conifer and deciduous (3%) (NIBIO 2017). However, much of the conifer forest also contains 

some percentage of deciduous species. The conifer forests are dominated by Norway spruce 

(Picea abies), Scots pine (Pinus sylvestris) and birch (Betula spp.). Other common species 

include rowan (Sorbus aucuparia), Salix spp. and European aspen (Populus tremula). About 

92% of the forested area is considered “productive” (SSB 2019a), and very little of the total 

area is under any form of legal protection (~1%) (SSB 2019b), which means most of the 

forested areas are likely logged on a regular basis. 

 

 It is permitted to hunt and trap foxes across the whole study area between July 15th and April 

15th (Lovdata 2017), which means these animals are protected by law the during the pup-

rearing part of the breeding season. The average number of foxes shot for the time period 

2010-2018 for both municipalities combined, were 0.47 foxes/km²/year (SSB 2019c). 

 

2.2 GPS units and data collection 

The GPS units were developed and built by members of the NMBU Red fox project. A brief 

description will be provided here. I refer to Bischof et al. (2018) for more detailed technical 

descriptions. The units are small and lightweight, -approximately 125 grams, and are 

composed of various off-the-shelf components, built onto a customized printed circuit board 
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and a standard micro controller (ATmega 328p). The most important component would be the 

SIM808 GSM/GPRS Simcom™ module, which has GPS, GPRS and Bluetooth capabilities 

built in. The GPRS functions enable the collar to be controlled via SMS messages from any 

type of basic cellphone. The location data collected by the units is sent to a dedicated server 

via GPRS, available for download. External dimensions of the 3D-printed plastic cases used 

to house the components and batteries are 70mm x 40mm x 40mm. The collars are made of 

20mm x 1mm plastic coated strap material (BioThane ®). These are fit to size using metal 

rivets, and secured to the foxes using a thin plastic zip-tie, with a weak point consisting of a ~ 

3mm cotton string as a wear-and-tear drop off mechanism. Sharp edges were not in contact 

with the fox. The units reduce their sample rate to only 1 position every 6 hours after reaching 

37% of battery capacity to increase chances of collar recovery. 

 

A measure of the true location error of the GPS units during movement, as recommended by 

(Cagnacci et al. 2010; Frair et al. 2010), was performed by Bischof et al. (2018). A highly 

accurate reference unit (APX-15 GNS/IMU), and two of the custom GPS units were mounted 

on the roof of a car, and then driven at slow speeds of 1-5 m/s through narrow forest roads, 

where tree canopies vary. The reference unit is highly accurate (down to a few centimeters), 

even during times when the GPS signal is temporarily reduced. This is due to its inertial 

measurement unit (IMU). Post processing of the raw data from the reference unit yielded an 

overall precision of about 10 cm. Compared to this, our GPS units had a median true error of 

2.4m (95% CI: 0.6m- 10.1m). This is based on the 300 positions captured during the test 

drive. 

 

Foxes were tracked using rapid burst of 20 positions (10-15 seconds inter-fix time), separated 

by 10 minute intervals. KML-files were generated from the data, using package “plotKML” 

(Hengl et al. 2015) in R (R Core Team 2013). 
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2.3 Fox capture/handling 

Red foxes were captured by using baited wooden box traps of the type “Värmlandsk 

tunnelfelle”, with dimensions approximately 3.5m x 1m x 1m. The project operates four of 

these traps. Additionally, landowners were given an economic reward when trapping foxes for 

the project. All traps deployed and tended by the project satisfy current rules and legislations 

(Miljødirektoratet 2016), and have been inspected daily. Trap alarms have also been utilized 

for most traps, though not as a substitute for daily inspection. Traps were baited, usually with 

dead chickens (Gallus gallus domesticus). 

 

Following a fox capture, a team of typically two to four people has been assembled within 

about 2 hours. Captured foxes were handled with a catch pole, before using neck tongues and 

gloves. Care and caution to avoid unnecessary stress of the animals was prioritized during the 

whole process. For example, by blindfolding them with a black cloth, and avoiding high 

noise. Sex, weight, broad age category and general health status were determined, as well as 

hair and fecal samples for future DNA analysis. Two collars with GPS units were prepared for 

each capture, to ensure a working unit. A collar with a verified working GPS unit was fitted 

(not tightly) around the neck of the fox. The entire process lasted 10-20 minutes. By not 

tranquilizing the animals, they can be released without being impacted by anesthetics. None 

of the captured foxes showed apparent injury such as lacerations, fractures or signs of 

apparent disease. Had we caught such a fox, it would not be collared, and depending on the 

severity, euthanasia could be an option. Juveniles (<1yr) were identified by body weight, 

tooth wear and general appearance. All capture and handling done by the Red fox project 

conformed to the current laws and regulations in Norway and the study was approved (case 

ID 2016/4769) by the Norwegian Animal Research Authority (FOTS) under the auspices of 

the Norwegian Food Safety Authority.  
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2.4 Cluster visits 

Clusters were defined by loading kml files containing positions and tracks of a given fox into 

Google earth (Google 2019), and creating numbered “pins” for each cluster. In order to be 

defined as a cluster, the following criteria must be met: Minimum 5 consecutive positions 

grouped together in a minimum area of approximately 20 meters, indicating the fox has 

stopped to interact with/inspect some specific feature for approximately 1 minute. As many 

clusters as possible were inspected within one week of the fox visiting the site. Clusters where 

the fox had visited very recently, or were likely still present at, were avoided in order to not 

interfere with behavior. The protocol for identifying, visiting and recording data from the 

clusters can be viewed in Appendix 1. 

 

The identification of clusters was done by visually inspecting the data. Cluster visits were not 

randomized due to practical limitations, but clusters of all sizes and in different habitats were 

identified and visited, resulting in something close to a representative sample with a total of 

378 clusters. Later in the project, from fox 19 and onwards, the process of identifying clusters 

was automated in R. To check if the manual identification/visitation-process resulted in any 

major bias towards clusters in certain habitats, a comparison between the two was conducted. 

Clusters identified using both methods were overlayed with highly detailed 1:5000 AR5 land 

cover maps (NIBIO 2017), to extract habitat information for each visited cluster by using the 

function “over” in the package “sp” (Bivand R.S. et al. 2005). The proportions of visited 

clusters in the various habitat categories were calculated for both manually identified clusters 

and automatically identified clusters, and compared to each other. 

 

If signs of likely hunting behavior, prey remains, scavenging or herbivory was observed at a 

cluster, the prey type/species or food item was recorded. A summary of these observations 

was made. Additionally, the likely source of this food was determined. To check for recurring 

patterns of specific behaviors at clusters in association with specific habitat features, a 

summary of the relationship between these were made. 
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2.5 Data analysis and statistical tests. 

All analyses and statistical tests were performed using R v.3.5.1 (R Core Team 2013), and its 

associated packages. 

 

Two primary analyses were performed. The first (A-RQ1), analyzed to what degree foxes 

selected for proximity to infrastructure within the home range, by using GPS data in 

combination with a step-level null model, and highly detailed land cover maps (NIBIO 2017). 

The effect of fine changes in spatial scale (distance to the nearest infrastructure), was looked 

at in this model. Temporal and spatial aspects were analyzed jointly, to uncover how selection 

for these areas changed depending on the time of day. This analysis referred approximately to 

the third order of selection (“usage of the various habitat components within the home 

range”), as described by (Johnson 1980). When determining how an animal selects one area 

or resource over another, it is essential to determine the appropriate area available to the 

animal (Johnson 1980). Determining this by using a step-selection null model can help to 

solve this challenge (Thurfjell et al. 2014). 

 

Next, information gathered by inspecting clusters were used to determine the differences in 

activities of foxes at these sites, in relation to human infrastructure, and the specific habitat 

features they visited (A-RQ2). The behavior studied in this analysis also referred to the third 

order of selection, but the actual field observations “dived deeper”, and looked at “the 

procurement of specific food items”, termed the “fourth order of selection” (Johnson 1980). 

This analysis used a general linear mixed effects model (hereby GLMM) to determine where 

foxes preferred to rest, and where they preferred to forage in relation to infrastructure. 

 

The following parts of data processing were done for both analyses: The variable “cover”, 

was created using the function “over” in the package “sp” (Bivand R.S. et al. 2005), by 

overlaying both real and null-model locations (in A-RQ1), and cluster positions (in A-RQ2), 

with detailed AR-5 land cover maps (NIBIO 2017) to determine whether foxes experienced 

cover in the form of forest or not at each location. The distance from each point (real and 

control/ or clusters) to the nearest road and building, was calculated by overlaying map layers 

containing information about roads and buildings in the area to real/control and cluster 
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locations. The function “st_distance” in the package “sf” by Pebesma (2018) was used for 

this. The variable “distance to nearest infrastructure”, was created by choosing the shortest 

distance to any of these types of infrastructure for each point. The functions “sunriset” and 

“crepuscule” in the R package “maptools” by Bivand and Lewin-Koh (2019) were used to 

assign both real and null model locations (A-RQ1), or cluster locations (A-RQ2), to their 

respective light period. Locations used in A-RQ1 were separated into categories “dark”/ 

“twilight”/“daylight”. Locations used in A-RQ2 were separated into categories “dark”/ 

“daylight”. 

 

Because results are reported for combinations of several of these variables, abbreviations were 

created and used in all figures, see Table 1 below. 

Table 1: Abbreviations of variables, and the meanings of these under certain conditions. 

Variable 
abbreviation 

Full name Meaning 

inf.T Infrastructure = True Within buffer surrounding infrastructure 

inf.F Infrastructure = False Outside buffer surrounding infrastructure 

dark Lightperiod = dark Dark hours of the day 

twil Lightperiod = twilight Twilight hours of the day 

dayl Lightperiod = daylight Daylight hours of the day 

cov.T Cover = True Cover is present 

cov.F Cover = False Cover is absent 

 

2.5.1     Selection for infrastructure within the home range (A-RQ1) 

A step-selection function inspired by Thurfjell et al. (2014) and (Fortin et al. 2005a) was used, 

combined with a conditional logistic regression (Therneau 2015). This method is based on the 

assumption that the straight line segments connecting two consecutive locations can be 

viewed as “steps” (Fortin et al. 2005a; Turchin 1998). The model compares a set of habitat 

variables for real fox locations to the same variables at n control “steps”, based on the 

previous movements of the individual animal. In this way, the movements of the animal itself 

help make up the available/control area. 

 

First, the GPS data were cleaned by removing data from the first 24 hours after release in 

order to minimize the short-term impacts of capture and handling on patterns in the relocation 

data. Positions featuring inactive behavior were removed, because the interest of the analyses 
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were on active behavior. Obvious errors/false points were also removed. A buffer was 

generated around all infrastructure. Relocation data for all foxes were combined, retaining fox 

IDs. The data were divided into sections, separated by temporal gaps in data larger than 60 

minutes. Within these sections, steps between mainly 10, but up to 60 minute intervals were 

chosen to avoid autocorrelation of the data. Based on the step lengths and turn angles of that 

individual fox, a null-model of control steps was generated for each real step in a section, at a 

ratio of 10 to 1 control/real. The real locations are connected to the control via the use of a 

strata variable of fox ID.  

 

Two versions of the model were used. In the simplest version (hereby A-RQ1.1) of the 

conditional logistic regression model, the chance of drawing a “real/case” point was used as a 

response variable. Proximity to infrastructure (inside or outside buffer), and strata of fox ID 

were used as explanatory variables. The buffer size was varied in distance to the nearest 

infrastructure. The model was repeated for 30 buffer distances along a logarithmic scale from 

8 to 98m. Distances outside this range were also investigated. The model call is showed in 

Figure 3. This analysis was as simple as possible, therefore no model selection using AIC or 

similar was performed. 

 

 

 

 

 

  

coxph(formula = Surv(rep(1, 8492L), real) ~ 

near.infrastructure + strata(id), data = 

this.step.data, model = TRUE, method = 

"breslow") 

Figure 3: Model call for A-RQ1.1 
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Additionally, a more complex version of the model was used (hereby A-RQ1.2). Here, light 

period and cover were added as explanatory variables. A step-AIC function (Venables & 

Ripley 2002) was included in the model, which selected the optimal variables and interactions 

between these, using a 35m buffer size. Again, the model was repeated for 30 buffer distances 

along a logarithmic scale from 8 to 98m. Distances outside this range were also investigated. 

The model call is shown in Figure 4. Log-odds predictions, at the scale of the linear predictor, 

were calculated based on the model estimated coefficients.  

 

Figure 4: Model call for A-RQ1.2 

 

 

2.5.2 Location and characterization of activity clusters (A-RQ2) 

Only observations related to foraging or resting were relevant to this model, therefore some 

observations were removed from the data. Categories of relevant registered activity at the 

clusters were simplified. More specifically, activities “hunting”, “scavenging”, “herbivory” 

were simplified to “foraging”. The two activity categories “resting” and “foraging” were used 

further in the model. Only clusters where the activity had sufficient proof of activity in the 

form of visual fox signs, prey sign/remains and bed sites were included. For each of these 

clusters, the duration of the foxes visits to the clusters, and the light period present, were 

extracted from the GPS locations. 

 

A general linear mixed effects model “glmer”, in the package “lme4” (Bates et al. 2015) was 

used. Recorded activity at clusters (foraging/resting) was used as the response variable. 

Category for distance to nearest infrastructure, light period, cover and duration spent in the 

cluster (by the fox) were included as fixed effects explanatory variables in the initial model. 

Fox ID was also included, and treated as a random effect. Distance to nearest infrastructure 

for each observation was divided into five distance categories, “Very close” (0-20m), “Close” 

(20-60m), “Medium” (60-140m), “Far” (140-220m) and “Very far” =(220-290m). 

coxph(formula = Surv(rep(1, 8492L), real) ~ near.infrastructure + 

lightperiod + cover + strata(id) + near.infrastructure:lightperiod + 

near.infrastructure:cover, data = this.step.data, model = TRUE, method = 

"breslow") 
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Model selection consisted of comparing AIC-values when varying explanatory variables 

within models of the same response variable “resting” or “foraging”. In addition, a test to see 

whether a nonlinear fit of the variable “duration” would improve the model, cubic splines 

were added by using the “ns” function in the “splines” package (R Core Team 2018). The 

number of splines yielding the lowest AIC-values were selected. An interaction link between 

cover and light period was also attempted. The final model selected, excluded the variable 

“cover”, and used three splines for the variable 

“duration”. One regression analysis was performed 

for each distance to nearest infrastructure and 

foraging/resting. Therefore, a total of five models 

were performed. An example model call for one of 

these is shown in Figure 5 

 

  

resting ~ very.close + 

dominant.lightperiod + 

ns(durationscaled,3) + (1 | fox.id) 

Figure 5: One of the model calls for A-RQ2. The 
response variable was either foraging or resting. 

This was combined with all distance categories. 
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3. Results 

3.1 Fox capture and GPS data 

22 red foxes were trapped over the course of the study period. The first five foxes were not 

tracked using high frequency bursts, and were excluded from analysis. One unit failed to 

provide data. GPS telemetry data from 16 foxes were therefore used in the analyses. The 

monitoring of these lasted an average of 12.3 days (SD ± 5.6), captured an average of 3348 

positions (SD ± 746), and an average of 1808 moving positions (SD ± 454). Further details 

regarding these individual foxes is shown in Table 3. 

 

Table 3: Information summary for all foxes included in analysis. 

Fox.ID Sex Age category Body weight (kg) Date collared Data days Number of positions Number of moving positions 

fox_6 male adult 7.9 18.01.2018 6.2 1,994 965 

fox_7 male adult 6.2 10.02.2018 10.9 3,267 1,864 

fox_8 male adult 6.4 21.02.2018 4.6 2,939 1,734 

fox_9 male adult 5.9 22.02.2018 8.9 3,737 1,507 

fox_11 female adult 5 14.04.2018 10.8 3,899 2,724 

fox_12 male juvenile 4.6 27.07.2018 13.1 2,154 1,215 

fox_13 female juvenile 3.5 27.07.2018 11 2,906 1,646 

fox_14 male juvenile 4.9 03.08.2018 11.5 3,331 1,671 

fox_15 male juvenile 4.6 05.09.2018 12.9 4,319 1,523 

fox_16 male juvenile 4 07.09.2018 11 3,712 1,815 

fox_17 female juvenile 4.1 21.09.2018 9.2 4,617 2,344 

fox_18 male adult 6.5 12.11.2018 14.2 3,298 2,038 

fox_19 female adult 6.4 08.12.2018 7.9 3,041 1,428 

fox_20 male adult 5.5 09.12.2018 16.4 2,519 2,002 

fox_21 female adult 5.5 13.12.2018 27.8 3,643 2,448 

fox_22 male adult 5.5 17.01.2019 20.5 4,195 2,014 
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3.2 Selection for infrastructure within the home range (A-RQ1). 

The aim of this analysis was to determine whether foxes select for infrastructure within their 

home range when they are active, in addition to investigating how the time of day, presence/ 

absence of cover and small changes in scale influences this selection. The number of positions 

used in this analysis, both real and control, is shown in Table 4. In A-RQ1.1, conditional 

logistic regression combined with a step selection null model resulted in significant 

differences in relative selection towards infrastructure within the range of 13 to 17 meters 

from infrastructure, see Table 5. When adding variables “cover” and “light period” in A-

RQ1.2, more detailed patterns of selection appeared.  

 

Table 4: The total number of positions used in the model for A-RQ1, divided into combinations of light period and 

real/control. 

 

Light period Control/null positions Real/case positions 
 

Dark 6,640 664 

Daylight 590 59 

Twilight 490 49 
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In A-RQ1.1, foxes show significant selection for areas close to infrastructure when they are 

active, at distances 13, 15, 16 and 17 meters from said infrastructure, shown in Figure 6. 

Selection for infrastructure is strongest at 15m. With the exception of this short interval 

however, foxes did not select for proximity to infrastructure overall.  

 

Table 5: Conditional logistic regression coefficient estimates, for areas near infrastructure, using a buffer size of 15m. 

A-RQ1.1 – Condition logistic Regression: Calculated using a 15m buffer size 

 

 Dependent variable: 

  

 Selection estimate (Real fox location) 

 

Near infrastructure 0.25** 

 (0.04, 0.47) 

 

Note: *p**p***p<0.01 

 

 

Figure 6: A-RQ1.1; Conditional logistic regression coefficient estimates, showing selection strength for areas near 
infrastructure, along buffer sizes ranging from 8 to 98m. Strongest positive selection occurs at 15m. Model estimates in 

black, 95%CI intervals in dashed red lines.  
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In A-RQ1.2, a buffer size of 27m, showed the most pronounced effects in selection. 

Regression model output with estimated coefficients is provided in Table 6. At this distance 

the fox did not select for proximity to infrastructure in general. When adding interactions 

between the variables, it can be interpreted from the model that foxes avoid proximity to 

infrastructure in daylight without cover, and that the presence of cover inside the buffer 

provides higher selection/ less avoidance. 

Table 6: A-RQ1.2; Conditional logistic regression coefficient estimates, and 95% Confidence intervals at a buffer size of 
27m. 

A-RQ1.2 – Condition logistic Regression: Calculated using a 27m buffer size 
 

 Dependent variable: 
  

 Selection estimate (Real fox location) 

 

Near infrastructure 0.07 
 (-0.18, 0.31) 

Dayl 0.17 

 (-0.13, 0.46) 

Twil 0.05 

 (-0.26, 0.37) 

Cover -0.09 

 (-0.26, 0.08) 

Inf.T:Dayl -2.33** 

 (-4.32, -0.34) 

Inf.T:Twil -0.34 

 (-1.38, 0.70) 

Inf.T:Cover 0.47** 
 (0.09, 0.86) 

 

Note: *p**p***p<0.01 
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Based on the regression output at a buffer size of 27m, predictions can be made for all 

combinations of variables. These combinations form a wide array of “scenarios”. For 

example, a fox may experience cover and darkness while being inside the buffer. Figure 7 

provides a visual display of these scenarios. See Table 1 for explanation of abbreviations 

used. The prediction values provided can be interpreted as the chance of drawing a “real” fox 

position in this scenario, from the sample of both real and control locations. The predicted 

values are provided with 95% confidence intervals. Some of these scenarios were 

significantly different from each other at this level of confidence, see Table 7. More 

specifically, foxes showed a significantly higher relative selection close to infrastructure at 

night with cover present, than further away from infrastructure (both with and w/o cover) (1 

and 2). Selection was also significantly lower for infrastructure during the day with no cover 

present, than at nighttime, regardless of cover (3 and 4).  

 

Table 7: A-RQ1.2; Combinations of variables significantly different from each other, at a buffer distance of 27m. See Table 2 
for explanation of variable abbreviations. Values are prediction fits of model coefficients, not the coefficients themselves. 

Interaction 
number 

[Scenario A] [A]> [B] [Scenario B] fit[A] fit[B] [95%.CI.-.A] [95%.CI.-.B] 

1 [ inf.T / dark / cov.T ] > [ inf.F / dark / cov.T ] 0.428 -0.113 [0,15 < -> 0,70] [-0,23 < -> 0,00] 

2 [ inf.T / dark / cov.T ] > [ inf.F / dark / cov.F ] 0.428 -0.022 [0,15 < -> 0,70] [-0,11 < -> 0,06] 

3 [ inf.T / dark / cov.T ] > [ inf.T / dayl / cov.F ] 0.428 -2.123 [0,15 < -> 0,70] [-4,09 < -> -0,15] 

4 [ inf.T / dark / cov.F ] > [ inf.T / dayl / cov.F ] 0.044 -2.123 [-0,13 < -> 0,23] [-4,09 < -> -0,15] 

5 [ inf.F / dark / cov.F ] > [ inf.T / dayl / cov.F ] -0.022 -2.123 [-0,11 < -> 0,06] [-4,09 < -> -0,15] 
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Figure 7: A-RQ1.2; Prediction values of relative selection strength for combinations of variables compared to each other in 
the step selection analysis, performed using a 27m buffer around all infrastructure. SE bars in black, 95% CIs in grey. All 
values are at the scale of the linear predictor. Abbreviations explained in Table 1. 
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Significant differences between these scenarios can be viewed as a measure to describe at 

what distance the infrastructure matters to foxes, and where the different variables have the 

most pronounced impacts, shown in Figure 8. All of the five relevant combinations of 

variables are significant at buffer sizes of 27 and 35m. However, at least two of these are 

significant in the range of 10-35m. Some significance is seen for buffer sizes up to 98m, but 

not above. Figure 4 therefore only shows buffer sizes in the most relevant range. Inside buffer 

sizes < 25m, the data contained no real positions during daylight, and coefficient estimates of 

this light period was not possible. The same was true for twilight < 4m buffer sizes. 

 

 

Figure 8: A-RQ1.2; Stacked significant differences between scenarios at various buffer distances. Each combination of 
scenarios either has value not significant (0), or significant/significantly different from each other (1).  The cumulative score 
on the y-axis indicate how many of the combinations in the legend are different from each other at any given buffer distance. 
Note that the model was not able to estimate coefficients for daylight below 25m, and for twilight below 4m.   
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3.4 Location and characterization of activity clusters (A-RQ2) 

The aim of this analysis was to determine where foxes prefer to do different activities 

(foraging/resting), in relation to infrastructure, and what specific features likely attract these 

animals towards infrastructure. 378 clusters of activity were identified and inspected within a 

short time of the fox visiting the site. Of these, 140 clusters with sufficient proof of activity 

were included in analysis A-RQ2. An example of a cluster where the degree of evidence for 

the activity would be set to “high”, is showed below in Figure 9. 

 

Sufficient tracking conditions seemed to improve the information and certainties derived from 

clusters. 114 (72%) of the clusters had sufficient evidence to include in analysis, and these 

were inspected over either snow or soft, bare ground. In comparison, 224 (58%) of the total 

378 clusters visited had the same tracking conditions. 

 

Because clusters were identified non-randomly for the inspections, a comparison of the 

habitat distribution between these and autogen. clusters are provided in Table 8. The 

difference between these were within 2% for any given category, although 5 times more 

Figure 9: An example of a foraging-related cluster. The fox has likely followed a road in search of food, and seems to 
have been rewarded. Upper right: Associated GPS track-log, viewed in Google earth (Google 2019). Left: Overview 

image of activity and habitat. Lower right: Close-up image of fox tracks and likely food item. 
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clusters were identified by the autogen. clusters. Agricultural fields, forests, and urban areas 

contained the majority of clusters, at 90% of the manually identified clusters, and 91% of the 

autogen. clusters.  However, this should not be interpreted as habitat selection by foxes in 

favor of these areas, as these habitat categories also make up the majority of the study area 

(see Methods chapter). 

Table 8: Proportions of habitats among manually identified and autogenerated clusters, based on AR5 1:5000 habitat maps 
(NIBIO 2017).  

 

Habitat Agri.fields Pasture Infrast. Forest Barren Freshwater Bog 

 

Visited clusters 166 - (42%) 17 - (4%) 51 - (13%) 137 - (35%) 13 - (3%) 8 - (2%) 0 - (0%) 

Autogen. clusters 847 – (42%) 89 – (4%) 234 – (12%) 736 – (37%) 66 – (3%) 25 – (1%) 1 – (0%) 

 

 

 

Detailed accounts of foraging activities observed at clusters are provided below in Table 9.  

Table 9: Species/group/item hunted for and possibly killed, or scavenged by foxes 

     

Species/group/item 
Likely 

hunted for 
Evidence of 

kill 
Likely consumed food item 

(Scavenged/hunted - unknown) 
Of which supplied by 

humans (verified) 
 

     

Ants 1 NA 0 NA  

Birds 4 0 8 1  

Hare (Lepus timidus) 1 0 0 0  

Small mammals 50 1 0 0  

Roe deer (Capreolus capreolus) 1 1 15 3  

Carcass attributed to hunting NA NA 2 2  

Carcass/unknown prey remains NA 0 6 1  

Domestic livestock 0 0 1 1  

Fish 0 0 1 0  

Compost/food scraps NA NA 9 9  

Fruit NA NA 7 6  

Bird seed NA NA 5 5  
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A summary of recorded activities at clusters, linked to the specific habitat feature at which 

they occurred, showed in Table 10. Only recurring combinations of these are included. 

  

Table 10: Fox activities at clusters, related to specific habitat features. 

 

Habitat feature Hunting Scavenging/Herbivory Resting 

 

Bird-feeder 0 5 0 

Brush-pile 3 0 2 

Compost bin/pile 1 4 0 

Dung-silo/pile 3 0 0 

Fallen tree 0 2 4 

Hilltop 5 2 11 

Mound/rock 0 2 8 

Shrubs 6 1 3 

Swamp/wet area 2 1 1 

Under tree 1 4 14 

Long/grazed grass 3 4 0 

 

 

 

Foxes were significantly more likely to forage in areas very close to, and significantly less 

likely to forage in areas very far from, infrastructure. Due to the binomial response variable in 

the GLMM regression model, where all observations are either resting or foraging, only the 

coefficient estimates for activity “foraging” is shown. The opposite and equally strong pattern 

is seen for the activity “resting”, where foxes were significantly more likely to rest “very far” 

(220-290m) from, and significantly less likely to rest “very close” (0-20m) to infrastructure. 

Foraging was significantly more likely to occur during dark hours as opposed to resting, and 

the opposite is seen during daylight hours, where resting was the more likely activity. If a fox 

spent longer time at a cluster, it was significantly more likely to be used for resting than 

foraging, and vice versa. However, this was only significant when assuming a non-linear 

relationship by using two cubic splines to explain the variation in the variable “duration”. See 

Table 11 below. 

  



   

 

26 

 

Table 11: A-RQ2; Coefficient estimates from GLMM regression model, with foraging vs resting behavior at clusters 
predicted by distance to infrastructure divided into five categories. light period, duration of fox visits to clusters, and a 
random effect of the fox ID. Due to binomial response variable (resting/foraging), the coefficients are of equal strength for 
both activities, but of opposite sign (±). The values shown in this table are for foraging. 

There are five models in total, each for one unique distance-to-infrastructure category, see methods for specification of 
distance categories and explanation of variables. Each element in the upper part of the table contains a coefficient estimate, 
and (95% CI)-values below. 

Values for the row “Std.Dev (Fox ID)”, are standard deviation of the variance for the random effect (Fox ID). Duration 
(1,2,3), refer to the number of cubic splines used. 

 

A-RQ2-GLMM regression model estimated coefficients: Foraging vs resting 

 Dependent variable: 

 Selection for foraging 

 1. Very close  
(n=44) 

2. Close 
(n=36) 

3. Medium 
(n=40) 

4. Far 
(n=26) 

5. Very far 
(n=11) 

1.Very close 1.47**     

 (0.002, 2.95)     

2.Close  -0.03    

  (-1.10, 1.05)    

3.Medium   -0.09   

   (-1.20, 1.03)   

4.Far    -0.17  

    (-1.41, 1.08)  

5.Very far     -2.06** 
     (-4.06, -0.07) 

Daylight -1.61** -1.95*** -1.94*** -1.90*** -2.07*** 
 (-2.92, -0.30) (-3.24, -0.66) (-3.23, -0.65) (-3.23, -0.56) (-3.41, -0.73) 

Duration 1 -0.18 -0.48 -0.51 -0.47 -0.67 
 (-3.10, 2.73) (-3.31, 2.34) (-3.33, 2.31) (-3.28, 2.33) (-3.59, 2.26) 

Duration 2 -5.87*** -6.05*** -6.06*** -6.03*** -6.14*** 
 (-8.60, -3.14) (-8.71, -3.39) (-8.72, -3.40) (-8.69, -3.37) (-8.85, -3.43) 

Duration 3 -1.00 -0.95 -0.93 -0.90 -0.99 
 (-4.71, 2.71) (-4.58, 2.67) (-4.54, 2.68) (-4.50, 2.69) (-4.65, 2.68) 

Constant (Dark) 3.18*** 3.59*** 3.61*** 3.61*** 3.79*** 
 (1.80, 4.55) (2.25, 4.94) (2.24, 4.98) (2.26, 4.96) (2.42, 5.17) 

Variance (Fox ID) 0.44 0.31 0.32 0.33 0.44 

Std.Dev (Fox ID) 0.66 0.56 0.57 0.58 0.66 

Group size (Fox ID) 17 17 17 17 17 

Observations 140 140 140 140 140 

Note: *p**p***p<0.01 
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4. Discussion 

The aim of this study was to investigate how infrastructure drives spatio-temporal patterns in 

red fox activity at multiple scales. The results revealed significant patterns of selection in 

relation to infrastructure both within the home range, and at the finer scale of detailed, short-

lived behavioral events.  

 

4.1 Selection for infrastructure within the home range scale (RQ1) 

When active, foxes did not generally prefer to be close to infrastructure. Although significant 

positive selection was found at some distances from infrastructure, this is not enough to fully 

support the prediction that foxes select for proximity to infrastructure (P1.1). When adding 

other variables to explain the behavior of the foxes, larger differences in selection appeared. 

Foxes selected for areas close to human infrastructure during dark hours when in cover. 

Moreover, they showed significant avoidance against open areas close to human infrastructure 

during daytime, with selection also being significantly lower than for the same areas during 

dark hours. These results support the prediction that selection for proximity to infrastructure is 

strongest during the night, in the presence of cover, and weakest during daylight and in the 

absence of cover (P1.2). Because the model lacked real positions closer than 25m from 

infrastructure during daylight, selection patterns between 0 and 25m from infrastructure 

during daylight remains uncertain. This perhaps serves as an indication that foxes do not 

select strongly for these areas at those times – to say the least. 

 

Similar results are reported in (Hradsky et al. 2017), using GPS-tracking with an FI of 60 

minutes. Although considerable variation among individuals were seen, several foxes showed 

stronger selection for human-modified habitats including infrastructure during the night. The 

similarities to the results presented here is interesting, considering that these studies were 

conducted at essentially opposite parts of the globe and in vastly different ecosystems. The 

similarity of the results, despite the mentioned habitat differences, indicates that presence of 

human infrastructure in the landscape is a strong shaping force of habitat selection at different 

times of day within the home range. 
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4.2 Location and characterization of activity clusters (RQ2)  

Foxes preferred to use areas very close to humans for foraging during the night, while 

preferring more remote areas for resting during the day. When resting, foxes spent longer time 

at clusters than when they were foraging. These results support the prediction that relocation 

clusters in close proximity to infrastructure are more likely to be associated with foraging and 

less likely with resting, than relocation clusters in more remote forested areas (P.2.1). Due to a 

comparatively smaller sample size in the category “very far”, the results at this distance 

interval is less certain than for other categories. A few older studies using VHF telemetry 

show similar patterns (Janko et al. 2012; Pandolfi et al. 1997) However, the sample size used 

by Pandolfi et al. (1997) was less than half (7 vs. 16) of what is presented here, and the use of 

VHF radio telemetry has substantially lower accuracy compared to my methods, with a self-

reported fix-accuracy of 100-200m.  

 

Although McKeown (2018) only looked at clusters associated with recurring use, his results 

are similar to mine. Nocturnal clusters were significantly closer to farms and houses as 

opposed to diurnal clusters, and they were in more open areas with “greater sightability”. 

Clusters showed higher frequencies of bed sites, dens, and clumped food resources, as 

compared to non-clustered locations. Interestingly, variations in terrain seemed to help predict 

likely activities at clusters. This variable was recorded in my study, but not included in 

analysis. The FI used was 4 hours, and inspection of clustered locations were done with a 

delay of up to three months.  

 

Although these mentioned studies share some of my results, none of them collected data at 

sufficiently high temporal resolution, specifically suited to answer questions at such fine 

scales. My findings are based on methods with substantially higher precision, accuracy, and 

temporal resolution, and therefore hold higher validity for the purposes studied, in my 

opinion. Low temporal resolution leads to a bias towards long-lived behavioral events such as 

resting or handling of large prey. In order to capture clusters of activity created over very 

short timeframes, higher temporal resolution is required (Palacios & Mech 2011). This 

element of fox behavior has to my knowledge not been studied with data of similar temporal 

grain as presented here. 
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As a result, I was able to detect these shorter-lived behavior events. For example, many 

accounts of likely hunting behavior for small mammals were recorded, as well as several 

accounts of scavenging close to humans for food items such as compost/food scraps, fruit, 

bird seeds and carcass remains from hunting or domestic livestock. In the cases of presumed 

herbivory, it is unclear whether the foxes were in fact in pursuit of seeds/fruit/food scraps, or 

rather aiming to predate upon other animals attracted to the same food (such as small 

mammals). Red foxes are opportunistic, and have been shown to consume all these food items 

and prey (Contesse et al. 2004; Macdonald 1977; Macdonald 1976; Macdonald & Reynolds 

2004). Regardless, human-derived food subsidies are the primary reason they are drawn to 

visit these sites. 

 

In their critical review of GPS monitoring methods, Hebblewhite and Haydon (2010) 

highlighted the combination of “fresh” GPS data with physical field inspections of recorded 

locations as a potentially valuable and understudied addition to GPS monitoring, also 

supported by (Coelho et al. 2007). Moreover, Hebblewhite and Haydon (2010) make the point 

that sampling data at very high temporal resolutions sacrifices inferences at larger scales. 

However, I would contend that in order to fill the gaps of knowledge as they stand now, the 

methodical choices made in this study were the most appropriate. Some of the behavior 

documented in this study would have remained hidden if data of lower detail had been used. I 

would argue that these temporally fine-scale behaviors must be studied with equally fine-scale 

location data.  

 

4.3 The element of scale 

An important aspect of this study was the inclusion of different scales, as well as fine 

variations in distance to the nearest infrastructure within these. First of all, the two analyses 

performed, studied selection and behavior at separate scales. This resulted in different 

information being derived from each analysis, with general selection patterns for proximity to 

infrastructure within the home range in the first (A-RQ1), and preferences for detailed 

behavior and specific activities in the second (A-RQ2). This by itself provides support for 

selection and activity preference related to infrastructure being scale dependent (P1.3).  
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This scale dependence can be seen in greater detail by observing how patterns in habitat 

selection and activity preference changed, as the distance from infrastructure varied. In the 

first analysis (A-RQ1), buffer sizes around all infrastructure was varied from 8 to 98 meter, 

allowing a more detailed view of where these features mattered to the foxes. Selection varied 

across this range, showing the effects in selection were scale dependent. The most pronounced 

differences in selection appeared within a distinct distance interval, fairly close to the 

infrastructure, see Figure 8. The effects of factors influencing selection towards infrastructure 

were less pronounced as the distance to infrastructure increased, thus supporting P1.3. 

Support for this prediction is also found in the results from the analysis related to location and 

characterization of activity clusters (A-RQ2). Here, the preferred activity changed 

significantly as distance from infrastructure at clusters varied. 

 

 

4.4 Main research question  

My results suggest that the foxes included in the study have adapted to exploit the available 

foraging benefits of human presence while avoiding direct confrontation with humans. To 

accomplish this, foxes use time of day and presence of cover to remain hidden from sight 

when they are close to infrastructure (distance from human activity centers). However, other 

variables not included in my analyses may also be of importance to the foxes. 

 

My results indicate that the “landscape of fear”-concept (Brown et al. 1999) applies to red 

foxes, in that they generally seek to avoid direct contact with humans. Bino et al. (2010) 

demonstrates how red foxes can be completely dependent on anthropogenic resources, which 

is supported by the high presence of anthropogenic food in fox stomachs shown in (Contesse 

et al. 2004). (Diaz-Ruiz et al. 2016) shows the activity patterns in urban foxes to be 

determined more by human activity than by prey activity, in that foxes display more nocturnal 

behavior than expected based on prey activity alone. (Boitani et al. 1984) found foxes to avoid 

human presence in their habitat only temporally (during the day). The temporal avoidance 

seems to result in foxes becoming more nocturnal in areas with high human presence, whereas 

this does not occur in more pristine areas (Servín et al. 1991). My findings, viewed in light of 

results from these studies, indicate that human presence is an important factor in shaping how 

foxes use these landscapes. 
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4.5 High frequency GPS bursts for studying space use at multiple scales 

To my knowledge, this is the first study done on red foxes looking at field-verified fine-scale 

behavioral events in clusters of activity, using high frequency bursts of GPS locations. With a 

mean monitoring duration of 12 days (± SD 5.62), scheduling the GPS units to capture rapid 

bursts of locations helped provide sufficient monitoring durations to make inferences 

regarding habitat selection within the home range, and about fine scale, short-lived events in 

behavior.  

 

The capture of many such shorter-lived behavior events were crucial in making the detail 

level in my second analysis (A-RQ2) possible. This underscores the importance of linking 

GPS data with actual “boots in the field”, suggested by (Hebblewhite & Haydon 2010),  

supported by (Coelho et al. 2007) and demonstrated by (Elbroch et al. 2017). By conducting 

the cluster inspections shortly following the foxes’ activity at the cluster, I was able to detect 

even the finest clusters, and relate these to activity, prey/food diversity, among other things. 

This relates to another point made by Elbroch et al. (2017); When the researchers excluded 

field visits to smaller clusters which would not be captured using longer FIs, the estimates of 

prey diversity went down. Although their minimum FI was far longer than what is presented 

here, the same principle likely applies, as red foxes in my study regularly performed very 

short-lived hunting attempts lasting only seconds. The fleeting nature of such behavior, 

expressed both in the data as well as my experiences in field inspections, suggests that further 

research would miss significant amounts of data should it fails to design study methods that 

captures it. The fleeting nature of such behavior, expressed both in the data as well as my 

experiences in field inspections, suggests that further research would miss significant amounts 

of data should it fail to design study methods that captures it. 

 

Some clusters in activity were lost between GPS bursts. This was detected by manual tracking 

from the end of one burst, to the start of the next, only possible when tracking conditions were 

near optimal. Among these were scavenging of fish, and cannibalism/scavenging of a dead 

fox. Palacios and Mech (2011) stated that even at a relatively short FI of ten minutes for grey 

wolves (Canis lupus), short-lived predation events involving small prey were lost. My results 

effectively demonstrate this. 
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Through conducting fieldwork, a good sense of the spatial error was achieved. Frair et al. 

(2010) state that the most influential source of GPS inaccuracy is canopy cover. My 

observations support this, however this was only noticeable under canopies heavily covered in 

snow. Luckily, these conditions were isolated to a few events over the course of the study. 

Frair et al. (2010) also states that one of the largest gaps in knowledge associated with GPS 

telemetry studies, is how the behavior of individual species affect the accuracy and precision 

of GPS locations. Based on observation, locations associated with verified resting activity 

seemed to have lower spatial precision, likely because the GPS unit is hidden underneath the 

head/neck of the animal. This was also observed by (Coelho et al. 2007) when studying 

maned wolves (Chrysocyon brachyurus). Due to often high numbers of GPS fixes at these 

clusters, overall accuracy was sufficient to locate the real cluster in most cases. Despite these 

errors, the analyses presented are still valid, as the analysis regarding selection within the 

home range (A-RQ1) excluded inactive/resting locations, and the analysis of location and 

activity at clusters (A-RQ2) was based on ground-truthing clustered locations, and sufficient 

evidence at site was required in order to include the observation in analysis.  

 

The frequency of reliable information went up when tracking conditions were favorable. This 

is reflected by the increased relative frequency of these tracking conditions in the data 

selected for analysis, compared to the dataset including all observations.  Logically, snow 

cover was of high relevance, and made important evidence such as tracks, urine, scats, rest 

sites, blood and prey remains much more visible. 

 

Determining habitat selection based on the assumption of use versus availability alone, may 

often be too simplistic. Habitat selection changes depending on the specific requirements of 

activity the animal is performing at any given time or place (Mysterud & Ims 1998). 

Optimally, the behavior should be studied at the scale that it is relevant to the animal making 

the decision (Boyce 2006; Fortin et al. 2005b). By conducting my analysis at two primary 

scale levels, and including small scale variations within these, further light was shed on the 

way human presence shape red fox decisions.  

 



   

 

33 

 

At the broader scale within the home range, the step-level null model provided a suitable 

availability sample, and helped determine the overall selection strength towards my specific 

features. The inclusion of time and available cover in the analysis further helped to 

disentangle when the specific habitat elements mattered, and in what way. Boyce (2006) 

imply that different habitat features should be treated as such, and that the presence of objects 

such as roads may be viewed more as buffered densities in the landscape than discrete 

patches. Simply put, their effects stretch further than their geographical extent. This justifies 

my use of a buffer of varying size around the infrastructure. An additional link between my 

data and Boyce’s contention are my findings that effects upon selection gradually decreased 

as distance to the feature increased. 

 

As Johnson (1980) argues, the highest order of selection, governs the selection of all the lower 

levels. By his definition, the highest order refers to the specific resources and food items 

preferred at a feeding site. Studies of resource selection are often limited by the resolution of 

either their telemetry data, or the resolution of their covariates such as land cover maps. They 

are therefore inhibited to, or do not seek to investigate the whole picture of how an animal 

makes its decisions (Boyce 2006). Compared to conventional studies, my study has both high 

detail in GPS data and covariates. Not being limited by these factors, I was able to zoom 

further in to the level of specific behaviors and get a glimpse of how specific resources are 

exploited, as well as the likely reason the fox chose to be in that particular spot at that 

particular time. 

 

Generally speaking, any scenario involving questions about the relationship between an 

animal (suited for GPS monitoring), and its spatial and temporal relationship to specific 

features in its habitat, could potentially be shown by applying variations of the methods 

presented here. As technology is predicted to develop further, the tradeoff between 

resolution/battery life may become obsolete. Until that point is reached, using high frequency 

GPS bursts is one solution to partially solve this tradeoff. Another potential solution to this 

problem appears to be the use of accelerometers to recreate movement paths in very high 

detail between locations provided from the GPS unit, allowing for a dynamic fix schedule 

related to activity, and longer FIs (Berlincourt et al. 2015; Brown et al. 2012). 
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Because GPS monitoring is an invasive approach, researchers should aim to minimize animal 

stress and suffering during all parts of the process, including minimizing necessary 

deployments by maximizing utility from each deployment. The methods used in this study 

help achieve this, by deriving as much information as possible from each deployment, given 

the technological constraint of battery capacity. 

 

4.6 Relevance to management – Further research 

The results presented here have implications for the management of red foxes, as well as the 

species they affect. These animals are able to disperse distances up to hundreds of kilometers 

(Allen & Sargeant 1993; Gosselink et al. 2010). Due to the advantage foxes often gain from 

human presence such as agriculture, predation pressure from foxes may be elevated in the 

surrounding areas (Shapira et al. 2008). In some cases red foxes contribute to further decline 

in endangered species (Aarvak et al. 2017; Henriksen & Hilmo 2015; Noren et al. 2017). This 

interaction may be important in changing surrounding ecosystems where human develop the 

landscape. Locally in the presented study area for example, roe deer are an important game 

species, and is likely targeted seasonally by the red fox (Panzacchi et al. 2008). If the goal is 

to limit red fox abundance, documenting the specific types of food subsidies foxes gain from 

humans may raise awareness and potentially help eliminate the presence of some of these. To 

show an example, Contesse et al. (2004) found; “85% of the households provided 

anthropogenic food which were accessible to foxes”. I found several food sources visited by 

the fox which could easily have been removed, such as large dung piles in relationship with 

animal agriculture, carcass remains left by hunters (occasionally as bait), fruit, bird feeders 

and open compost piles. Limiting such resources can have substantial population effects (Bino 

et al. 2010), and I propose that measures such as this should be taken more seriously in the 

management of generalist predators such as the red fox. 

 

I suggest that adapted versions of the methods used in this study can be useful for research 

and management of carnivores, as well as wildlife in general. I will relate this to Scandinavian 

management especially, however some of these examples may be applicable in other areas. 

Linnell et al. (2015) points to several gaps in knowledge regarding large carnivores and 

golden eagles (Aquila chrysaetos) relevant to management in Norway, that may be filled by 

using some of the methods presented here. For example, the need for better knowledge 
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regarding how both Eurasian lynx (Lynx lynx), and grey wolf relates to infrastructure, and 

how this affects predator-prey interactions with roe deer is mentioned. High frequency GPS 

bursts, perhaps tagging both predator and prey, combined with field inspections to verify kill 

rates, would likely contribute to answering these questions. The method of tagging both 

predator and prey simultaneously is also highly relevant in the case of predation upon 

domestic sheep (Ovis aries). Few topics are as hotly contested as this one in Norway, and 

much could be gained by greater nuance in our knowledge. For example, Linnell et al. (2015) 

points to wolverine (Gulo gulo), and golden eagle as understudied species in this context. 

 

Further developments and testing based on the methods demonstrated and mentioned in this 

study seems to be a worthy aim to pursue. In doing this, researchers could gain better and 

more precise information when studying cases such as those mentioned in the previous 

paragraph.  Moreover, these type of methods could improve data materials in any scenario 

where detailed knowledge about the behavior of wildlife towards specific features in their 

habitat is demanded.  
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5. Conclusion 

My findings show that high frequency GPS bursts, combined with subsequent field 

observation of relocation clusters, can provide detailed insights of how animals relate to 

specific features in their habitat. In the case study conducted, foxes timed their use of 

anthropogenic areas to exploit available food subsidies, while avoiding direct contact with 

humans. They also used cover for this purpose close to infrastructure. The spatio-temporal 

patterns of selection pointing to such a conclusion were found both at the home range scale 

and at the finer scale of specific activities. This suggests infrastructure is a shaping factor of 

how red foxes use fragmented, human-dominated landscapes. Direct and indirect human-

derived food sources such as dung piles, open compost piles, fruit, bird feeders and carcasses 

from animal agriculture and hunting were repeatedly visited by foxes in the study, indicating 

that these should be removed if the goal is to reduce food subsidies available to foxes. 

To minimize the impacts of tagging on animals, GPS monitoring studies should aim at 

maximizing utility of each deployment. One way of achieving this is showed here by 

combining a method that optimizes the tradeoff between temporal resolution and battery life, 

with extensive field inspections of recorded locations. Combining studies at various scales 

will also likely help to develop a more complete picture of an animals’ behavior, which in 

turn will help managers and law makers make better decisions regarding them. I suggest 

further development and deployment of these methods will likely help answer questions and 

inform policy regarding wildlife that is challenged by an increasingly human-dominated 

environment - and indeed all cases where fine-scale behavioral knowledge of animals is 

needed. 
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Appendix 1 

 

Summary of cluster visitation protocol: 

 Identify clusters in Google Earth based on previously mentioned criteria, save as .kml. 

 Convert the file to .gpx through an online conversion service. 

 Load .gpx file to handheld GPS (Garmin 60CX) 

 Navigate to cluster 

 Search in the immediate area around the cluster for signs of fox presence and likely 

activity. 

 Record predetermined parameteres in google sheets, take photo documentation, and 

collect scats/hair if present. The main objective was to find the likely activity of the 

fox at the cluster, but several other parameters like habitat, terrain, tracking conditions 

and signs of the fox were also recorded. 

 

 



 
 


	Abstract
	Acronyms and definitions
	1. Introduction
	1.1 Research questions and predictions

	2. Materials and methods
	2.1 Study area
	2.2 GPS units and data collection
	2.3 Fox capture/handling
	2.4 Cluster visits
	2.5 Data analysis and statistical tests.
	2.5.1     Selection for infrastructure within the home range (A-RQ1)
	2.5.2 Location and characterization of activity clusters (A-RQ2)


	3. Results
	3.1 Fox capture and GPS data
	3.2 Selection for infrastructure within the home range (A-RQ1).
	3.4 Location and characterization of activity clusters (A-RQ2)

	4. Discussion
	4.1 Selection for infrastructure within the home range scale (RQ1)
	4.2 Location and characterization of activity clusters (RQ2)
	4.3 The element of scale
	4.4 Main research question
	4.5 High frequency GPS bursts for studying space use at multiple scales
	4.6 Relevance to management – Further research

	5. Conclusion
	6. References
	Appendix 1

