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Abstract

The investment in proton radiation therapy raises the question of how cancer pa-
tients should be prioritised for this treatment method. A large advantage to proton
therapy is that one can minimise the radiation received by organs at risk. Machine
learning might be used for predicting the impact of organs for different radiother-
apy methods. Thus, machine learning could be a helpful tool in the prioritisation
process.

In this thesis, spatial features were extracted from medical images of head and neck
cancer patients. These features were used for analysis of photon dose distribu-
tions of target volumes and organs at risk. Additionally, correlations between fea-
tures were investigated. It was confirmed that the distance between radiation target
volumes and organs at risk correlated with the dose received by the organs. Further,
the analysis contributed to an understanding of which spatial features were expected
to affect the dose given to organs at risk.

Within machine learning, both classification and regression algorithms were tested
for dose prediction by using the extracted spatial features. In addition, different
combinations of algorithms and features were evaluated. The algorithms with the
highest accuracy scores were Logistic Regression and Random Forest.

However, the machine learning models either overfitted or underfitted. Thus, other
features and machine learning methods should be tested. A possibility for future
work is to use deep learning for constructing spatial features and prioritising patients
for proton therapy.

iii



iv



Contents

1 Background 1

2 Theory 5

2.1 Radiotherapy: protons versus photons . . . . . . . . . . . . . . . . 5

2.2 Different target volumes in radiotherapy . . . . . . . . . . . . . . . 6

2.3 Organs at risk for head and neck cancer . . . . . . . . . . . . . . . 7

2.4 CT images and dose plans . . . . . . . . . . . . . . . . . . . . . . 9

2.5 Machine learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.5.1 Supervised learning . . . . . . . . . . . . . . . . . . . . . . 10

2.5.2 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.5.3 Overfitting and underfitting . . . . . . . . . . . . . . . . . . 14

2.5.4 The cost function and its metrics . . . . . . . . . . . . . . . 15

2.5.5 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5.6 Hyperparameter tuning . . . . . . . . . . . . . . . . . . . . 24

2.6 Features of objects in images . . . . . . . . . . . . . . . . . . . . . 25

2.6.1 Volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.6.2 Euclidean distance and its variations . . . . . . . . . . . . . 26

2.7 Exploratory Data Analysis methods . . . . . . . . . . . . . . . . . 27

2.7.1 Box plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

v



vi CONTENTS

2.7.2 Correlation methods . . . . . . . . . . . . . . . . . . . . . 28

2.7.3 Principal Component Analysis . . . . . . . . . . . . . . . . 29

3 Methods 35

3.1 Programming language and packages . . . . . . . . . . . . . . . . 35

3.2 The data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2.1 Preprocessing the structure data . . . . . . . . . . . . . . . 36

3.2.2 Setting up correct image format . . . . . . . . . . . . . . . 38

3.3 Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3.1 Weighted distance using CT values . . . . . . . . . . . . . 42

3.4 Data excluded in analyses . . . . . . . . . . . . . . . . . . . . . . . 43

3.5 Exploratory data analysis approach . . . . . . . . . . . . . . . . . . 43

3.6 Machine learning approach . . . . . . . . . . . . . . . . . . . . . . 44

3.6.1 Classification . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.6.2 PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6.3 Regression . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4 Results 51

4.1 Exploratory Data Analysis on the HNC data set . . . . . . . . . . . 51

4.2 Machine learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.1 Classification . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.2 PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.3 Regression . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5 Discussion 79

5.1 Feature relations to the mean OAR dose . . . . . . . . . . . . . . . 79



CONTENTS vii

5.2 Strengths and weaknesses of the machine
learning procedure . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.3 Other approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.4 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6 Conclusion 85

Bibliography 87

Appendix 95



viii CONTENTS



List of Figures

2.1 Illustration of dose deposited in tissue as a function of depth by a
photon beam, single proton beam and spread-out proton beam. . . . 6

2.2 Illustration of the different target volume definitions. . . . . . . . . 7

2.3 Illustration of the location of the medulla oblongata, a part of the
brain stem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.4 Side-view of the three main types of salivary glands. . . . . . . . . 8

2.5 Illustrations of the locations of the superior constrictor muscle and
the supraglottic larynx. . . . . . . . . . . . . . . . . . . . . . . . . 8

2.6 Example of a linear regression model, with hours slept as a feature
and coffee amount as the continuous response variable. . . . . . . . 11

2.7 A data set partitioned into a train, validation and test set. . . . . . . 13

2.8 Illustration of an underfitted, an overfitted and a robust regression
model for a data set. . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.9 Set-up of a confusion matrix for a binary classification problem. . . 16

2.10 Plot of a sigmoid function. . . . . . . . . . . . . . . . . . . . . . . 21

2.11 Example of a decision tree for prediction of Titanic survivors using
the passengers’ data. . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.12 A training set divided into folds for a 5 fold CV. . . . . . . . . . . . 25

2.13 Two regions in the xy- plane with points to measure the distance
between. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.14 Model of a box plot. . . . . . . . . . . . . . . . . . . . . . . . . . . 28

ix



x LIST OF FIGURES

2.15 Example of a correlation loadings plot. . . . . . . . . . . . . . . . . 30

2.16 Example of a correlation loadings plot. . . . . . . . . . . . . . . . . 32

3.1 Two-dimensional illustration of different target volume contouring. . 37

3.2 Matrix with dimensions 256×256×nz, where nz is the slice number. 38

3.3 Illustration of a CT image for a patient with HNC. . . . . . . . . . . 39

3.4 Illustration of a dose plan for a patient with HNC. . . . . . . . . . . 39

3.5 Dose plan superimposed on a CT image for a patient with HNC. . . 39

3.6 OARs superimposed on a CT image for a patient with HNC. . . . . 40

3.7 The brain stem and parotid glands highlighted in turquoise on the
dose plan for a patient with HNC . . . . . . . . . . . . . . . . . . . 40

3.8 Target volumes superimposed on a CT image for a patient with HNC. 41

3.9 Target volumes superimposed on a dose plan for a patient with HNC. 41

3.10 Five first instances of the feature matrix when merge glands =
False. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.11 Five first instance of the feature matrix when merge glands = True. 46

4.1 Pearson correlation matrix for OARs with patients that had only one
PTV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 Pairwise plots for OARs from patients that had only one PTV. . . . 53

4.3 Pearson correlation matrix for OARs that overlap with the PTV. . . 54

4.4 Pairwise plots between mean dose, median dose and the number of
overlapping voxels between the OARs and PTVs. . . . . . . . . . . 55

4.5 Pearson correlation matrix for submandibular glands that overlap
with PTV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.6 Pearson correlation matrix for parotid glands that overlap with PTV. 56

4.7 Box plots for mean dose given to patients’ medulla, parotid glands,
submandibular glands, and PTV. . . . . . . . . . . . . . . . . . . . 58



LIST OF FIGURES xi

4.8 Histogram distributions for mean dose given to patients’ medulla,
parotid glands, submandibular glands, and PTV. . . . . . . . . . . . 59

4.9 Absolute mean difference dose between parotid and submandibular
gland pairs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.10 Confusion matrix for the train set when using a Random Forest with
12 decision trees. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.11 Confusion matrix for the test set when using a Random Forest with
12 decision trees. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.12 Histogram for the distribution of absolute the difference between
the true and predicted label for the test set using Random Forest
with 12 decision trees. . . . . . . . . . . . . . . . . . . . . . . . . 62

4.13 The SBFS result for classification when merge glands = False. . 64

4.14 The SBFS result for classification when merge glands = True. . . 65

4.15 Confusion matrix for the train set when using a Logistic Regression
(C = 5.0). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.16 Confusion matrix for the test set when using a Logistic Regression
(C = 5.0). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.17 Histogram for the distribution of absolute difference between true
and predicted label for the test set using Logistic Regression (C =
5.0). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.18 Scores plot, loadings plot, biplot and correlation loadings plot for
test set using the first two PCs. . . . . . . . . . . . . . . . . . . . . 72

4.19 Explained variance plot for the test set used in classification. . . . . 73

4.20 Coloured scores plot for test set used in classification for the first
two PCs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.21 Distribution plot of the absolute difference between true and pre-
dicted mean dose for the test set using the Random Forest with 12
decision trees. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.22 The SBFS result for regression when merge glands = False. . . . 76

4.23 The SBFS result for regression when merge glands = False. . . . 77



xii LIST OF FIGURES



List of Tables

3.1 Categories of the mean dose values. . . . . . . . . . . . . . . . . . 47

4.1 Result of cross validating different classifier algorithms using the
F1 micro-average score (+/- standard deviation of the CV scores). . 67

4.2 Result of cross validating different classifier algorithms using the
F1 micro-average score (+/- standard deviation of the CV scores). . 78

6.1 Table of Python IDEs. . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.2 Table of Python packages. . . . . . . . . . . . . . . . . . . . . . . 95

xiii



xiv LIST OF TABLES



List of Abbreviations

CT Computed Tomography

CV Cross-Validation

CNN Convolutional Neural Network

CSV Comma-Separated Values

CTV Clinical Target Volume

DSC Dice Similarity Coefficient

EDA Exploratory Data Analysis

FN False Negative

FP False Positive

GTV Gross Target Volume

HNC Head and Neck Cancer

HU Hounsfield Unit

IDE Integrated Development Environment

IDL Interactive Data Language

IQR Inner Quartile Range

KNN K-Nearest Neighbours

LASSO Least Absolute Shrinkage and Selection Operator

MAE Mean Absolute Error

MSE Mean Squared Error

NTCP Normal Tissue Complication Probability

OAR Organ At Risk

OvR One-versus-Rest

xv



xvi LIST OF ABBREVIATIONS

PC Principal Component

PCA Principal Component Analysis

PRE Precision

PTV Planning Target Volume

Q1 First Quartile

Q3 Third Quartile

REC Recall

RMSE Root Mean Squared Error

SBS Sequential Backward Selection

SBFS Sequential Backward Floating Selection

SVM Support Vector Machine

TN True Negative

TP True Positive

UINT Unsigned Integer

WL Window Level

WW Window Width



Chapter 1

Background

The search for the most optimal cancer treatment is highly prioritised when 17 mil-
lion people get cancer each year worldwide, and 9.6 million of them die [1]. Al-
though we have a considerable amount of knowledge within oncology today [2],
more research is required to improve treatment and survival statistics.

A treatment type used for more than a century is radiation therapy (also called ra-
diotherapy) [3]. The technique uses high doses of radiation for targeting cancer
tumours [4]. The standard type of radiotherapy today is photon therapy. However,
in the last decades, proton therapy has become more prominent in radiotherapy.
Several proton therapy facilities have been built worldwide in the 21st century [5].
Norway has recently decided to invest in two proton centres in Bergen and Oslo [6].
These are set to open in 2023.

The aim of building proton centres in Norway is to offer cancer patients a treatment
that can cause fewer side effects than standard photon therapy [6]. Today, only
a third of Norwegian cancer patients who are preferred for proton therapy are sent
overseas for treatment [7]. Consequently, many cancer patients’ acquire side effects
which can be painful and burdensome still long after treatment [8] [9] [10]. Thus,
the proton therapy centres in Norway will make this favoured treatment more readily
available for cancer patients in need.

Proton therapy is a more accurate treatment for targeting cancer tumours than photon
therapy, because proton beams can target the tumour more accurately [11][12]. As
a result, the damage to surrounding organs and healthy tissue is minimised. There-
fore, proton therapy could be a more advantageous solution for many cancer pa-
tients, especially if the tumour lies close to vital organs.

A disadvantage of proton therapy is, however, that the estimated cost is two to
three times higher compared to standard photon therapy [12]. Moreover, any cancer
patient can benefit from proton therapy, but some patients have a greater need than

1



2 CHAPTER 1. BACKGROUND

others [7]. Therefore, it will be necessary to prioritise which cancer patients would
benefit the most from proton therapy. This task requires knowledge of which patient
factors relate to the largest beneficial gain when using the more expensive proton
therapy. Some factors, such as age, are known to affect the decision of prioritising
a patient to proton therapy [6] [13]. Additionally, the tumour’s location relative
to other organs at risk for harmful radiation also weighs in on the prioritisation
decision [14]. However, more research is required for explaining other contributing
factors [15].

Prioritising patients would require that radiologists consider many different factors
for each patient [14]. Such a task could potentially be time-consuming, in addi-
tion to being subjective. Therefore, an approach for providing rapid and consistent
assessment of the patients could be implemented using machine learning.

Machine learning is a branch of artificial intelligence which focuses on building ac-
curate data models to explain trends in a data set where the computer learns from
said data set [16]. In the case of proton therapy, a machine learning model could
potentially evaluate all aspects of the patient’s condition, and thus prioritise the pa-
tients most in need of proton therapy. Thereby, the computer could perform many
calculations, and predict which patients would benefit from proton therapy. The
radiologists would then need to assess the model’s results. Nevertheless, the radi-
ologists work load would decrease.

In order to build a machine learning model to predict the optimal form of radiother-
apy, it must be trained by using relevant input parameters called features. Features
(also called variables) are numerical values representing attributes [17]. In the ma-
chine learning model example given above, the features would be the attributes of
patients, for example age of patient or tumour location. Further, for the machine
learning model to be successful, the features must be associated with the model
output. In the case of predicting the optimal form of radiotherapy for a patient, one
would have to know the traits of a patient indicating the need for proton therapy.
Thus, before constructing the machine learning model, features must be extracted
from patient data.

Considering using machine learning for the purpose of proton therapy prioritisation
is new in the field of radiation oncology [14]. Thus, this thesis will explore what
patient factors extracted from CT images and dose plans are significant for predict-
ing the optimal radiotherapy treatment. The goal of these features is to accurately
predict dose given to an organ at risk for each radiotherapy treatment method. This
is because the doses to organs largely determines the preferred treatment for a pa-
tient [14]. Therefore, a machine learning algorithm could use the dose predictions
in the prioritisation process.

Through a collaboration between the Norwegian University of Life Sciences, Uni-
versity of Oslo, and Oslo University Hospital, data concerning 225 patients with
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recorded head and neck cancer (HNC) was contributed to this thesis. The variables
for describing the head and neck region of the patients were selected through guid-
ance from oncology research and radiologists. Further, the same variables extracted
were used for an explorative analysis of dose distributions. Additionally, assump-
tions concerning the data set was also conducted.
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Chapter 2

Theory

2.1 Radiotherapy: protons versus photons

The most common form of radiation therapy thus far is based on photons [18].
The radiotherapy method uses high-energy x-rays (electromagnetic radiation) [19],
which yield parcels of energy called photons [20]. Photon therapy has proven quite
successful in treating cancer. However, the manner by which photons deposit en-
ergy in matter results in irradiation of surrounding healthy tissue and organs, which
is harmful to the patient [12]. Thus, the interest for protons arose. The method
using protons was first introduced in the 1950’s, but unrealistic to perform at the
time due to both technological [21] and financial [22] limits. Today, even though
the equipment and procedures are still very expensive, researchers are looking into
when the costs might be worth it.

The reason as to why using protons is theoretically a better choice is illustrated in
Figure 2.1 on the following page. When a patient is irradiated with photons, most
of the energy is deposited at the beginning of the beam. As the x-ray penetrates
deeper into the body, there is a steady drop of energy deposited. Also, there is an
exit dose beyond the tumour [12]. Thus, tissue surrounding the tumour may receive
a considerable radiation dose, resulting in tissue damage. On the other hand, the
amount of energy deposited when using protons is at its maximum deeper into the
patient’s tissue [12], at the curve’s Bragg peak. Further, a tumour can be irradiated
by proton beams using different energies, which achieves what is called a spread-
out Bragg peak [12]. This is done to irradiate the different depth levels of the
tumour, resulting in the tumour being irradiated as much as possible, with minimal
irradiation of the surrounding tissue.

Nonetheless, proton therapy has a large investment cost to consider. The cost for a
proton facility is 3.2 larger than for a photon facility [23]. The construction cost for
the two proton therapy centres to be built in Norway is estimated to be 2.9 billion

5



6 CHAPTER 2. THEORY

Figure 2.1: Illustration of dose deposited in tissue as a function of depth by a photon
beam, single proton beam and spread-out proton beam.
”BraggPeak” by Dr A A Miller \CC BY-SA 3.0. Edit: Other explanations were added to the graphs.

NOK [24]. Nevertheless, since proton therapy can achieve accurate dose delivery,
this can result in fewer complications for the patients, and therefore fewer medical
treatments later in life [25]. Proton therapy might, therefore, save money in the long
run. Although this might be true, there is no randomized trial yet to prove this [26].
Thus, access to proton centres for cancer patients remains limited.

Due to the high costs and limited access, a prioritisation of patients who would be-
nefit the most from proton therapy must be done [27]. Some patients are already
prioritised over others, such as children [6]. This is because children are still phys-
ically developing, and harming healthy organs and tissue can have a greater negative
effect than to irradiate the same organs in an adult [13]. Furthermore, some organs
can be irradiated without too many after-effects or complications. There are some
organs which should be completely left unirradiated [14]. Section Section 2.3 on
page 7 describes the relevant organs at risk to consider for this thesis.

2.2 Different target volumes in radiotherapy

When planning a radiotherapy session, the volume which needs to be irradiated is
referred to as the target volume. Further, the target volume is divided into four sub-
categories: the gross target volume (GTV), clinical target volume (CTV), internal
target volume (ITV) and planning target volume (PTV) [28].

GTV and CTV are biological concepts [29]. The GTV refers to the visible part of
the tumour in medical images. The CTV is the suspected extension of the tumour,
which may also include surrounding lymph nodes.
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The ITV and PTV are volumes which
compensate for irregularities and uncer-
tainties related to the differences between
the planning dose and actual irradiated
area [28]. The CTV may vary in size,
shape and position, therefore an internal
margin must be added, thus resulting in
the ITV. Further, the PTV is defined to se-
lect appropriate beam settings. As a res-
ult, PTV ensures the desired irradiation
dose is given to the tumour. The differ-
ence in target volumes is illiustrated in
Figure 2.2

Figure 2.2: Illustration of the differ-
ent target volume definitions.

2.3 Organs at risk for head and neck cancer

Radiotherapy usually affects organs and tissue surrounding or close to the PTV
[9][8][10]. These organs are referred to as organs at risk (OAR), where some OARs
are given a higher protection priority than others [14]. Which OARs that are prior-
itised vary depending on the location of the PTV and other patient specific factors.
However, since this thesis will only look at HNC, only OARs in this area will be
discussed. Further, there might be some OARs in HNC not mentioned in this thesis.
Nonetheless, the OARs discussed will be organs that have reported to be focused on
in oncology research [9][8][10][14].

An OAR that should have a limited
amount of irradiation is the medulla ob-
longata of the brain stem, shown in Fig-
ure 2.3. The reason for this is that the
medulla plays a vital role for several basic
functions of the body, such as blood flow
and breathing [30]. Therefore, no harm
should be done to the medulla, and one
needs to be strict using small irradiation
doses only [14].

More common concerns for radiotherapy
treatment after-effects for HNC patients
are xerostomia (dry mouth) and sticky
saliva. Many patients have trouble with
these issues years after treatment [8].

Figure 2.3: Illustration of the location
of the medulla oblongata, a part of the
brain stem. The name of the medulla
is circled in red.
”Diagram showing the brain stem which includes the medulla oblongata,

the pons and the midbrain (2) CRUK 294” by Cancer Research UK \CC

BY-SA 4.0. Edit: Added red circle.
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The OARs found to be related to these
issues are the salivary glands, meaning
the parotid, submandibular and sublin-
gual glands, as shown in Figure 2.4.

Despite the fact that these after-effects are
bothersome for the patient, they are not
life or death critical. Also, some patients
who end up with xerostomia or sticky
saliva improve over time [8]. There-
fore, the dose given to the salivary glands
should be minimal, but is not as big of
a priority as the medulla is. However,
if one salivary gland is located such that
it receives a large radiation dose, meas-
ures should be taken to spare the other one
[31].

Figure 2.4: Side-view of the three
main types of salivary glands. Hu-
mans have a pair of each type of
salivary gland shown, the left and the
right side, giving six main salivary
glands in total.
”Blausen 0780 SalivaryGlands” by Bruce Blaus \CC BY 3.0.

HNC patients may also struggle with dysphagia (swallowing difficulty) after radio-
therapy [9]. The mean doses to the superior pharyngeal constrictor muscle (Fig-
ure 2.5a) and the supraglottic larynx (Figure 2.5b) were found to be the most accur-
ate OAR predictors of whether the patient would get dysphagia [9]. Further, other
factors, such as age, also affect the likelihood for the patient to develop dysphagia.
Thus, more research is needed on this topic. However, the organs mentioned are still
OARs to be considered when doing radiotherapy to minimise the risk of dysphagia.

(a) Side-view of the superior constrictor
muscle. The superior constrictor muscle’s
name and location is circled in red.
”Image from page 398 of Anatomy, descriptive and surgical (1887)” by H.

Gray, T. Pickering and William Williams \CC BY 2.0. Edit: Added red

circle.

(b) Location of the supraglottis in the
larynx. The name of the supraglottis is
circled in red.
”Larynx and Nearby Structures” by National Cancer Institute \Public Do-

main. Edit: Added red circle.

Figure 2.5: Illustrations of the locations of the superior constrictor muscle and the
supraglottic larynx.
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2.4 CT images and dose plans

With Computed Tomography (CT) one can achieve image slices of the patient’s
bones and tissues [32]. CT works by emitting x-ray photons on the patient by hav-
ing the emitter rotate around the part of the body that needs examining. Directly
opposite of the beam is a x-ray detector, receiving the transmitted photons. Thus,
by knowing how much of the beam was emitted and transmitted, one can calculate
the attenuation coefficients of the volumes.

The attenuation coefficient µ of a material measures how much the beam has weakened
(attenuated) when the x-ray photons transmit through the material [33]. The intens-
ity of photons transmitted I is calculated using Equation (2.1), where I0 is the initial
intensity of the photons, µ is the attenuation coefficient, and x is the photons’ trav-
elled distance.

I = I0e−µx (2.1)

The two-dimensional image slices achieved by CT can be added on top of each
other to create a three-dimensional image [32]. A three-dimensional image consists
of a grid of voxels (volumetric pixels). Each voxel corresponds to a small volume
unit, which depends on the image’s resolution. A voxel can contain a value corres-
ponding to the small volume unit. In a CT image, the value of a voxel represents
the attenuation coefficient for the specified volume unit [34].

The attenuation coefficient values in a CT image can be used to distinguish type
of tissues inside the body [35]. Bones have a high attenuation value, and absorb
much of the radiation emitted [36]. Air and water, on the other hand, have small
attenuation coefficients, because most emitted photons transmit to the detector.

Before examining CT images, it is common to fit the attenuation values into the
Hounsfield scale. This means the values are normalised to the attenuation of water
[37], where air has a value of -1000 HU and bone between +700 and +3000 HU
[38], where HU stands for Hounsfield Unit.

To enhance the contrast of a specific tissue that is being examined in the CT image,
CT windowing is done. How windowing works is well explained by Xue et al.
[39]: ”Windowing is controlled by two parameters: window level (WL) and window
width (WW). (...), only the tissues with HU values within the specified window
([WL-WW/2, WL+WW/2]) are mapped onto the full range of gray scale; the tissues
with HU values above (>WL+WW/2) or below window (<WL-WW/2) are set to
be all white or all black.”. Thereby, windowing enhances the tissues relevant for the
examination.

Further, the CT scan of a cancer patient is used to create an individual radiother-



10 CHAPTER 2. THEORY

apy treatment plan specific to the patient, called a dose plan [40]. The dose plan
illustrates what doses will be given to different volumes of the patient’s body. For
example, the PTV will be given a high dose value, while the OARs will be given a
lower dose. By this, each voxel of a dose plan has an associated dose value, given
in Gy, which represents the planned dose to give the voxels.

2.5 Machine learning

As stated earlier, machine learning is a data analysis method which can identify
patterns, and use these patterns for later predictions [16]. There are three different
types of machine learning: supervised, unsupervised and reinforcement learning
[41]. In this thesis, we will only focus on supervised learning, and will refer to this
machine learning type when discussing machine learning further.

2.5.1 Supervised learning

Raschka and Marjaili write in the book Python Machine Learning [41] that ”The
main goal in supervised learning is to learn a model from labelled training data
that allows us to make predictions about unseen or future data. Here, the term
supervised refers to a set of samples where the desired output signals (labels) are
already known.”. Thus, the data set needs features and labelled output data to train
a model. Then, the model can predict labels for unseen data later.

Within supervised learning, there are two subcategories: classification and regres-
sion analysis [41]. Within classification, the labels are discrete class label outputs,
and are either binary or multiclass labelling tasks. For regression however, outputs
are continuous.

A binary classification task is when the machine learning model needs to distinguish
between two possible cases [41]. For example, the task could be to decide whether
a fruit is an apple or not. Moreover, in binary classification, the class describing the
occurrence of an instance is called the positive class, while the class describing a
non-occurrence is called the negative class. In the apple example, the instances of
apples belong in the positive class, whereas the instances that are not apples belong
in the negative class.

When there are more than two possible discrete label outputs, however, it is a mul-
ticlass classification task [41]. By extending the apple classification problem to also
classify other types of fruit (e.g. pears, bananas, oranges), this would become a
multiclass classification problem.
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Unlike classification, regression analysis
is for predicting continuous responses
[41]. Therefore, a regression task in-
volves using features and a continuous
response variable to try and find a rela-
tionship between them. For example, the
hours slept may have a relation to the
amount of coffee drunk the next morning.
To build a regression model from this hy-
pothesis, the hours slept and coffee con-
sumed would be recorded for a period of
time. Then, this data could be used to
predict the amount of coffee one is likely
to drink, based on the hours of sleep the
previous night. Figure 2.6 illustrates a
linear regression of the example. How-
ever, it is important to note that models
in regression analysis can be non-linear
as well, meaning the model consists of a
non-linear combination between the vari-
ables [41].

Figure 2.6: Example of a linear re-
gression model, with hours slept as
a feature and coffee amount as the
continuous response variable. The
rounded, purple rectangles represent
sample points, and the green line rep-
resents a fitted linear regression line
of the data.

2.5.2 Preprocessing

As Raschka and Marjaili state in Python Machine Learning [41]: ”Raw data rarely
comes in the form and shape that is necessary for the optimal performance of a
learning algorithm.”. A data set needs to be prepared and refined before using it for
machine learning. Some preprocessing steps include:

• splitting the data set into training, test and validation sets.

• encoding categorical data values.

• scaling features using either normalisation or standardisation.

In addition, feature extraction, feature selection and dealing with missing values
are also elements of preprocessing [41]. However, this thesis will not explain tech-
niques for handling missing values, and only feature selection methods used in the
thesis are explained. Nonetheless, these are otherwise important steps in the pre-
processing of data.
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Encoding categorical data

There are two subcategories to categorical data: nominal and ordinal [41]. Ordinal
features have values which can be sorted, whereas nominal features cannot be sor-
ted. For example, size and colour can be features to describe t-shirts. The sizes
would be an ordinal feature, because sizes are ordered as S < M < L. On the other
hand, for the nominal colour feature, there is no such order.

For machine learning algorithms to understand categorical values, they need to be
described numerically [41]. For ordinal features, one can assign different integers
to represent each nominal value. Accordingly, the size feature of the t-shirt could
be transformed to S = 0, M = 1 and L = 2. A learning algorithm would interpret the
transformed size features as having a particular order, because 0< 1< 2. Therefore,
a different approach must be taken with nominal features.

A method for encoding a nominal feature is to create a dummy feature for each
unique value the nominal feature has [41]. A dummy feature contains mostly zeros,
but are equal to 1 for the instances where the value of the dummy feature is true.
The pandas package [42] of Python has a convenient method for creating dummy
features called get dummies.

Splitting the data

In supervised learning, one partitions the data set into training and test set [41].
The training data set is for fitting the machine learning model, and the test set is for
prediction using the fitted model. Thus, the model has two performance evaluations,
where the test set gives an unbiased evaluation.

Additionally to the training and test set, a part of the training set can be partitioned
and used as a validation set [43]. The validation set is used for predicting and
estimating the performance of a model for further tuning. The procedure of tuning
a model is explained in Section 2.5.6 on page 24.

A visual representation of a data set partitioned into a train, validation and test set
is in Figure 2.7 on the next page.

Selecting the sizes of a train, validation and test set is only solved through empirical
investigation [44]. However, common split ratios of training and test sets are 60:40,
70:30 and 80:20 (training : test) [45]. When deciding the split ratio, one must avoid
allocating too much information to the test set. However, a smaller test set may also
lead to a more inaccurate estimation of the fit.

The function train test split from the scikit-learn package (also known as sk-
learn) [46] of Python partitions a given data set into separate training and test sets
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Figure 2.7: A data set partitioned into a train, validation and test set.

[41]. With train test split one can decide the proportion of the data to be set
aside for the test set. Additionally, the parameter stratify is used if one wishes
that the train and test sets have the same proportions of class labels.

Feature scaling

Feature scaling is to set the features onto the same scale [41]. If any features have
larger scales than the others, then these features will weigh heavier for the optim-
isation process than the other features. As a result, the features with larger scales
have a greater impact on the resulting model. Therefore, the motivation for feature
scaling is to ensure that the machine learning algorithm weighs all features equally.

Decision trees and Random Forest (explained in Section 2.5.5 on page 23) are two
examples of machine learning algorithms that do not require feature scaling [41].
Nevertheless, most machine learning algorithms do. Therefore, it is an important
preprocessing step to consider.

A common approach to feature scaling is standardisation [41]. To standardise the
features in a matrix X, Equation (2.2) is applied to each value x(i) of each feature
column x, where µx and σx are the sample mean and standard deviation of the
associated feature column. The result of standardisation is that the scaled feature
columns are centred with a mean equal to 0 and a standard deviation of 1 [41].

x(i)std =
x(i)−µx

σx
(2.2)

The Python package scikit-learn [46] has an implemented class for executing stand-
ardisation called StandardScaler [41]. The StandardScaler is fitted to the train-
ing set, and then used to transform both the training set and test set. The order of fit-
ting and transforming the StandardScaler is to ensure that the StandardScaler
is not influenced by the test set.
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2.5.3 Overfitting and underfitting

The goal of machine learning is to create a model with a high prediction perform-
ance. The cause of a model’s poor performance is due to either overfitting or under-
fitting [47]. Therefore, measures must be taken to prevent overfitting and underfit-
ting.

Overfitting and underfitting is when a model does not generalise well on unseen test
data [41]. An overfitted model is unreasonably complex with too many parameters
describing it. Thus, overfitted models are sensitive to a data set’s randomness (high
variance), which leads to poor performance of the test data. On the other hand, an
underfitted model is not complex enough to capture the pattern of the training data.
There is a systematic error between the true labels and predictions of an underfitted
model (high bias). Hence, underfitted models also suffer from poor performance
on the test data, additionally to poor performance on the training data. Thus, the
goal is to build a robust model that scores almost equally well on training and test
data. The differences between overfitted, underfitted and robust regression models
are illustrated in Figure 2.8.

Figure 2.8: Illustration of an underfitted, an overfitted and a robust regression model
for a data set. The blue dots represent sample points from a training set, and the
orange lines represent different regression models fitted to the data.

There are several methods to prevent overfitting or underfitting a model [41]. For
an underfitted model, one tries to increase the complexity, for example by adding
model parameters and features describing the data set. Contrarily, one tries to de-
crease the complexity of an overfitted model. Some techniques include reducing the
number of features, ensembling and regularisation. (Examples of what ensembling
and regularisation entail are described later in Section 2.5.5 on page 19).
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Techniques for adjusting the dimensionality of a feature subspace

Polynomial regression is a method for increasing the number of features, thus in-
creasing the complexity of a machine learning model [41]. The method works by
combining features as different polynomial terms. The polynomial features are
combined up to a certain polynomial degree. For example, if a data set has the two
features [a, b], the polynomial terms of degree two would be [1, a, b, a2, ab, b2]
[46].

Sequential Backward Selection (SBS) is a feature selection algorithm that aims to
reduce the number of features [41]. SBS sequentially removes features from the
full feature set until the new feature set only has the requested number of features.
The algorithm determines which feature to sequentially remove based on which
feature combination that results in the lowest difference in performance before and
after the removal of a particular feature. In other words, each time SBS needs to
remove a feature from the original data set, it removes the feature that causes the
least performance loss after removal.

A variation of SBS is Sequential Backward Floating Selection (SBFS) [48]. Sim-
ilarly to the SBS, SBFS sequentially removes features. However, after the SBFS
has found a feature to remove from the feature set, the algorithm looks through the
previously disregarded features to evaluate if adding one of the previously removed
features will improve the performance. If the performance is improved by adding a
previously removed feature, the algorithm adds back said feature to the feature set.
The SBFS will then find another feature to remove to ensure that the dimensionality
of the feature set is reduced.

2.5.4 The cost function and its metrics

To estimate how well a machine learning model is performing, a cost function is
used. Cost functions measures how well a model is able to predict a class or re-
sponse by using the associated features [49]. Although cost function types differ,
they typically express the performance score as a difference or distance between the
predicted and true value. Therefore, the goal of machine learning is to minimise the
cost function [41].

Cost functions use different metrics (or scorers) for estimating performance [41].
Moreover, metrics vary for different machine learning problems. Thus, regression
problems use different metrics than classification problems.

Additionally, subcategories of a classification or regression problem also impact the
decision of a metric [41]. For example, the metric of a binary classification problem
might not work for a multiclass classification problem. Further, the decision of
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a metric depends on prioritisation of the outcome. This is the case when one for
example wants the model to have a higher accuracy score for predicting one class
than another.

Due to the large number of metrics, this thesis only explains a few methods of
estimating a model’s performance.

Classification metrics

The performance of a classification model can be illustrated using a confusion mat-
rix [41]. The confusion matrix of a binary classification problem is a square matrix
with the values for the number of true positives (T Ps), true negatives (T Ns), false
positives (FPs) and false negatives (FNs). T P and T N are the number of correctly
classified positive and negative class instances, and the FN and FP are the number
of incorrectly classified positive and negative class instances. Thus, the number of
correctly classified instances are on the diagonal of the confusion matrix. Figure 2.9
illustrates the set-up of a confusion matrix for a binary classification problem.

Figure 2.9: Set-up of a confusion matrix for a binary classification problem. P and
N represent the positive class label and negative class label. T P = true positives,
FN = false negatives, FP = false positives, T N = true negatives.

There are various performance metrics to calculate using the information found in
a confusion matrix. Classification accuracy (ACC), precision (PRE), recall (REC)
and the F1 score are four possible measurers of performance [41].

ACC is a metric for providing general information about the number of samples that
are misclassified [41]. The calculation of ACC is the sum of true predictions divided
by the number of total predictions. Therefore, ACC is defined by Equation (2.3) on
the next page, where T P and T N are the true positives and negatives, and FP and
FN are the false positives and negatives.
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ACC =
T P+T N

FP+FN +T P+T N
(2.3)

PRE is the fraction of correctly classified positive class instances given the number
of all instances that were classified as positive. The calculation of PRE is done using
Equation (2.4), where T P is the number of true positives and FP is the number of
false positives.

PRE =
T P

T P+FP
(2.4)

REC, on the other hand, is the fraction of correctly classified positive class instances
given the number of all positive class instances there are in the data set [41]. Equa-
tion (2.5) is used for the calculation of REC, where FN is the number of false
negatives.

REC =
T P

FN +T P
(2.5)

The F1 score, which is a combination of PRE and REC, is the precision metric
often used in practice, and is defined by Equation (2.6) [41]. The values of an F1
score are between 0 and 1, where 1 is the highest F1 score a model can achieve.

F1 = 2
PRE×REC
PRE +REC

(2.6)

The advantage of the F1 score over ACC is that the F1 score is a balance between
PRE and REC [50]. ACC does not represent the misclassifications. In many clas-
sification cases, it is also important to detect misclassified instances, and not only
measure the model’s accuracy. Therefore, a score which uses all T P, T N, FP, and
FN would be a solution to the problem of ACC.

Although the metrics explained above are specific to binary classification problems,
it is possible to extend them to multiclass classification problems [41]. One-versus-
Rest (OvR) is a technique that extends a binary classifier to multiclass classification
problems. This is done by training a single classifier per class, where each specific
class is treated as the positive class and the rest as negative classes. Therefore, by
averaging the results after an algorithm has used OvR, one can calculate the F1
score of a multiclass problem.

There are two different averaging methods to choose from when calculating the F1
score for a multiclass classification problem [41]. The micro average is calculated
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using the T Ps, T Ns, FPs and FNs of each trained classifier from the OvR. Con-
trarily, the macro average is calculated by adding the performance score from each
classifier and dividing by the number of classifiers used. If one wants to weigh each
class label equally, the micro average is preferred.

Also, after using the OvR technique, a confusion matrix for a multiclass classifica-
tion problem can be constructed [46]. Similarly to the confusion matrix of a binary
classification problem, the dimensions reflect the number of classes a classification
problem has. Thus, a confusion matrix for a multiclass classification problem is a
square matrix and at least 3× 3. Therefore, if a multiclass classification problem
has five classes, its confusion matrix would be 5× 5, and the number of correctly
predicted instances would appear on the diagonal of the confusion matrix.

Regression metrics

The errors of a regression model are called residuals [41]. A residual of an instance
i is defined as e(i) = y(i)− ŷ(i), where y(i) and ŷ(i) are the true and predicted response
values of the instance i, respectively.

A regression model’s performance can be measured by estimating its Mean Square
Error (MSE) [41]. The MSE is calculated by Equation (2.7), where e(i) is the resid-
ual of instance i, and n is the number of instances in the data set. The MSE value
of a regression model should be as low as possible, which would indicate a high
model performance. If the MSE of a model is equal to 0, then the model fits the
data perfectly.

MSE =
1
n

n

∑
i=1

(e(i))2 (2.7)

Although MSE is a simple metric, the squaring of the errors can result in a large
MSE value due to a single large residual [51]. The root mean squared error (RMSE)
is a variation of the MSE that is less sensitive to deviant residuals. RMSE is defined
in Equation (2.8), where e(i) is the residual of instance i, and n is the number of
instances in the data set. Similarly to MSE, a low RMSE value signifies an accurate
regression model, and the lowest RMSE value a model can have is 0.

RMSE =
√

MSE =

√
1
n

n

∑
i=1

(e(i))2 (2.8)

Both the MSE and RMSE have the disadvantage that they are dependent on the
scale of the data set [51]. For example, a MSE value of 27 can be large for one data
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set, while it is a low MSE value for another data set. As a result, it can be difficult
to know how accurate a model is. Therefore, the coefficient of determination, often
referred to as the R2 score, is a metric that is independent of a data set’s scale. Thus,
the R2 score makes it easier to interpret a model’s performance.

The R2 score can be understood as a standardised version of the MSE, and is cal-
culated using Equation (2.9), where Var(y) is the variance of the response y of the
data set [41]. When MSE of a model is 0, then the R2 is equal to 1, meaning if a
model fits the data perfectly, then the R2 score is equal to 1. The R2 is bounded
between 0 and 1 for the training data set, but can be negative for the test set. If the
R2 is negative, it means that the MSE > Var(y), and thus the errors of the test set
are larger than the variance of the response values.

R2 = 1− MSE
Var(y)

(2.9)

Finally, the Mean Absolute Error (MAE) is a performance metric which can be a
valid choice over MSE if there are outliers in the data set [51]. MAE is defined
by Equation (2.10), where e(i) is the residual of instance i, and n is the number of
instances in the data set.

MAE =
1
n

n

∑
i=1
|e(i)| (2.10)

2.5.5 Algorithms

A machine learning algorithm is a method to use for executing learning of data [52].
There are many learning algorithms to choose from, therefore, only a few of them
are explained in this thesis.

Logistic Regression

An explanation of how a logistic regression algorithm learns is easier to understand
knowing how the simpler perceptron algorithm works.

In the example of a binary classification for a perceptron, there are two possible
outcomes, 1 (positive class) and −1 (negative class) [41]. To decide between 1 and
−1, a decision function φ is used. A decision function takes in data set values of an
instance x, and decides which class x belongs. x is defined as
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x =


x1
x2
...

xm


where m is the number of features of an instance x.

However, a decision function φ must also determine how much each feature should
be weighted to make a correct classification choice [53]. Therefore, the input z of a
decision function is written as a linear combination of the values x and their weights
w. Hence, the input z is equal to w1x1 +w2x2 + ...+wm,xm, where m is the number
of features, and the weights vector w is defined as

w =


w1
w2
...

wm


A decision function also requires a threshold value [41]. If an input z of the decision
function φ(z) is greater than a certain value θ , then φ(z) should be equal to 1.
Alternatively, φ(z) should be equal to −1. Thus, the output equation of φ(z) is
given by Equation (2.11).

φ(z) =

{
1 i f z≥ θ

−1 otherwise
(2.11)

A simpler version of Equation (2.11) is acquired by redefining z [41]. By adjusting
Equation (2.12) into Equation (2.13), and then redefining θ as explained in Equa-
tion (2.14), then Equation (2.11) can be defined as Equation (2.15).

z = w1x1 +w2x2 + ...+wm,xm ≥ θ (2.12)
z =−θ +w1x1 +w2x2 + ...+wm,xm ≥ 0 (2.13)

z = w0x0 +w1x1 +w2x2 + ...+wm,xm ≥ 0 w0 =−θ ,x0 = 1 (2.14)

φ(z) =

{
1 i f z≥ 0
−1 otherwise

(2.15)
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Thus, the weights w for the linear combination of input value z are important for
correctly classifying the instance x [41]. Essentially how a perceptron learns is by
comparing the true class labels with the predicted class labels. Consequently, the
perceptron will adjust the weights in order to make more accurate predictions with
future data.

The learning approach is the difference between a perceptron and the logistic re-
gression algorithm [41]. Despite its name, logistic regression is a classification
algorithm. Like many other learning algorithms, logistic regression relies on an-
other function to update the weights. The activation function of logistic regression
is called a logistic sigmoid function (abbreviated as the sigmoid function). The
sigmoid function is defined in Equation (2.16), where z = ∑

m
i=0 wixi. Plotting Equa-

tion (2.16) for z = [−6,6] results in Figure 2.10.

φ(z) =
1

1+ e−z (2.16)

Figure 2.10: Plot of a sigmoid curve. φ(z) from Equation (2.16) for the input values
z = [−6,6] results in output values between φ(z) = [0,1].
”Logistic-curve” by Qef (Wikimedia Commons user) \Public domain. Edit: Changed axes values, and added title and axes labels.

As illustrated in Figure 2.10, the sigmoid function takes in real values, and trans-
forms them into values in the range of 0 and 1, with 0.5 as the intercept. The output
of φ(z) can be interpreted as the probability that a sample z belongs to class 1 [41].

While the sigmoid function is used as an activation function, logistic regression
still uses a threshold function for prediction [41]. The threshold function, Equa-
tion (2.17) on the following page, converts the output of the activation function into
a binary outcome. ŷ is the predicted outcome and φ(z) is the output of the sigmoid
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function. Equivalently, the threshold function to a logistic regression can be written
as Equation (2.18), where ŷ is the predicted outcome, and z is the linear combination
of a data sample and its weights. Thus, for a logistic regression, the positive class
is 1, and the other class is 0.

ŷ =

{
1 i f φ(z)≥ 0.5
0 otherwise

(2.17)

ŷ =

{
1 i f z≥ 0.0
0 otherwise

(2.18)

Logistic regression uses regularisation to tune the complexity of the model [41]. The
idea behind regularisation is to add additional information (bias) to the cost function
for penalising extreme weight values. The common L2 regularisation adds the term
λ

2 ||w||
2 to the cost function, where w are the weights in vector form, and λ is the

regularisation parameter. The regularisation parameter λ controls the regularisation
strength.

When using logistic regression, the parameter C can be tweaked, which is defined
as the inverse of λ [41]. Thus, decreasing the value of C leads to the increase in the
value of λ and also the regularisation strength.

Lastly, the logistic regression classifier can be used for a multiclass classification
problem by using the OvR technique introduced in Section 2.5.4 [41].
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Random Forest

The Random Forest algorithm is a ma-
chine learning technique which combines
multiple decision trees [41]. A decision
tree splits the data on a value of a fea-
ture to differentiate the samples from each
other. This procedure is done repeatedly
for various values of distinctive features
until the data samples are distinguish-
able. Consequently, the result of a de-
cision tree is a tree-like structure where
the final nodes are the predicted outcome
of a sample. An example of a decision
tree created for the prediction of Titanic
survivors based on passenger information
is illustrated in Figure 2.11.

Moreover, the Decision Tree algorithm
splits the data using the most descriptive
features, thus achieving informative splits
[41]. However, the number of splits and
the depth of a tree also impacts the use-
fulness of the splits. As a result, decision
trees may easily lead to overfitting.

Figure 2.11: Example of a decision
tree for prediction of Titanic surviv-
ors using the passengers’ data. The
bold statements are evaluation state-
ments regarding features for splitting
the data. The coloured nodes are pre-
dicted outcomes. Below each node
is the associated percentage (rounded
up) of the samples categorised into
that specific node.
”CART tree titanic survivors” by Stephen Milborrow \CC BY-SA 3.0.

Edit: Added ’yes’ and ’no’ to all the branches, and only kept percentage

below the nodes.

A solution option for preventing overfitting when using Decision Trees is to use an
ensemble of decision trees for prediction, namely a Random Forest algorithm [41].
The idea behind ensembling is to combine classifiers into a meta-classifier, resulting
in a better generalisation performance than each individual classifier alone. There-
fore, the decision trees that individually suffer from high variance will generalise
better when assembled together.

The ”randomness” in a Random Forest is from the procedure of building the de-
cision trees [54]. A random sample of m predictors are chosen from the full set
of p features. For example, a typical set of m are m =

√
p. A new sample m is

chosen for each split. Thus, by forcing the algorithm to evaluate different features
for each split, decision trees become less correlated. Consequently, ensembling the
final decision trees reduces variance, and hence the Random Forest becomes more
reliable.

The prediction of an unseen sample is predicted by the majority vote of the de-
cision trees used in the Random Forest [41]. Thus, Random Forests have lower
interpretability than the Decision Tree algorithm, yet gains low susceptibility to
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overfitting.

Additionally, there is only one important parameter that requires tuning in a Ran-
dom Forest algorithm, which is the number of trees to use for the Random Forest
[41]. Thus, it is more difficult to create an overfitted Random Forest.

Nevertheless, it is also possible to tune other parameters than number of trees for a
Random Forest [41]. The algorithm uses a function to measure the quality of a split,
and which function to use can be selected by the data scientist. Plus, the equation
for deciding number of m predictors of the total set p to use for potential tree splits
can also be decided.

Although the example given in Figure 2.11 for a decision tree was for a binary clas-
sification task, Decision Trees and Random Forests can also be used for regression
[41]. One difference between the Random Forest classifier and regressor is the types
of functions one can use for measuring the quality of a split. For regression these
are MAE and MSE [46]. Also, the predicted target response is calculated using the
average prediction of all decision trees in Random Forest regression.

2.5.6 Hyperparameter tuning

As aforementioned, a learning algorithm has different parameters that are specified
by the user. For example, the number of decision trees used in a Random Forest, or
the parameter C for Logistic Regression, are parameters that must be chosen. These
type of parameters are called hyperparameters [41].

Varying the values of hyperparameters makes the algorithms behave differently. For
example, the hyperparameter C decides the complexity of a Logistic Regression.
Moreover, different hyperparameter combinations are optimal for distinct data sets.
Therefore, tuning the algorithms’ hyperparameters to be optimal for a specific data
set helps with the resulting prediction performance [41].

Hyperparameter tuning can be done using a grid search [41]. A grid search is a
search paradigm which evaluates model performance for all combinations of the
training set with specified hyperparameter values. From this, the grid search obtains
the optimal combination of hyperparameter values possible for the training set.

However, the hyperparameter values combination might be optimal only for the
given training set, which leads to overfitting [55]. Therefore, an approach for avoid-
ing overfitting is to use cross validation (CV) in the grid search.

The most common form of CV is K-Fold CV [55]. A K-Fold CV splits a training
set into K number of subsets, which are referred to as folds. The model used in
the CV is iteratively fit K number of times. Each time the model is fitted, a unique
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combination of K− 1 number of folds are used for training. The withheld fold is
used for evaluating the fit (a validation fold) with the use of a specified performance
metric. A visual representation of the folds for each fit for a 5 fold CV is shown in
Figure 2.12.

Figure 2.12: A training set divided into folds for a 5 fold CV. The blue box illustrates
a training set, the purple a training fold, and beige a validation fold.

2.6 Features of objects in images

There are many features one can extract from image data. For example, edges
and point patterns in an image give valuable information for an image recognition
problem. However, as discussed, the features need to be related to the goal set.
Therefore, the features explained here are the ones relevant for the purpose of this
thesis, which are size and distance measurements.

2.6.1 Volume

The most straightforward method of calculating the size of an object in an image
is by simple addition. A three-dimensional image consists of a grid which is made
up of voxels. An object delineated in the image would therefore consist of a cer-
tain number of voxels. For example, an object can be defined by 50 voxels in a
three-dimensional image. As each voxel corresponds to a small volume unit, for
example 1 mm3, the 50 voxels would equal 50 mm3. Thus, adding up the number of
delineated voxels will result in the volume of the object.
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Overlapping volumes

The volumes of delineated objects in an image may overlap. A simple way to
numerically quantify the overlapping volume is to calculate the intersection of the
objects’ volumes. Thus, the overlapping volume is defined as |A∩B|, where A and
B are two volumes composed of voxels.

Another technique to describe the overlapping volume is by using the Dice Sim-
ilarity Coefficient, DSC. DSC is defined by Equation (2.19), where A and B are
two volumes composed of voxels [56]. DSC in the medical physics world today
is mostly used to evaluate how well an automatic segmentation method completes
its tasks [56] [57]. However, DSC is simply a measure of similarity between two
samples. As such, Equation (2.19) can be used as a measure of overlapping voxels
of two objects. If Dice(A,B) from Equation (2.19) is equal to 1, the voxel sets of A
and B are identical, whereas if Dice(A,B) = 0, A and B have no voxels in common.

Dice(A,B) =
2|A∩B|
|A|+ |B|

(2.19)

2.6.2 Euclidean distance and its variations

The distance between the tumour and OARs will affect the radiation dose received
by the OARs [14]. This distance can be calculated using several different tech-
niques. However, the goal is to limit the number of features for the machine learn-
ing model. Therefore, it is important to use a distance measurement technique that
results in the strongest correlation between dose given to the OAR and distance to
the PTV.

The Euclidean distance method, which is based on Pythagoras theorem, is one of
the most used distance calculation methods [58]. This is because the technique is
easy to understand and simple to use for any dimension. In a two-dimensional space
one would use Equation (2.20) to calculate distance di j between the points (xi,yi,zi)
and (x j,y j,z j) in the xyz- space.

di j =
√
(xi− x j)2 +(yi− y j)2 +(zi− z j)2 (2.20)

Even though the Euclidean distance method is simple to use for two points, it be-
comes slightly more complicated for calculating the distance between two objects
or regions. This is because one would also need to choose which points within
the regions to calculate the distance between. The first choice might be the centre
points. However, it is also possible to calculate the minimum or maximum distance
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between the regions, by choosing the points that result in the smallest or largest
distance possible. The centre-to-centre distance and minimum centre-to-centre dis-
tance is illustrated in Figure 2.13.

Figure 2.13: Two regions in the xy- plane with points to measure the distance
between. The points (xi,yi) and (x j,y j) are chosen to be either (a) points in the
centre of the regions, or (b) points in the regions that result in the smallest possible
distance between them.

The choice of distance depends on which technique would give the most relevant
information. However, a disadvantage for calculating the minimum or maximum
distance is that this requires more computational resources. When calculating the
distance between the centre points, one needs to first find the centres of the objects
and then use Equation (2.20). On the other hand, to calculate the minimum or max-
imum distance, several distances need to be calculated before determining which
points of the object results in the minimum/maximum distance.

2.7 Exploratory Data Analysis methods

Exploratory Data Analysis (EDA) is the approach of exploring a data set using
methods and tools which illustrate the features and values, thus giving insight into
the data at hand [41]. It is recommended to do at least a few EDA techniques before
training machine learning models. Considering that there are many EDA techniques
available, the methods discussed here will simply be the ones chosen to perform on
the HNC data set. The only EDA tools used on the HNC data set that are not
explained below are scatter and histogram plots.
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2.7.1 Box plot

A box plot illustrates the range of val-
ues for a data set by using its minimum,
maximum, median, first quartile (Q1) and
third quartile (Q3) value [59]. Q1 and
Q3 are also known as the 25th and 75th
percentile. As shown in Figure 2.14, the
central rectangle of a box plot spans Q1 to
Q3, and is referred to as the inner quart-
ile range (IQR). Also, the median value’s
location in the IQR is demonstrated. Fur-
ther, the span between the minimum value
and Q1, and the span between Q3 and
maximum value are called whiskers. The
reach of the whiskers are usually defined
as Q1−1.5 · IQR and Q3+1.5 · IQR. This
means that values smaller than Q1−1.5 ·
IQR or greater than Q3+1.5 · IQR are re-
garded as outlier samples, which can be
plotted as individual points. Figure 2.14: Model of a box plot.

2.7.2 Correlation methods

The most widely used method of calculating the correlation between a pair of fea-
tures is by using the Pearson product-moment correlation formula [60]. The Pearson
correlation coefficient rp gives a measurement of the linear correlation between the
pair of features. rp is determined using Equation (2.21), where σxy is the covariance
between the features x and y, and σx and σy are the features’ standard deviations.
Thus, rp is in the range of -1 and 1, where rp = 1 is a perfect positive linear correl-
ation, and rp =−1 is a perfect negative linear correlation.

rp =
σxy

σxσy
(2.21)

If there are more than two features between which to calculate the pair-wise correl-
ation, a correlation matrix may be used. A correlation matrix is a symmetric matrix
containing all of the correlation coefficients of each pair of features [41]. Thus,
a correlation matrix gives a simple overview of how all the features available are
correlated.

Another similar correlation method to the Pearson coefficient is the Spearman rank
correlation [61]. The Spearman rank rs measures the monotonic relationship between
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a pair of features. A relationship is monotonic when the function describing the re-
lationship is entirely non-increasing or non-decreasing [62] (in other words, the
function’s first derivative does not change sign). Hence, a linear relationship is
monotonic. Thus, both the Pearson and Spearman methods are similar, because they
are both measurements of monotonic relationships. Unlike the Pearson method, the
pair of features do not need to be linearly correlated when using Spearman’s correl-
ation method. Similarly to the Pearson coefficient, rs have values between −1 and
1, where |rs|= 1 suggests a strong monotonic correlation.

2.7.3 Principal Component Analysis

Principal Component Analysis (PCA) is an exploratory and visualization technique
for emphasising the variation of a data set [63]. Usually a coordinate system used
to illustrate a data set is based on the variables the data has. An example of this
is shown in Figure 2.6 on page 11, where the axes explain coffee consumption
and hours slept. On the other hand, PCA creates a new coordinate system, with
orthogonal axes that correspond to the maximum variation of the data [64]. The
axes of the new coordinate system are called principal components (PCs). Thus,
PCs are individual combinations of the original variables.

As an example, if three PCs were to be created from a data set, the procedure for
creating the PCs would be as follows:

1. The first PC constructed corresponds to the direction of the largest variation
of the data set.

2. The second PC corresponds to the direction of the largest variation, given the
constraint that it is orthogonal to the first PC.

3. The third PC corresponds to the direction of the largest variation, given the
constraint that it is orthogonal to the first and second PC.

The pattern continues as the number of PCs to construct increases.

PCA is useful for feature extraction and reduction of the original feature space
[41][64]. Each PC contributes to a certain percentage of the total variance of a
data set. The first PCs account for the largest share of the variability. If the few first
PCs can describe much of the variability, then the dimensionality of the original
feature space can be greatly reduced by using the chosen few PCs as variables [64].
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Described by matrices

A PCA is a singular value decomposition of a data set [65]. A matrix X can contain
data where each column represents a variable, and each row represents an obser-
vation. The matrix X can then be written as X = TPT +E, where the samples of
the new coordinate system is represented in matrix T, the new variables in matrix
P, and the unexplained residuals in matrix E. Accordingly, the orthogonal set of
values in T describes the relationships between the samples, and the orthonormal
set of values in P describe the relationships between variables [66]. The values in T
and P are called scores and loadings, respectively.

Explained variance

As aforementioned, each PC contributes to a certain percentage of the total variance
in X. This share of total variance is referred to as explained variance [65]. There-
fore, an explained variance plot demonstrates the cumulative explained variance
achieved by adding the explained variance from each PCs. Thus, the horizontal axis
in the explained variance plot is the PC number and the vertical axis represents the
variance percentage of X. For example, with the explained variance plot shown in
Figure 2.15, the calibrated explained variance for the first two PCs is 70% and 17%.
Therefore, the explained variance plot starts at 70 % for PC1, and then increase to
87% for PC2.

Figure 2.15: Example of an explained variance plot. The blue line illustrates the
cumulative explained variance increasing for each PC.
”Explained Calibration Variance” by Oliver Tomic [65] \Permission from owner given via e-mail 06.05.2019.

The curve in an explained variance plot will always reach 100 % if enough PCs
are constructed for the PCA [65]. However, if too many PCs are constructed, the
PCA may start to try and explain meaningless information that should be classified
as noise. Therefore, it could be wise to also plot a validated explained variance
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graph in the explained variance plot. The additional curve is constructed by cross-
validating the data set when calculating the explained variance for each PC. Thus,
the validated explained variance curve can be used for choosing the number of PCs
which results in the largest cumulative explained variance, without overfitting the
PCA.

Scores and loadings plots

Before explaining the purpose of the scores and loadings plots, the description of the
axes is important for understanding how the plots work. Commonly, the plots are
two-dimensional, with distinct PCs as axes [65]. From this, one can interchangeably
use different PCs for plotting, and the different plots will demonstrate the distinctive
PCs roles in the PCA. For example, a plot using PC1 and PC2 would demonstrate
different aspects of the PCA than a plot using PC3 and PC4. However, it is recom-
mended to start plotting with PC1 and PC2 as axes, because these PCs explain the
most of the data’s variation [66].

Firstly, a scores plot is a scatter plot of the columns in matrix T [65]. Scores with
a short distance from each other in the plot have similar properties, and dissimilar
scores are further apart. Additionally, score values in the scores plot relate to the
degree a PC explains a score [67].

Plotting the columns of the loadings matrix P results in a loadings plot [65]. In a
loadings plot, variables with a short distance from each other are highly correlated,
and variables on opposite sides of an axis are negatively correlated.

A loadings plot also demonstrates the influence each original variable has on the
PCs [67]. However, for a more direct illustration of this, a correlation loadings
plot is created [65]. A correlation loadings matrix is constructed by calculating the
correlation coefficients between the elements in matrices T and X. The result when
plotting the correlation loadings matrix is a plot where the correlations between each
variable and PC are plotted as values, as illustrated in Figure 2.16 on the following
page. Also, because they are correlation coefficients, the values are between−1 and
1. The closer a correlation loading is to the origin on a PC, the less influence this
variable has on the given PC. In contrast, correlation loadings further away from the
origin have a greater influence on the PC.
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Additionally, for the correlation loadings plot to be more explicit, circles that cor-
respond to a degree of explained variance are drawn in the plot [65]. Typically,
an outer circle will represent 100% explained variance, and an inner circle 50%,
as shown in Figure 2.16. Accordingly, an example of a correlation loading on the
outer circle means the variable is explained 100% by the PCs.

Figure 2.16: Example of a correlation loadings plot. The correlation coefficients
between the elements in matrices T and X are plotted in a coordinate system with
the first two PCs as axes. The circles represent the percentage of explained variance,
either 50 % or 100 %.
”Correlation Loadings Plot” by Oliver Tomic [65] \Permission from owner given via e-mail 06.05.2019.

Lastly, a biplot is a combined scores and loadings plot [68]. Subsequently, because
a biplot displays the scores and loadings simultaneously, the interaction between
the scores and loadings becomes more apparent when plotted in the same plot.
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Centring and standardisation

The purpose of a PCA is to construct a new coordinate system based on the direc-
tions of variance [64]. Therefore, if any variables in X have a larger variance than
others, then these variables will dominate the PCs and plots [65]. To ensure all
variables’ variances are treated equally, the columns of X are standardised before
the PCA. A value xn,k in X, where n is the row number and k is the column number,
is standardised by using Equation (2.22). x̄k is the mean of the variable in column
number k, and σk is the standard deviation of the same variable.

Standardised(xn,k) =
xn,k− x̄k

σk
(2.22)

However, if the variables in X use the same scale, then standardisation is not re-
quired [65]. Nonetheless, the values of X are centred for convenience. Equa-
tion (2.23) describes how to centre a value xn,k, where n is the row number, k is
the column number, and x̄k is the mean of the variable in column number k.

Centred(xn,k) = xn,k− x̄k (2.23)
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Chapter 3

Methods

3.1 Programming language and packages

The programming language used for this thesis is Python (version 3.6.1). Addition-
ally, the IDEs and packages of Python used are listed in Table 6.1 and Table 6.2 on
page 95 in the Appendix.

3.2 The data set

The HNC data set consisted of 225 patients, who were identified by a random num-
ber between 1 and 230 (patient numbers 20, 45, 70, 72 and 121 were non-existent).
For each patient, the data set consisted of four files: two UINT16 files and two
CSV-files.

The UINT16 files were of the CT images and photon dose plans. Note that pro-
ton dose plans were not included in the data set, and thus were not examined or
evaluated.

One of the CSV-files contained location coordinates of OARs, PTVs, ITVs and
CTVs drawn in by radiologists. The second CSV-file contained information of the
dimensions, resolution and maximum intensity values of the CT images and dose
plans. The resolution of all images in the data set was 2 mm3 per voxel, but the
dimensions and maximum intensity values differed between each patient.

Before using the data set for feature extraction and analysis, the data set had to be
imported correctly and examined for missing data and outliers.

35
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3.2.1 Preprocessing the structure data

The structures, meaning the OARs and target volumes, were drawn in by various
radiologists. Therefore, labelling was not consistent for the same type of struc-
ture. Consequently, a common name for the same type of structure was needed for
comparing structures and patients. Also, not all patients had delineated data for all
structure types. This is important to know when doing analyses later on.

OARs

Three OARs were commonly contoured: the brain stem / medulla, parotid glands,
and the submandibular glands. By identifying certain words in the labels given
by the radiologists, the label was swapped with the common name chosen for the
OAR. For example, if a radiologist’s label contained the word ’med’ in the string,
it implies that the structure identified is the medulla. Hence, the structure would be
given the common name for brain stem / medulla.

Additionally, the right and left located salivary glands were distinguished. As left
and right were labelled in ten different ways by radiologists, all of these variations
needed to be considered. The common name given to right and left were dex and
sin, because dex and sin are abbreviations for right and left in Latin.

In rare cases, the word used to identify an OAR was found in more than one label
of a delineated volume. To ensure no information was lost, the union of these
were given the common structure name. Also, the Python script that fetches the
structures data from the CSV-files, was written to manage other specific deviating
cases regarding two radiologists and one patient.

Furthermore, if an OAR was not one of the three mentioned OARs, but was de-
scribed by the radiologist as a gland, this OAR was simply categorised as such.
Unidentified glands were contoured for patient numbers 8, 71 and 179. As the iden-
tification of these glands was not possible, the data of these were imported, but not
used further on in the process.

Patient number 9 was the only patient who lacked data of OARs.
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Target volumes

Although all patients had the tumour drawn in by radiologists as either PTV, ITV or
CTV, not all patients had all three. Most of the patients had a combination, where
189 patients had PTV labels, 218 had ITVs, and 22 had CTVs.

In addition to the different labels given to the target volumes by the radiologists,
the method of contouring the target volumes also varied. At first glance there ap-
peared to be several target volumes of each type for some patients. For example, a
radiologist might have delineated 14 ITVs. However, most of these overlapped, as
illustrated in scenario 2 and 3 in Figure 3.1. The reason as to why there are several
overlapping volumes delineated is that some radiologists have noted down the ne-
cessary dose for each target volume, whereas others have given reasons as to why a
certain portion of the volume is an irradiation target. Therefore, it was decided that
if two of the same type of target volume overlapped, this was to be considered as
one. Nevertheless, some target volumes did not overlap, as illustrated in Figure 3.1
in scenario 1, and here the target volumes were labelled as distinct cases.

Figure 3.1: Two-dimensional illustration of different target volume contouring.
Both the orange and red objects refers to two separate target volumes contoured
by a radiologist. In scenario 1 (left), the two contours are completely separate tar-
get volumes. In scenario 2 (middle), and 3 (right), there is full or partial overlap
between the volumes.



38 CHAPTER 3. METHODS

3.2.2 Setting up correct image format

The structures were given in IDL coordinates, hence these needed to be transformed
into Python coordinates. Interactive Data Language (IDL) is a programming lan-
guage which structures its coordinate system differently than Python does. In IDL,
each voxel has a number referring to a coordinate in the xyz-space. Therefore, a
hashing function was needed to convert the voxel numbers into Python coordinates.
This approach was based on the fact that IDL and Python have different indexing
styles, which are illustrated in Figure 3.2.

Figure 3.2: Matrix with dimensions 256× 256× nz, where nz is the slice number.
When converting from IDL (left) to Python format (right), the voxel numbers need
to be converted to the xyz- coordinate system used in Python. Coordinates are listed
in parentheses and coordinate number in brackets.

When conversion of the arrays was achieved, the structures data was rotated until
the CT images, dose plans and structures were aligned with one another in imaging
plots. The dose plan, CT image and structures data for patient number 14 is illus-
trated in Figures 3.3 to 3.9. All images were saved as numpy arrays for easy access
later on.
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Figure 3.3: Illustration of a CT image for a patient with HNC (patient number 14,
axial view: slice 75, sagittal view: slice 125, WL = 100, WW = 70).

Figure 3.4: Illustration of a dose plan for a patient with HNC (patient number 14,
axial view: slice 75, sagittal view: slice 125). The colour bar gives the dose in Gy.

Figure 3.5: Dose plan superimposed on a CT image for a patient with HNC (patient
number 14, axial view: slice 75, sagittal view: slice 125, WL = 100, WW = 70).
The colour bar gives the dose in Gy.
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Figure 3.6: OARs superimposed on a CT image for a patient with HNC (patient
number 14, axial view: slice 75, sagittal view: slice 125, WL = 100, WW = 70). In
the axial view, the parotid glands (yellow and orange) and the brain stem (red) are
visible. In the sagittal view, only the brain stem is visible.

Figure 3.7: The brain stem and parotid glands highlighted in turquoise on the dose
plan for a patient with HNC (patient number 14, axial view: slice 75, sagittal view:
slice 125). The colour bar gives the dose in Gy.
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Figure 3.8: Target volumes superimposed on a CT image for a patient with HNC
(patient number 14, axial: slice 75, sagittal: slice 125, WL = 100, WW = 70). PTV
in green, ITV in brown and CTV in blue.

Figure 3.9: Target volumes superimposed on a dose plan for a patient with HNC
(patient number 14, axial: slice 75, sagittal: slice 125). PTV in green, ITV in brown
and CTV in blue. The colour bar gives the dose in Gy.
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3.3 Feature extraction

Features extracted for all patients using the CT images, dose plans, OARs and target
volumes were:

• Size of PTVs and OARs.

• Mean and median dose for PTVs and OARs.

• Distance between PTVs and OARs using their centre of masses.

• Maximum and minimum distance between PTVs and OARs.

• Weighted distance using CT values (see Section 3.3.1).

The only features extracted that are not explained in Section 2.6 on page 25 or Sec-
tion 3.3.1 are the mean and median dose of PTVs and OARs. These were extracted
by knowing the coordinates of a structure, and then calculating the mean or median
value of the dose for the these coordinates.

Additionally, for the OARs that had a minimum distance of zero to a PTV, the
overlap volume and Dice were calculated. All features determined were set into
dictionaries and saved as pickle-files.

See Appendix for create features.ipynb, which is the Python script for extracting
these features.

3.3.1 Weighted distance using CT values

As aforementioned in Section 2.4 on page 9, the attenuation coefficient of bones are
higher than for soft tissue, and therefore absorb more of the radiation energy [36].
Thus, the type of tissue the x-ray transmits through may affect the dose deposited
to the structure.

To take advantage of this information, a weighted distance was created. The pur-
pose of the weighted distance was to represent both the distance and type of tissue
existing between a PTV and OAR. As aforementioned, the CT image voxel values
can be used to describe the type of tissues at different volumes. Thus, the weighted
distance is defined as sum(CT values) ∗ distance, where distance is the centre dis-
tance between the OAR and PTV. CT values are voxel values of the CT image for a
certain number of voxels that exist on the distance line. The number of CT voxels
correspond to the voxel distance between the structures.
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3.4 Data excluded in analyses

Due to the fact that a PTV describes the irradiated volume more accurately than the
other target volumes, the ITVs and CTVs were disregarded for further work in this
thesis. This decision was based on the advice from the radiologists and medical
physicists at Oslo University Hospital and University of Oslo [14][31].

Further, some patients had more than one PTV (58 patients). For comparison pur-
poses, these patients were excluded in an EDA if the analysis involved the distance
features. Thus, the same patients were also excluded from the machine learning
approach.

In addition to the criterion of one PTV, a patient needed to have one of the five iden-
tified OARs (medulla, parotid dex, parotid sin, submandiblar dex or submandibular
sin) when analysing the features of OARs.

3.5 Exploratory data analysis approach

The purpose of the EDA was to analyse the correlations between the created fea-
tures. An important hypothesis was that the dose given to an OAR was correlated
with its location in the body and its distance from the PTV. Thus, a correlation mat-
rix for the OARs and their associated features was created. The features used for
this correlation matrix was mean dose, median dose, size of OARs, centre distance,
weighted distance, maximum distance and minimum distance. In addition, a pair-
wise plot using the centre distance, weighted distance, mean dose and median dose
was created.

All patients with delineated PTVs and OARs (except one patient) had at least one
OAR that had a minimum distance of zero. This implies that many OARs over-
lapped with the PTVs. As a result, it might be difficult to find a correlation using
solely minimum distance and dose received. Therefore, a correlation matrix and a
pairwise plot between the number of overlapping voxels and the dose given to an
OAR were constructed. To further investigate if there was a monotonic relationship,
the Spearman correlation was calculated for the same patients.

Results during the EDA illustrated different correlation trends between dose re-
ceived and overlap volume and Dice for the parotid and submandibular glands.
Therefore, these categories were separated into individual correlation matrices. Ac-
cordingly, a correlation matrix for the salivary glands glands that overlap with a
PTV was created for the features mean dose, median dose, overlap volume and over-
lap Dice. An equivalent correlation matrix was constructed for the parotid glands.
The Spearman coefficient between mean dose and overlap volume for each salivary
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gland type was also calculated.

Professor Eirik Malinen informed that the mean dose to a PTV should be 68 Gy, and
could be a little less for the PTV borders (60 Gy) [31]. Also, there was a common
agreement that the radiation dose to a medulla should be low [14], and Professor
Malinen advised that the maximum mean dose should be 48 Gy. To investigate these
statements and the dose distributions of the other OARs, box plots and histograms
of the mean doses were constructed. For both dose distribution plots, all PTVs,
brain stems, parotid glands and submandibular glands of the data set were used.

Professor Malinen also informed that if one salivary gland of a pair was planned to
receive a large radiation dose, then the other salivary gland would be spared [31]. To
confirm this, histograms illustrating the absolute mean difference in dosage between
salivary gland pairs were generated. When constructing these histograms, all pa-
tients who had delineated both the left and right-sided parotid or submandibular
glands were used.

3.6 Machine learning approach

The aim of the machine learning approach was to assess whether an algorithm could
predict the mean dose of an OAR based on the features extracted. Both options of
classification and regression were tested. Additionally, a Principal Component Ana-
lysis (PCA) was performed to compare the classification results with the features
and instances of OARs.

The patients with only one distinct PTV were used as data for the machine learning
approach. The other instances of PTVs and unidentified glands were not included
either.

The features set up for machine learning was minimum distance, maximum dis-
tance, centre distance, weighted distance, size of OARs, and the type of OAR the
instance was identified as. The options of type of OAR were brain stem / medulla,
parotid dex, parotid sin, submandibular dex or submandibular sin. Moreover, the
feature describing type of OAR, which was categorical data, was transformed into
dummies using the pandas get dummies function.

A parameter was added to the function which fetched the data. If the parameter
merge glands was set to True, the salivary gland pair names were merged. Thus,
the left and right submandibular and parotid glands would not be differentiated,
but simply defined as a submandibular or parotid gland. The set-up of the feature
matrix when merge glands = False and merge glands = True is illustrated in
Figure 3.10 and Figure 3.11 on page 46. Note that when further referring to the
feature combination ’all features’, the features used are minimum distance, max-
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imum distance, centre distance, weighted distance, size, and the type of OAR using
merge glands = False.

Additionally, all train, test and validation splits were split using 30 % of the data
as test set, and 30 % of the training set for validation. The splits were partitioned
by this ratio, because 70:30 is a common split ratio [45], and there was no time to
explore for optimal splits. Also, all the partitions were stratified when executing
classification to ensure the same distribution of classes in the splits.

The chosen metrics for classification and regression were the F1 micro-average
score and the R2 score. The micro-average was chosen, because each class label
would then be weighted equally. For regression, both RMSE and R2 are good can-
didates to use as metrics [69]. However, the R2 was chosen due to the advantage of
its higher interpretability.

Note that a random state is set for all train test splits and algorithms. The
random state number is the seed of the pseudo random number generator used when
data is shuffled in the function [46]. A fixed random state ensures that the output of
a function is the same every time the algorithm is executed.
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3.6.1 Classification

Class definitions

The mean dose for the OARs are continuous variables. Therefore, to implement a
classification algorithm, the mean dose values had to be categorised. The number of
categories set up should reflect the varied dose distribution for all structures. Thus,
six categories were defined. These were simply named by a number between 1 to
6. Further, 60 Gy was the lowest dose to a PTV (ergo, qualifies as a high dose), so
> 60 Gy was set as the largest dose category. Table 3.1 explains how the continuous
mean dose values were categorised. Hence, the mean dose categories became the
target labels for classification.

Table 3.1: Categories of the mean dose values.

Category number Dose interval
1 ≤ 12 Gy
2 < 12 and ≤ 24
3 < 24 and ≤ 36
4 < 36 and ≤ 48
5 < 48 and ≤ 60
6 > 60

Initial classification and feature selection

After fetching the feature matrix and associated target labels (merge glands =
False), the data was split into training and test data. The sets were stratified and
test set was 0.3 of the data (random state = 42).

A Random Forest was chosen for an initial prediction trial, because the algorithm is
simple and has been proven to work quite well for a large variety of data sets [70].
Therefore, a Random Forest with 12 decision trees (random state = 1) was fitted
to the training set, and both training and test sets were predicted with the fitted
Random Forest. For illustrating the results, confusion matrices of the train and test
sets were created, in addition to calculating each sets’ F1 micro-average score. A
histogram of the absolute difference between the true and predicted label for the test
set was also constructed.

Next, two Sequential Backward Floating Selection (SBFS) processes were executed
on the data set to explore whether feature reduction was possible. The difference
between the SBFS processes was that one of the data sets was with (merge glands
= False) and the other with (merge glands = True). Also, the number of fea-
tures requested from the SBFS with merge glands = False was three, and one
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feature was requested for the other SBFS. The SBFS processes used the same
Random Forest classifier as described, with CV of 5 and estimating the F1 micro-
average score.

Classifier comparisons

Six different classifiers were evaluated using cross validation with 10 folds. The
classifiers tested were Logistic Regression, Decision Trees, KNN, Random Forest,
SVM and AdaBoost (all with random state = 1, and the rest of the parameters were
the default values). The data was scaled using the StandardScaler for Logistic
Regression, KNN and SVM. The metric used was F1 micro-average.

Five combinations of features were tested for each evaluated classifier. The first
feature combination used all the features. Additionally, the feature combination
with highest F1 micro-average score of the SBFS with merge glands = True was
tested. Further, the same feature combination but without the features regarding
OAR type, was attempted (minimum distance, centre distance, weighted distance
and size). The reason for removing the OAR dummy features was to check the
impact of the OARs on the F1 micro-average score.

The two feature combinations containing all features except the size feature and all
features except centre and weighted distance were also evaluated. The purpose was
to evaluate the importance of the removed features on the prediction of mean dose.
Centre distance and weighted distance were removed simultaneously because these
correlated (see Section 4.1 on page 51).

The feature data sets with different feature combinations were all split into training
and test data with test size 0.3 and stratified (random state = 42). Then the training
sets were used for estimating each classifier.

Hyperparameter tuning and evaluation of the highest performing classifier

The training data that contained all features (merge glands = False) was split up
to create a new training and a validation set (random state = 34). The validation size
was 0.3 of the original training data, and both sets were stratified by the original
training data’s target values.

Using Logistic Regression (random state = 1, other parameters set to default), the
parameter C was tuned using grid search with 10 CVs and the F1 micro-average
score. The values of C tested were 0.0001, 0.001, 0.01, 0.1, 1.0, 2.0, 3.0, 4.0,
5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 15.0, 20.0, 100.0, and 1000.0. Standardisation of the
validation data was also done prior to the grid search.
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Next, the training set was used to fit a Logistic Regression with C = 5.0 (random
state = 2). The F1 micro-average score for prediction of both the training and test set
were estimated, and associated confusion matrices were constructed. In addition,
a histogram of the absolute difference between the true and predicted label for the
test set was created.

An identical split of train and validation set, grid search and fitting to a Logistic
Regression was done with a data set where the size feature was removed. The only
difference in the procedure this time was with the final Logistic Regression. The
parameter C was set to 4.0 instead of 5.0 due to different results from the grid
search. Thus, the F1 micro-average score was calculated for the predictions of both
the training and test set.

Note: The default method of the sci-kit learn package for converting a Logistic
Regression model to a multi-class problem is by OvR. Therefore, OvR was always
used for Logistic Regression.

3.6.2 PCA

A PCA model was computed for the test set from Section 3.6.1 that contained all
features. The PCA had 10 PCs and a 5 fold CV. The results of the PCA were
illustrated in a scores plot, loadings plot, correlation loadings plot, and biplot for
the two PCs. An explained variance plot was also created.

In addition, a colour coded scores plot was constructed. The colours of the scores
were based on the prediction accuracy of the Logistic Regression using all features
(C = 5.0).

3.6.3 Regression

Initial regression and feature selection

Firstly, the feature matrix with all features (merge glands = False) and the con-
tinuous response variables (mean dose) were fetched and partitioned into training
and test data. The sets were stratified and test set was 30 % of the data (random
state = 42). Then, the training data was fitted to a Random Forest with 12 decision
trees (random state = 1, other parameters set to default). R2 and RMSE for predicted
mean dose values of the training and test sets were estimated. Additionally, a plot
demonstrating the distribution of absolute difference between true and predicted
mean dose value of the test set was constructed.
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The same Random Forest was used for two SBFS processes to explore options of
feature reduction, and to compare with previous SBFS processes. The SBFS pro-
cesses for classification was done with both merge glands = False and merge glands
= True data sets. Therefore, this was automatically done for regression also. The
requested number of features for the SBFS with data set merge glands = False
was three, and one for the merge glands = True. Moreover, the SBFS processes
used 5 fold CV and estimated the score using the average R2 score.

Regressor comparisons

Regressors were tested using the feature combination which gave the highest av-
erage R2 score of the SBFS processes. In addition, the same feature combination
minus the OAR dummy features was another feature combination used.

The data set for comparing regressors was with merge glands = True, and the
training and test partitioned with a 70:30 split (random state = 42).

The regressors evaluated were Random Forest, Decision Trees, LASSO, SVM, and
AdaBoost (all random state = 1, except SVM, and the other parameters set to de-
fault). In addition, a data set with quadratic polynomial features fitted to a Random
Forest was tested.

Hyperparameter tuning and evaluation of highest performing regressor

Tuning the regressor with the feature combination that gave the largest R2 score was
done next. The validation set was 0.3 of the original training set (random state =
66). Also, quadratic polynomial features were retrieved before the grid search.

The number of decision trees tested for the Random Forest (random state = 10) in
the grid search was 10, 20, 40, 70, and 100. Three different approaches to deciding
the number of features to consider when evaluating splits were tested. The three
approaches were (1) using all features of the data set, (2) the square root of the ori-
ginal number of features, or (3) the logarithm to the base of 2 of the original number
of features. Finally, MSE and MAE were evaluated as performance measurements
in the grid search.

A grid search using the validation set and a 10 fold CV with R2 as the metric was
implemented. From the grid search, the hyperparameter combination with highest
score was used further in training and testing a Random Forest (random state = 2).
Training with the train set and predicting the mean dose of both train and test set
was done with and without quadratic polynomial features.
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Results

4.1 Exploratory Data Analysis on the HNC data set

The strongest linear correlations found between the features given in the correlation
matrix in Figure 4.1 on the following page are between the mean and median dose,
and the distance between centres and the weighted distance. These were expected
to correlate, especially the distances, since the distance between centres is used to
create the weighted distance feature.

Furthermore, Figure 4.1 implies a moderate to strong inverse linear correlation
between the features centre distance, weighted distance and maximum distance, and
mean and median dose. As a result, the hypothesis of distance affecting the dose
given to the OARs is confirmed. However, to further confirm the linear dependency,
a pairwise plot was constructed, shown in Figure 4.2 on page 53.

The comparative scatter plots in Figure 4.2 illustrate a somewhat linear correlation
between dose to OAR and distance from PTV, yet the spread of points is too large to
see a clear linear correlation. Nonetheless, the pairwise plot confirms a slight linear
dependency. Thus, there are probably other factors than solely distance that affect
the dose given to an OAR.

51
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Figure 4.1: Pearson correlation matrix for OARs with patients that had only one
PTV (130 patients). The features compared are the sizes of OARs, mean and median
dose to the OAR, and the distance between mass centres, weighted distance, and
maximum and minimum distance (all between OARs and PTV).
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The correlation matrix in Figure 4.3 illustrates a moderate linear correlation between
the number of overlapping voxels and Dice, and dose received. A correlation
between the overlap with PTV and dose received by the OAR might be observed in
the scatter plots of Figure 4.4 on the next page. However, because the data set has a
dose limit, the trend observed in Figure 4.4 might not be linear.

The Spearman’s correlation was calculated using all patients with delineated PTVs
and OARs that overlapped. The result was a rs = 0.45, implying a moderate, mono-
tonic correlation between the number of overlapping voxels and dose received.

Figure 4.3: Pearson correlation matrix for OARs that overlap with the PTV. The
features compared are the mean and median dose received by the OARs, overlap
volume and overlap Dice between OAR and PTV.

The correlation matrices of overlap metrics for the submandibular and parotid glands
are in Figure 4.5 and Figure 4.6 on page 56, respectively. The linear correlation
between the dose received and the overlap volume was larger when the submandibu-
lar and parotid glands were examined separately in Figure 4.5 and Figure 4.6 than
when all three OARs were used in Figure 4.3. Hence, a moderate linear correlation
was found between the dose received and overlap volume for the submandibular
gland and parotid glands separately. Moreover, Spearman’s coefficient between the
mean dose and overlap volume was 0.63 and 0.57 for the submandibular glands
and parotid glands, respectively. This implies a somewhat stronger monotonic than
linear relationship for the submandibular glands.
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Figure 4.5: Pearson correlation matrix for submandibular glands that overlap with
PTV. The features compared are the mean and median dose to the submandibular
glands, overlap volume and overlap Dice.

Figure 4.6: Pearson correlation matrix for parotid glands that overlap with PTV.
The features compared are the mean and median dose to the parotid glands, overlap
volume and overlap Dice.
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Dose distributions received by the structures delineated by radiologists were also in-
vestigated. Figures on page 58 and 59 are box plots and histograms of the mean dose
distributions for the brain stem / medulla, parotid glands, submandibular glands and
PTVs. These figures show that the submandibular and parotid gland pairs had sim-
ilar dose distributions. Further, the mean dose to the medulla was never above 48
Gy, except in one patient. Also, as expected, the mean dose given to the PTVs was
usually large. However, some PTVs received a mean dose lower than 60 Gy.

The absolute mean dose difference distributions between gland pairs were plotted.
The histograms in Figure 4.9 on page 60 show that most salivary gland pairs dif-
fer by less than 10 Gy. Thus, salivary gland pairs often received about the same
radiation dose.
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4.2 Machine learning

4.2.1 Classification

Initial classification

Classification of OARs into dose classes gave F1 micro-average scores of the train
and test sets for Random Forest of 0.988 and 0.511, respectively. Thus, this model
suffered from overfitting, because there is a large difference between the train and
test score. The confusion matrices of the train and test set in Figure 4.10 and Fig-
ure 4.11 on the following page also demonstrates overfitting.

Almost all instances were categorised correctly in the train set, whereas not for
the instances of the test set. However, the confusion matrix of the test set shows
a trend of correctly categorised instances. Moreover, few of them were predicted
incorrectly by more than one difference in category.

Similar findings are reflected in Figure 4.12 on the next page. Here, almost all of
the incorrectly labelled instances were placed in the bin which reads ’1’, meaning
the absolute difference between true and predicted label for these instances was
1. Figure 4.12 also demonstrates that about half of the instances were predicted
incorrectly.



62 CHAPTER 4. RESULTS

Figure 4.10: Confusion matrix for the
train set when using a Random Forest
with 12 decision trees.

Figure 4.11: Confusion matrix for the
test set when using a Random Forest
with 12 decision trees.

Figure 4.12: Histogram for the distribution of absolute the difference between the
true and predicted label for the test set using Random Forest with 12 decision trees.
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Feature selection using Sequential Backward Floating Selection

The result of the Sequential Backward Floating Selection (SBFS) process when
merge glands = False is illustrated in Figure 4.13 on the following page. The
final combination of three features from the SBFS was the minimum distance, max-
imum distance and centre distance.

The highest F1 micro-average score obtained when merge glands = False in-
cluded the features describing the left salivary glands; parotid sin and submandibu-
lar sin. This might suggest that the type of salivary gland affects the score. How-
ever, whether a salivary gland is on the left or right side should not be a factor to the
score. Hence, another SBFS was done with merge glands = True to prevent the
algorithm having to choose between left or right salivary gland. The result of the
second SBFS is in Figure 4.14 on page 65.

According to the second SBFS shown in Figure 4.14, the dummy feature of the
submandibular glands was the feature which alone could give the highest F1 micro-
average score. In Figure 4.13, however, the left and right submandibular gland
features were not prioritised as highly. Therefore, this is an indication that merging
the left and right salivary gland labels had an impact on the score.

In both SBFS processes, the size feature, which described the size of the OARs,
was removed early and did not make a reappearance. Thus, the SBFS indicates
that size is not essential for prediction. On the other hand, the removal of either
parotid or parotid dex feature (depending on which SBFS) decrease the model’s
score. Therefore, the SBFS processes suggest that the dummy feature of parotid
glands contained relevant information for the mean dose prediction.

It is difficult to map how the weighted distance and medulla impact the prediction
accuracy. Nevertheless, it is plausible that both contribute to some information,
because the score decreased when these features were removed.

Regardless, both SBFS processes showed a minimal change in performance for all
feature combinations shown in Figure 4.13 and Figure 4.14. Thus, whichever fea-
ture combination chosen for an optimal model later might not have a large influence
on the score.
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Classifier comparisons

Table 4.1 on the facing page is an overview of the algorithms’ F1 micro-average
score using different feature combinations.

When the features centre distance and weighted distance were removed, all classi-
fiers achieved a lower F1 micro-average score. Thus, these two features combined
contain relevant information to the prediction of mean dose to and OAR.

The highest scoring feature combination of the SBFS when merge glands = True
was with the features minimum distance, centre distance, weighted distance, size of
OARs, brain stem / medulla, parotid and submandibular. Additionally to this feature
combination, only using the features minimum distance, centre distance, weighted
distance and size was also tested on different classifiers. However, there was no
agreement between the classifiers of which of these two feature combinations res-
ulted in a higher model performance. Therefore, the results in Table 4.1 gave no
indication as to what impact the dummy features had on the prediction score.

From Table 4.1, the Logistic Regression algorithm had the overall highest score,
with 0.59 as the greatest. Thus, Logistic Regression was chosen as the algorithm
to tune. Further, the score of Logistic Regression was 0.59 for the feature combin-
ations ’All features’ and ’All features except Size’. Also, the standard deviation
difference was only 0.001. Thus, both feature combinations were used for tweaking
a Logistic Regression.
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Hyperparameter tuning and evaluation of the highest performing classifier

The grid search using all features led to the optimal value of C = 5.0. Thus, by
using Logistic (C = 5.0) with all features (merge glands = False), the F1 micro-
average score for the train and test sets were 0.61 and 0.58, respectively. The confu-
sion matrices of the train and test sets are in Figure 4.15 and Figure 4.16 on the next
page. Additionally, the distribution of difference between the true and predicted
label categories of the test set is plotted in Figure 4.17.

Comparing the confusion matrices provided by the Logistic Regression, one can
see that there was less overfitting than for the previously fitted Random Forest (Fig-
ure 4.10 and Figure 4.11 on page 62). Yet, by simply comparing the two confusion
matrices for the test set (Figure 4.16 and Figure 4.11), it is difficult to observe a sig-
nificant improvement. With such a small test set, individual instances have a large
impact on the score. Therefore, the distribution plots in Figure 4.12 and Figure 4.17
also appear quite similar.

Finally, a Logistic Regression for the data containing all features except size was
tuned. The scores of the train and test sets of the Logistic Regression (C = 4.0)
were 0.62 and 0.58, respectively. Thereby, excluding the size does not improve the
test score, and excluding the feature might reduce overfitting.

Both Logistic Regression models with or without the size feature suffered from un-
derfitting. Therefore, the classification models failed to achieve a F1 micro-average
score from both the training and test sets that reflect a high prediction score.
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Figure 4.15: Confusion matrix for the
train set when using a Logistic Regres-
sion (C = 5.0).

Figure 4.16: Confusion matrix for the
test set when using a Logistic Regres-
sion (C = 5.0).

Figure 4.17: Histogram for the distribution of absolute difference between true and
predicted label for the test set using Logistic Regression (C = 5.0).
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4.2.2 PCA

Figure 4.18 on page 72 contains the scores plot, loadings plot, biplot and correlation
loadings plot of the test set used for classification. The biplot illustrates that the
three clusters of scores each correlate with a distinct OAR type. Therefore, PC1
and PC2 are able to distinguish between the different types of OAR. Although,
from the correlation loadings plot, the medulla is explained almost 100 % by PC2,
whereas the salivary glands are explained less than 50 % by the first two PCs.

Also expressed by the correlation loadings plot, the centre distance, weighted dis-
tance and maximum distance are well represented by PC1. Additionally, centre and
weighted distance are near each other in the loadings plot, and therefore highly cor-
related, which was asserted with the EDA results using Figure 4.1 on page 52. In
addition, PC2 seems to explain the variance of both minimum distance and medulla,
which correlate the most with each other. The loadings plot also demonstrate a high
correlation between the left and right-sided parotid salivary glands, as expected.

The score clusters also positively or negatively correlates with the spatial features
according to the positioning in the biplot. The top score cluster is positioned close to
the minimum distance and size feature, additionally to the medulla dummy feature.
Therefore, this cluster largely positively correlates to minimum distance, size and
medulla. Similarly, the right cluster positively correlates with the maximum, centre
and weighted distance, additionally to the parotid gland features. On the other hand,
the same three features are on the opposite side of the PC1 to the left cluster. Thus,
the left cluster, which positively correlates to the submandibular glands, negatively
correlates with the maximum, centre and weighted distance.

The explained variance graph in Figure 4.19 on page 73 illustrates that seven PCs
are needed for explaining almost 100 % of the variance to the test set. However,
only five PCs are needed to explain 90 % of the variance. Together, PC1 and PC2
explain 57 % (36.2 % + 20.8 %). Thus, 57 % of the total variance of the test set is
explained by the first two PCs.

Further, there is about a 15 % increase of the explained variance when adding PC3
and PC4. Therefore, the explained variance plot suggests that it might be interesting
to analyse a PCA for PC3 and PC4 also. Although there are no PCA plots using the
PC3 and PC4 illustrated in this thesis, the correlation loadings plot with PC3 and
PC4 suggests that the two PCs explain the variance between the left and right pa-
rotid and submandibular glands. No variance of the medulla or any spatial features
contributed to the variance in PC3 or PC4.

The coloured scores plot in Figure 4.20 on page 73 demonstrate whether the asso-
ciated instances were correctly or incorrectly predicted by the Logistic Regression.
Figure 4.20 show that all three clusters have many incorrectly predicted instances.
Moreover, there does not seem to be a pattern between the correctly or incorrectly
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instances. Thus, the type of OAR is not responsible for the inaccuracy of the model.
Additionally, coloured scores plot using other PCs gave similar results with no sys-
tematic patterns.
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Figure 4.19: Explained variance plot for the test set used in classification. The
blue line represents the calibrated explained variance, and the red line represents
explained variance validated with CV.

Figure 4.20: Coloured scores plot for test set used in classification for the first two
PCs. The correctly predicted instances are coloured in blue, and the incorrectly
predicted instances are orange. Component 0 and 1 correspond to PC1 and PC2
from Figure 4.18. Inertia refers to the calibrated explained variance.
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4.2.3 Regression

Initial regression

Predicting the dose using the first Random Forest regressor resulted in the R2 scores
of the training and test sets to be 0.951 and 0.695, respectively. Thus, the Random
Forest model fit quite well with the data. However, the model suffered from overfit-
ting, which is also reflected in the large difference in value with the RMSE scores
of 3.844 (train) and 9.316 (test).

Figure 4.21 is a distribution plot of the absolute difference between the true and
predicted mean doses of the test set. In the distribution plot, most values are less
than 18 Gy, and a large portion have less than 8 Gy difference. Additionally, the
distribution is reflected in its statistical measurements of median = 5, mean = 7 and
standard deviation = 6.

Figure 4.21: Distribution plot of the absolute difference between true and predicted
mean dose for the test set using the Random Forest with 12 decision trees.

Feature selection using Sequential Backward Floating Selection

Figure 4.22 on page 76 and Figure 4.23 on page 77 are illustrations of the Sequential
Backward Floating Selection (SBFS) processes. Both SBFS processes eliminated
the size of OARs first, which increased the average R2 score. Thus, the SBFS
indicates that the size feature should not be included for predicting the mean dose.

The final features of the SBFS with merge glands = False in Figure 4.22 were
maximum distance, centre distance and brain stem / medulla. This differed from
the results from the SBFS in Figure 4.13. However, as illustrated in Figure 4.18
on page 72, the medulla and minimum distance seem to correlate to a certain de-
gree. Therefore, the SBFS processes agree that the information contributed by the
minimum distance or brain stem is relevant data, yet disagree on which feature to
use.



4.2. MACHINE LEARNING 75

On the other hand, the SBFS with merge glands = True in Figure 4.23 concur
with the SBFS in Figure 4.14 on page 65. The dummy feature for the submandibular
glands is the feature which alone can give the highest score of the Random Forest.
The reason might be that the submandibular glands often receive a large mean dose,
as explained with Figure 4.8 on page 59. Thus, if the instance is a submandibular
salivary gland, the algorithm could achieve a high score with predicting a large dose
for all submandibular salivary glands.

The parotid glands’ dummy feature seems to contribute information by inspecting
Figure 4.22, but not by reviewing Figure 4.23. Therefore, it is difficult to be certain
about the contribution of this feature.

Regressor comparisons

The highest R2 score achieved from either SBFS processes was with the feature
maximum distance, centre distance, weighted distance, brain stem / medulla, pa-
rotid and submandibular, with 0.789 as R2 value. Different regressors were eval-
uated using this feature combination. Additionally, the feature combination con-
taining only maximum distance, centre distance, and weighted distance was also
evaluated. The results are listed in Table 4.2 on page 78.

The Random Forest algorithm with quadratic polynomial features gave the highest
R2 score. Nonetheless, the Random Forest with no quadratic polynomial features
only differed with 0.01. Moreover, the feature combination containing the dummy
OAR features achieved a higher score for all regressors.

Hyperparameter tuning and evaluation of highest performing regressor

The grid search for the tuned Random Forest with quadratic polynomial features
resulted in 40 decision trees, the MSE as the quality measure function, and the
logarithm to the base of 2 for calculating the number of features to use for a split.

The Random Forest with the above hyperparameters, and using quadratic polyno-
mial features, resulted in a R2 score of 0.969 and 0.647 for the training and test set,
respectively. The RMSE values were 3.067 and 10.029. Consequently, the tuned
Random Forest was more overfitted than for the first Random Forest regressor. Ad-
ditionally, the tuned Random Forest achieved a lower score for the test set.

Without the quadratic polynomial features, the RMSE values of the training and
test sets were 2.945 and 9.962. Hence, the polynomial features did not necessarily
contribute to more information for predicting the mean dose received. The R2 scores
were 0.972 (train) and 0.651 (test).
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Chapter 5

Discussion

The aim for this thesis was to map dose distributions of target PTVs and OARs for
both photon and proton therapy. Further, spatial statistic features were extracted
from CT images and dose plans to predict doses given to OARs. By predicting dose
received from different radiotherapy approaches, a machine learning model could
assist radiologists by addressing cancer patients’ treatment needs.

Both photon and proton dose plans were supposed to be compared after OAR dose
prediction was devised. However, the proton data was not available yet. Never-
theless, the exploration and analysis done could be applied to a similar proton data
set. Therefore, the focus of the thesis shifted to solely predicting dose received by
OARs using photon dose plans.

The machine learning models constructed to predict the mean dose of OARs suffered
from underfitting. The complexity of the models should therefore be increased. Due
to the fact that no model combination of features or learners resulted in a high score
with few prediction errors, it is likely that the features did not provide sufficient
explanation of the dose distributions.

In spite of the learning models’ inaccuracies, the exploratory data analysis results
showed that some of the extracted features correlated strongly with mean dose of
the OARs. Thus, the indication is that the correlating features explained the dose
of the OARs to some degree. Therefore, these features, or other variants of them,
could be used for predicting mean dose to an OAR.

5.1 Feature relations to the mean OAR dose

The strong linear correlations between dose received and centre distance, weighted
distance and maximum distance between OARs and PTV found in the exploratory

79
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data analysis implied that these features could be important for a machine learning
model. However, these distance features correlate strongly with each other as well.
Therefore, these features might explain the same dose variation of the OARs.

The distance between OARs and PTV was the characteristic that was initially as-
sumed to highly correlate with the OARs received dose [14]. The dose plan will
ensure a high dose to the PTV, regardless of an OAR’s distance to the PTV. The
exploratory data analysis showed that the centre distance correlated strongly with
the mean dose. Accordingly, the iterations of the Sequential Backward Floating
Selection (SBFS) processes deemed the centre distance an important feature for
the learning models. Therefore, the centre distance could be a feature suited for
explaining the connection between OAR distance to the PTV and its dose.

Although maximum distance correlate with centre and weighted distance, the fea-
ture could be contributing to separate information regarding the PTV and OARs’
spatial relations. For the two SBFS processes that were instructed to finish with
only one feature (illustrated with Figure 4.14 and Figure 4.23), both resulted in a
decreased score when maximum distance was removed. A decrease in score also
occurred when weighted distance was removed during the SBFS processes in Fig-
ure 4.22 and Figure 4.23. Thus, the maximum and weighted distance might con-
tribute to relevant information, because they describe the spatial relations between
PTV and OAR, which may also affect the mean dose to an OAR.

On the other hand, the reason for the weighted distance’s high correlation with mean
and median dose might be because of the high correlation with centre distance, and
not due to additional information. Also, all SBFS processes resulted in the centre
distance to be prioritised higher than the weighted distance.

Moreover, the weighted distance was constructed on the premise of the bones’ at-
tenuation coefficient. The bones receive a higher dose than soft tissue [36]. Thus,
radiation penetrates soft tissue easier than bones. However, the photoelectric effect
is responsible for the elevated dose to bones [71]. Yet, for x-rays used in radiother-
apy, the contribution of the photoelectric effect is relatively small [72]. Therefore,
the difference in attenuation coefficients between bones and soft tissue do not ne-
cessarily affect the radiation received by OARs during radiotherapy of HNC.

There was a very weak correlation found between the spatial feature minimum dis-
tance and mean dose in the correlation matrix Figure 4.1 on page 52. However, the
overlap volume, which relates to the minimum distance, correlated moderately with
the mean dose for each type of OAR (illustrated in Figure 4.5 and Figure 4.6 on
page 56). On the other hand, the overlap Dice, which relates to the features min-
imum distance, overlap volume and size of structures, had a smaller linear correla-
tion with mean dose to OAR. By this, it is likely that combining size with overlap
volume adds noise to the data. This hypothesis is supported by the interpretation of
the SBFS procedures, which deemed the size feature insignificant.
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The size of the OARs should in theory relate to the type of OAR, although no ana-
lysis was done to support this hypothesis. Nonetheless, it would be a possible option
as to why the size feature moderately correlated to the mean dose, as shown with the
correlation matrix in Figure 4.1 on page 52. Yet, the size feature was rejected by the
SBFS processes for learning. The dummy features representing type of OARs were
kept in the SBFS procedures, suggesting that they were significant. Moreover, if the
type of OAR reflects size, the dummies might be the desired features to explain this
variance without too much fluctuations. The interaction between dose distributions
and type of OARs are demonstrated in both Figure 4.4 on page 55 and Figure 4.8 on
page 59. However, the relationship of size and OAR type should be analysed before
concluding.

Although the machine learning models achieved the highest scores using the type
of OAR features, the goal should be to not use these. A model could become biased
towards OAR type, and prioritise OAR type higher than spatial circumstances. As
observed with the dose distributions in Figure 4.8 on page 59, submandibular glands
received a larger average dose than parotid glands. Nonetheless, some parotid
glands received large mean doses as well. Furthermore, most medullas received
a low dose. However, for a model to be reliable, the instances which deviates from
the norm should be detected. Thus, a learning model should not be biased towards
OAR type.

5.2 Strengths and weaknesses of the machine
learning procedure

The advantage of implementing a regression method over a classification method
is that the mean dose feature, which manages continuous variables, can be used
directly as target labels for a regression model. When the continuous variables are
transformed into classes, there is an information loss of the mean dose variance.
The information loss is observed in the scores of the different learning methods.
The difference between true and predicted class labels only describes the score of
the model using a 12 Gy range per category. On the other hand, regression models,
which employ the continuous variables directly, describe the difference explicitly
for each unit of Gy. Therefore, regression may give a more accurate representation
of scores when the regression metrics rely on continuous variables.

Despite the advantage of regression over classification for this data set, neither
model would have been reliable to use for predicting mean dose to OARs. The Ran-
dom Forest tested initially for classification clearly overfitted, whereas the tuned
Logistic Regression underfitted. Thus, even though the Logistic Regression pre-
dicted about half of the instances correctly, the score is too low for the model to be
a reliable predictor.
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Similarly, the tuned Random Forest for regression was not deemed reliable either.
Tuning the Random Forest regressor resulted in overfitting. Adjusting the number
of decision trees is the hyperparameter which generally has the largest effect on the
fit [41]. Therefore, the increase in overfitting from the first Random Forest to the
tuned Random Forest was most likely due to increasing the number of decision trees
by a factor of four.

An attempted approach for increasing the feature space was done by transforming
the data set with polynomial regression of degree two [41]. However, adding the
quadratic features to the data set before the Random Forest regressor might not
have been necessary, because Random Forest is a non-linear learning algorithm.
Although, if the Random Forest finds the new features unnecessary, the algorithm
would try to disregard these when splitting the data. On the other hand, if the new
features increased the information of variance, the algorithm might split the data
differently, which can lead to a higher prediction accuracy.

To gain more accurate scores of the algorithms implemented, the process of tuning,
training and testing should have been done for several different data partitions. Also,
feature selection should have been done for different combinations of training and
validation sets and other algorithms. Thus, the repeated processes could be used
to gain a more accurate score of the algorithm. Additionally, a feature evaluation
technique, such as the drop-out feature importance process [48], could have been
implemented to confirm the contribution each feature would have had on the score.
However, it is unlikely that the scores of the models would drastically improve by
these processes.

A solution for improving model scores could be to increase the data set size. A
machine learner can always learn from more data, and the underfitting of the classi-
fication model implies a lack of information. The 225 patients in the data set for this
thesis is not necessarily a small data set. Nonetheless, it is small enough that one
needs to consider whether the data splits were representative enough. The training
data needs to be representative of the data to build a robust model, but the test data
also needs to be representative to make accurate predictions. Yet, it is difficult to
achieve both when the data set is small.

However, the data size is not of primary importance if the features cannot be used
for constructing an accurate prediction model. The underfitting of the classification
model, and the test scores of the regression model, may imply that the features ex-
tracted are not sufficient to construct a robust dose prediction model. Although the
features explain some aspects of mean dose given to an OAR, there might be other
factors than the features extracted that affect the dose. Thus, these other factors
should be included in the dose prediction model.
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5.3 Other approaches

A couple of recent studies (Nguyen et al. [73] and (Chen et al. [74]) used convo-
lutional neural networks (CNNs) to predict the radiotherapy dose distributions for
prostate and nasopharyngeal cancer patients. In short, CNN is a type of deep learn-
ing, where deep learning is a branch of machine learning that uses a specific layer
paradigm for learning [41]. CNNs specialise in images, and use image recognition
to find patterns and thus features from images [75].

Nguyen et al. [73] stated that their CNN extracted features based on shape, size
and location of the PTVs and OARs, and thus learned to predict dose using this
data. Furthermore, with an average Dice coefficient of 0.91 between the true and
predicted dose distribution volumes, the network accurately predicted the dose.

A CNN could be a machine learning option that could be tested on the HNC data
set. The features extracted in this thesis could not accurately predict the dose. Also,
creating and extracting new features could take time, and may not result in ac-
curate predictions. Thus, a CNN could both extract and predict the dose of a pa-
tient. Moreover, the method has been shown to give accurate results for prostate
and nasopharyngeal cancer patients. Therefore, it may also work on the HNC data
set.

Other uses of machine learning within oncology is often related to predicting po-
tential after-effects of radiotherapy [76][77][78][79]. Outcome predictions are im-
portant when creating treatment plans for patients to minimise harm and painful
after-effects, such as xerostomia for HNC. However, these learning algorithms are
not directly linked to evaluating photon versus proton therapy, or to the prioritisa-
tion process of patients for proton therapy. Nonetheless, there are other model types
implemented that are consistently improving for evaluating radiotherapy treatments.

A type of model implemented within oncology is the Normal Tissue Complication
Probability (NTCP) [80]. The NTCP is an estimation of probability that a given
radiation dose will cause damage to an organ. Therefore, the NTCP is a useful
tool for treatment planning when evaluating different treatment plans. Although
the equation of a NTCP is the same, factors affecting the probability for individual
OARs differ depending on circumstances [8][9][10].

NTCP models have been applied to the use of evaluating photon versus proton ther-
apy, and also for the prioritisation process [81][82][83][84][85]. Similarly as to
comparing treatment plans when predicting outcomes for OARs, the NTCP models
can be used for illustrating the difference between photon and proton plans. Thus,
the objective of comparing treatment plans for the prioritisation process is the same,
whether using a NTCP or a machine learning model. However, the NTCP model is
already an established evaluation method, whereas more research is required before
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using machine learning for similar predictions [77][78][79].

5.4 Future work

With the aim of predicting and comparing photon and proton plans for patient pri-
oritisation, the proton dose plans of the same patients used in this thesis should also
be processed and examined. Thus, hypotheses of similarities and dissimilarities of
the different treatment plans could then be established.

Furthermore, a patient selection model of proton therapy should include other factors
than spatial features. External factors, such as age, also influence the decision of
treatment method [6]. A machine learning model can be trained using relevant ex-
ternal factors in addition to the dose plans.

Furthermore, a treatment prioritisation algorithm could be trained using assessments
of radiologists as response variables. The assessments would contain the results of
radiologists’ evaluation of patients’ treatment plan needs. Therefore, such assess-
ments must be done before training a learning algorithm for patient selection.

The features extracted in this thesis did not result in reliable models. Therefore,
future work should involve obtaining other features that can predict mean dose to
OARs accurately. Nguyen et al. [73] mentioned that their CNN managed to predict
both PTVs’ and OARs’ dose distributions based on the sizes, locations and shapes
of the structures. Therefore, the findings of Nguyen et al. suggest that there are
spatial circumstances that can accurately predict dose distributions, yet the same
features were most likely not used in this thesis.

Another suggestion could be to test a similar CNN architecture to the one introduced
by Nguyen et al. or Chen et al. for the HNC data set. If a CNN would be developed
for predicting the dose received by OARs, then one does not need to predetermine
features to extract.

A disadvantage of using deep learning for dose prediction or patient selection is that
it would become more difficult to explain the features. Since the algorithm finds its
features from analysing the data set on its own, the algorithm can find patterns which
may not be logical in the real world. Thus, the features are not necessarily easy to
explain, which they should be if they are used for the important task of deciding
treatment plans of cancer patients in the future.



Chapter 6

Conclusion

Machine learning could be a useful tool for prioritising radiotherapy treatment of
HNC patients. The dose predictions of OARs for both proton and photon radio-
therapy could give insight into a patient’s treatment needs. The spatial features
extracted from the HNC data correlated with the mean dose, however, they did not
result in accurate or robust prediction models. Nevertheless, groups of researchers
with a similar goal of predicting dose distributions for prostate and nasopharyngeal
cancer patients achieved highly accurate models by using a different machine learn-
ing approach. Therefore, further research of features and other machine learning
techniques should be tested for dose predictions and radiotherapy treatment priorit-
isation.
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Appendix

Table 6.1: Table of Python IDEs.

IDE Version
Jupyter Notebook 5.7.8
Pycharm 2018.3.5
Spyder 3.3.3

Table 6.2: Table of Python packages. If
there is no version listed for a package,
then this is a module of Python, and will
correspond to the version of Python used.

Package Version
collections
numpy 1.16.2
math
matplotlib 3.0.3
mlxtend 0.15.0.0
pandas 0.24.2
pathlib
pickle
prince 0.6.2
scipy 1.2.1
seaborn 0.9.0
skimage 0.14.2
sklearn 0.20.3
statistics
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create_features.ipynb

1 Functions for creating features

Create features of structures:

• Size of PTVs and OARs

• Mean and median dose to PTVs and OARs

• Distance between PTVs and OARs using their centre of masses

• Maximum and minimum distance between PTVs and OARs

• Weighted distance using CT values

Also calculates overlap volume and overlap dice if structures have a minimum distance of
zero. All features determined are set into dictionaries and saved as pickle- files.

1.1 Imports

In [1]: import numpy as np

from pathlib import Path

import pickle

from scipy.ndimage.measurements import center_of_mass

from scipy.spatial.distance import cdist, euclidean

from statistics import median

from skimage.morphology import erosion

1.2 Size of structures

In [2]: def get_sizes(num_patients, struct_keys):

"""

Creates and saves dictionary with the sizes of OARs and PTVs for all

patients up to the number given.

Parameters

----------

num_patients : int

Number of patients.

struct_keys : dict

The numbered keys for the different structures.
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Returns

-------

None

"""

nono = [20, 45, 70, 72, 121]

for nr in range(1, num_patients + 1):

if nr in nono:

pass

else:

nr = str(nr)

ptv_file = Path('D:\\Protonpro\\pas_' + nr + '\\ptv.npy')

org_file = Path('D:\\Protonpro\\pas_' + nr + '\\organs.npy')

if org_file.is_file():

org = np.load(org_file)

else:

org = np.array([0])

if ptv_file.is_file():

ptv = np.load(ptv_file)

else:

ptv = np.array([0])

org_and_ptv = [list(org), list(ptv)]

numbers = [list(np.unique(nu)) for nu in org_and_ptv]

numbers = [item for sublist in numbers for item in sublist]

numbers = list(set(numbers))

numbers.remove(0)

sizes = {}

for uniquenr in numbers:

if uniquenr in org:

struct = org

elif uniquenr in ptv:

struct = ptv

else:

raise ValueError('numbers list is incorrect')

li = np.argwhere(struct == uniquenr)

size = len(li)

for name, nu in struct_keys.items():
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if nu == uniquenr:

sizes[name] = size

with open('D:\\Protonpro\\pas_' + nr + '\\sizes.pkl', 'wb') as file:

pickle.dump(sizes, file, pickle.HIGHEST_PROTOCOL)

1.3 Mean and median dose to PTVs and OARs

In [3]: def calculate_mean_median_dose_for_volume(coordinates_for_object, dose_plan):

"""

Calculates the mean and median dose for the object which has the given

coordiantes.

Parameters

----------

coordinates_for_object : ndarray

2 dimensional ndarray where the zyx-coordinates are expressed in each

column, meaning each row represents a coordinate where there is

identified an object.

dose_plan : ndarray

The dose plan for the associated patient.

Returns

-------

int, int

The mean and median dose of the object.

"""

tot_dose_obj = 0

doses = []

for coor in coordinates_for_object:

dose_vox = dose_plan[tuple(coor)]

tot_dose_obj += dose_vox

doses.append(dose_vox)

if tot_dose_obj > 0:

rel_tot_dose_obj = tot_dose_obj / len(coordinates_for_object)

else:

rel_tot_dose_obj = tot_dose_obj

return int(round(rel_tot_dose_obj)), int(round(median(doses)))

In [4]: def mean_median_dose_per_object(num_patients, struct_keys):

"""

Saves median and mean doses for all OARs and PTV for each patient.

Parameters
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----------

num_patients : int

The number of patients there are.

struct_keys : dict

The numbered keys for the different structures.

Returns

-------

None

"""

nono = [20, 45, 70, 72, 121]

for nr in range(1, num_patients + 1):

if nr in nono:

pass

else:

ptv_file = Path('D:\\Protonpro\\pas_' + str(nr) + '\\ptv.npy')

org_file = Path('D:\\Protonpro\\pas_' + str(nr) + '\\organs.npy')

dose = np.load('D:\\Protonpro\\pas_' + str(nr) + '\\dose.npy')

mean_doses_per_volume = {}

median_doses_per_volume = {}

if org_file.is_file():

org = np.load(org_file)

uniq_org = list(np.unique(org))

uniq_org.remove(0)

for obj_nr in uniq_org:

obj = np.argwhere(org == obj_nr)

mean, medi = calculate_mean_median_dose_for_volume(obj,

dose)

obj_name = str(

(list(struct_keys.keys())[

list(struct_keys.values()).index(obj_nr)]))

mean_doses_per_volume[obj_name] = mean

median_doses_per_volume[obj_name] = medi

if ptv_file.is_file():
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ptv = np.load(ptv_file)

uniq_ptv = list(np.unique(ptv))

uniq_ptv.remove(0)

for obj_nr in uniq_ptv:

obj = np.argwhere(ptv == obj_nr)

mean, medi = calculate_mean_median_dose_for_volume(obj,

dose)

obj_name = str(

(list(struct_keys.keys())[

list(struct_keys.values()).index(obj_nr)]))

mean_doses_per_volume[obj_name] = mean

median_doses_per_volume[obj_name] = medi

with open('D:\\Protonpro\\pas_' + str(nr) + '\\mean_doses.pkl',

'wb') as file:

pickle.dump(mean_doses_per_volume, file,

pickle.HIGHEST_PROTOCOL)

with open('D:\\Protonpro\\pas_' + str(nr) + '\\median_doses.pkl',

'wb') as file:

pickle.dump(median_doses_per_volume, file,

pickle.HIGHEST_PROTOCOL)

1.4 Distance between PTVs and OARs using their centre of masses, and weighted
distance using CT values

In [5]: def find_centres_org_ptv(struct1, struct2, struct_keys):

"""

Finds the centre of masses for all labels of the two three-dimensional

images given.

All points have been rounded to 1 decimal.

Parameters

----------

struct1 : ndarray

The first structures to find the centre of masses of.

struct2 : ndarray

The second structures to find the centre of masses of.

struct_keys : dict

The numbered keys for the different structures.
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Returns

-------

dict

Centre of mass points for the first structures.

dict

Center of mass points for the second structures.

"""

nrs_1 = list(np.unique(list(struct1)))

nrs_1.remove(0)

nrs_2 = list(np.unique(list(struct2)))

nrs_2.remove(0)

centre1 = center_of_mass(struct1, struct1, nrs_1)

centre2 = center_of_mass(struct2, struct2, nrs_2)

for i, centre in enumerate(centre1):

centre1[i] = (

int(round(centre[0])), int(round(centre[1])), int(round(centre[2])))

for i, centre in enumerate(centre2):

centre2[i] = (

int(round(centre[0])), int(round(centre[1])), int(round(centre[2])))

struct1_centres = {}

struct2_centres = {}

for i, nr in enumerate(nrs_1):

struct = str(

(list(struct_keys.keys())[list(struct_keys.values()).index(nr)]))

struct1_centres[struct] = centre1[i]

for i, nr in enumerate(nrs_2):

struct = str(

(list(struct_keys.keys())[list(struct_keys.values()).index(nr)]))

struct2_centres[struct] = centre2[i]

return struct1_centres, struct2_centres

In [6]: def line_points(p1, p2):

"""

Finds certain number of points on the line between the coordinates p1 and

p2 in 3D.

Parameters

----------

p1 : tuple
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Coordinates for the first point.

p2 : tuple

Coordinates for the second point.

Returns

-------

list

Coordinates given as tuples that are on the line between p1 and p2.

"""

diff = [abs(p2[0] - p1[0]), abs(p2[1] - p1[1]), abs(p2[2] - p1[2])]

nb_points = max(diff)

x_spacing = (p2[0] - p1[0]) / (nb_points + 1)

y_spacing = (p2[1] - p1[1]) / (nb_points + 1)

z_spacing = (p2[2] - p1[2]) / (nb_points + 1)

return ([(round(p1[0] + i * x_spacing), round(p1[1] + i * y_spacing),

round(p1[2] + i * z_spacing)) for i in range(1, nb_points + 1)])

In [7]: def get_centre_and_ct_distances(num_patients, struct_keys):

"""

Compute and save the distances and distance*sum(CT values) between OARs'

and PTVs' center of mass points.

Parameters

----------

num_patients : int

The number of patients there is data on.

struct_keys : dict

Overview of which OARs/PTVs respond to which integer in an ndarray.

Returns

-------

None

"""

nono = [20, 45, 70, 72, 121]

for nr in range(1, num_patients + 1):

if nr in nono:

pass

else:

ptv_file = Path('D:\\Protonpro\\pas_' + str(nr) + '\\ptv.npy')
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org_file = Path('D:\\Protonpro\\pas_' + str(nr) + '\\organs.npy')

if org_file.is_file() and ptv_file.is_file():

org = np.load(org_file)

ptv = np.load(ptv_file)

ct = np.load(Path('D:\\Protonpro\\pas_' + str(nr) + '\\ct.npy'))

centre_org, centre_ptv = find_centres_org_ptv(org, ptv,

struct_keys)

distances = {}

dist_with_ct = {}

for organ in list(centre_org.keys()):

for tumor in list(centre_ptv.keys()):

dist = int(round(euclidean(

centre_org[organ], centre_ptv[tumor])))

points = line_points(centre_org[organ],

centre_ptv[tumor])

ct_values = [ct[poi] for poi in points]

distances[organ + ' to ' + tumor] = dist

dist_with_ct[organ + ' to ' + tumor] = int(

round(dist * sum(ct_values)))

with open('D:\\Protonpro\\pas_' + str(

nr) + '\\centre_distances.pkl',

'wb') as file:

pickle.dump(distances, file, pickle.HIGHEST_PROTOCOL)

with open(

'D:\\Protonpro\\pas_' + str(nr) + '\\ct_distances.pkl',

'wb') as file:

pickle.dump(dist_with_ct, file, pickle.HIGHEST_PROTOCOL)

1.5 Maximum and minimum distance between PTVs and OARs

In [8]: def get_contours(structure):

"""

Creates the outline of structures in a ndarray.

Parameters

----------

structure : ndarray

Structures to get the outline of.

Returns

-------
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ndarray

Outline of structures.

"""

return structure - erosion(structure)

In [9]: def compute_min_max_dist(a1, a2):

"""

Computes the minimum and maximum Euclidean distances between two arrays.

Parameters

----------

a1 : array

First array.

a2 : array

Second array.

Returns

-------

tuple

Minimum and maximum distance between a1 and a2.

"""

distances = cdist(a1, a2)

return (int(round(distances.min())), int(round(distances.max())))

In [10]: def save_min_max_distances(num_patients, struct_keys):

"""

Calculates and saves the minimum and maximum distances between PTV and OAR

structures for all patients. Also, for the OARs that have a minimum

distance to a PTV of 0, the overlap volume and dice is determined and

saved in separate pickle- files.

Parameters

----------

num_patients : int

The number of patients there are.

struct_keys : dict

The numbered keys for the different structures.

Returns

-------

None

"""

nono = [20, 45, 70, 72, 121]
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for nr in range(1, num_patients + 1):

if nr in nono:

pass

else:

ptv_file = Path('D:\\Protonpro\\pas_' + str(nr) + '\\ptv.npy')

org_file = Path('D:\\Protonpro\\pas_' + str(nr) + '\\organs.npy')

if org_file.is_file() and ptv_file.is_file():

org = np.load(org_file)

ptv = np.load(ptv_file)

cont_org = get_contours(org)

cont_ptv = get_contours(ptv)

uniq_org = list(np.unique(org))

uniq_org.remove(0)

uniq_ptv = list(np.unique(ptv))

uniq_ptv.remove(0)

min0_nr_overlap = {}

min0_dice = {}

distances = {}

for org_nr in uniq_org:

org_nr_cont = np.argwhere(cont_org == org_nr)

org_name = str(

(list(struct_keys.keys())[

list(struct_keys.values()).index(org_nr)]))

for ptv_nr in uniq_ptv:

ptv_nr_cont = np.argwhere(cont_ptv == ptv_nr)

ptv_name = str(

(list(struct_keys.keys())[

list(struct_keys.values()).index(ptv_nr)]))

minandmax = compute_min_max_dist(

org_nr_cont, ptv_nr_cont)

distances[org_name + ' to ' + ptv_name] = minandmax

if minandmax[0] == 0:

this_ptv = np.argwhere(ptv == ptv_nr)

this_oar = np.argwhere(org == org_nr)

toar = list(map(tuple, this_oar))

tptv = list(map(tuple, this_ptv))

nr_toar = len(toar)
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nr_tptv = len(tptv)

overlap = list(set(tptv).intersection(set(toar)))

nr_overlap = len(overlap)

min0_nr_overlap[

org_name + ' to ' + ptv_name] = nr_overlap

min0_dice[

org_name + ' to ' + ptv_name] =\

nr_overlap * 2 / (nr_toar + nr_tptv)

with open('D:\\Protonpro\\pas_' + str(

nr) + '\\min_max_distances.pkl',

'wb') as file:

pickle.dump(distances, file, pickle.HIGHEST_PROTOCOL)

if min0_nr_overlap:

with open('D:\\Protonpro\\pas_' + str(

nr) + '\\min0_nr_overlap.pkl',

'wb') as file:

pickle.dump(min0_nr_overlap, file,

pickle.HIGHEST_PROTOCOL)

if min0_dice:

with open(

'D:\\Protonpro\\pas_' + str(nr) + '\\min0_dice.pkl',

'wb') as file:

pickle.dump(min0_dice, file, pickle.HIGHEST_PROTOCOL)

1.6 Code to start creating features

In [ ]: with open('D:\\Protonpro\\keys.pkl',

'rb') as file:

keys = pickle.load(file)

num = 230

get_sizes(num, keys)

mean_median_dose_per_object(num, keys)

get_centre_and_ct_distances(num, keys)

save_min_max_distances(num, keys)
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