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Summary

The Greenland ice sheet is the largest ice mass in the Northern Hemisphere and
has experienced accelerating mass loss in recent decades. An increase in surface
melt is the major cause for the loss of mass. Albedo is a major control of surface
melt and has decreased over the entire Greenland ice sheet, especially at lower
elevations near the margin where glacier ice is exposed for part of each year. The
albedos of ice and snow are lowered by dark impurities such as mineral dust and
black carbon, a by-product of combustion. These impurities are a heterogeneous
group of highly absorbent particles which reach the ice sheet via atmospheric
transport from distant and local sources. Parts of these impurities are buried in the
accumulation zone and become part of the moving ice. After a significant transport
time, up to tens of thousands of years, these englacial impurities re-emerge in
the ablation zone near the margin. These re-emerging impurities, together with
those directly deposited, accumulate on the ice surface. Once located on the ice
surface, these impurities darken the ice surface for several years and lower the
albedo, causing more melt.
Current sea-level projections rarely include albedo as a dynamic model com-

ponent. In models which consider albedo, snow albedo is often treated with
sophisticated methods, while ice albedo is still treated as a constant. Albedo
lowering is a major cause of the current mass loss of the Greenland ice sheet,
and the role of ice albedo will increase under a warmer climate. Therefore, this
study presents a model with a dynamic component of ice albedo.

The model framework includes the effect of impurities on the mass balance and
ice sheet geometry. The framework consists of an ice dynamics component which
is linked to a module of englacial impurity transport. This component feeds into
the impurity accumulation module, which deals with both snow and ice. An albedo

xi



Summary

module which accounts for mineral dust and black carbon accumulation uses this
output to derive daily albedo values. A simplified surface energy balance model
is used to derive the surface melt rate and surface mass balance, which is then
fed back into the ice dynamics component.
This model framework is used to investigate the role of melt-out and impurity

accumulation on the melt of the Greenland ice sheet. For that purpose, simplified
geometry and different temperature pathways are used to simulate the evolution
of the ice sheet over 1000 years. Due to the feedback between melt-out, ice
albedo and impurity accumulation, the role of impurities is disproportionally larger
in warmer scenarios. In the warmest scenario (RCP8.5), a conservative estimate
for the additional mass loss due to impurity accumulation in the year 3000 was
7%.

Melt-out of dust is the largest source of impurities on the ice surface. Darkening
is not always dominated by dust, however, due to the high absorption of black
carbon. The amount of impurities from melt-out depends on the englacial impurity
concentration and surface melt. The englacial impurity concentration, in turn,
relies on the computed age of the ice and a time series of impurity concentration.
Therefore, the accuracy of the transport scheme, which provides the age of the
ice, is crucial for overall accuracy.
A semi-Lagrangian transport scheme of second-order accuracy was imple-

mented in the 3D ice sheet model SICOPOLIS (SImulation COde for POLythermal
Ice Sheets). The model was applied to the ice sheets of Greenland and Antarctica.
Artificial ice cores of δ18O, a proxy for surface temperature, were compared to ice
core data. The results of the second-order scheme were identical to the results of
the first-order scheme in the ice sheet interior. The results deviated substantially,
however, in the outer regions near the margin.

The results emphasise that the role of ice albedo and impurities for the surface
mass balance will be even greater under warmer conditions. Furthermore, the
presented model framework is not limited to Greenland but can also be adapted
for valley glaciers and paleo-ice sheets.
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Sammendrag

Iskappen på Grønland er den største ismassen på den nordlige halvkule og masse-
tapet her har vært akselererende de siste tiårene. En økning i overflatesmeltingen
er den viktigste årsaken til tap av masse. Albedoen, som er hovedfaktoren for
overflatesmeltingen, har avtatt over hele iskappen på Grønland, og særlig i lavere
høyde nær iskanten hvor breisen er eksponert for et visst tidsrom årlig. Albedoen
for is og snø er redusert pga mørkere partikler og urenheter, som mineralstøv
og black carbon (sot), et bi-produkt av forbrenning. Disse urenhetene er en het-
erogen gruppe av svært absorberende partikler som transporteres til iskappen
via atmosfæren fra lokale og fjerntliggende kilder. Deler av disse urenhetene
opptas i akkumulasjonssonen og blir del av den bevegelige isen. Etter lang tids
transport, opptil titusener av år, vil disse englasiale urenhetene komme frem i
ablasjonssonen nær brekanten. Både englasialt transporterte urenhetene og
dirkete avsatte urenheter akkumuleres på isoverflaten. Når urenhetene først er
avsatt på isoverflaten vil de bidra til en mørkere isoverflate med redusert albedo,
og derved bidra til økt smelting.
Nåværende havnivå prognoser inkluderer sjelden albedo som en dynamisk

modellkomponent. I modeller som inkluderer albedo blir snøalbedoen ofte justert
med sofistikerte metoder, mens isalbedoen blir holdt konstant. Albedo er hoved-
driveren av det pågående massetapet for Grønlandsisen, og isalbedoens rolle vil
forsterkes under et varmere klima. Av denne grunn presenteres det i dette studie
en modell med en dynamisk komponent for isalbedo.
Dette modellrammeverket blir brukt til å undersøke hvilken rolle utsmelting og

akkumulasjon av urenheter spiller på avsmeltingen av iskappen på Grønland.
En forenklet geometri og forskjellige temperaturtraseer blir brukt til å simulere
utviklingen av iskappen over 1000 år. På grunn av tilbakekoblingsmekanismene

xiii



Sammendrag

mellom utsmelting, isalbedo, og akkumulasjon av urenheter er rollen av urenheter
uproporsjonalt større i varmere scenarier. I det varmeste scenariet (RCP8.5) er et
konservativt estimat for massetap på grunn av akkumulasjon av urenheter i året
3000 på 7 %.

Utsmelting av støv er den største kilden til urenheter på isoverflaten. Sverting av
overflaten er allikevel ikke alltid dominert av støv, pga. den høye absorbsjonen av
black carbon. Mengden av urenheter pga. utsmelting avhenger av den englasiale
urenhetskonsentrasjonen og overflatesmelting. Den englasiale konsentrasjonen
avhenger igjen av den beregnede alderen av isen og av en tidsserie av urenhet-
skonsentrasjoner. Derfor er nøyaktigheten av transportskjema, som gir alderen
på isen, essensiell for den generelle nøyaktigheten.
Et semi-Lagrangian transport skjema av annen ordens nøyaktighet ble imple-

mentert i den tre dimensjaonale iskappemodellen SICOPOLIS (SImulation COde
for POLythermal Ice Sheets). Modellen ble anvendt for iskappene på Grønland og
Antarktis. Genererte iskjerne data av δ18O, en proxy for overflate temperatur, ble
sammenlignet med iskjerne data. Resultatet av annen ordens skjemaet var iden-
tisk til resultatet til første ordens skjemaet i det indre av iskappen, men resultatene
avvek vesentlig i de ytre regionene nær iskanten.

Resultatene understreker rollen isalbedo og urenheter har for overfalte masse-
balansen, en rolle som også vil bli enda større ved varmere forhold. Videre er det
presenterte modellrammeverket ikke begrenset til Grønland men det kan også
tilpasses dalbreer og paleo-iskapper.
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Chapter 1

Introduction

1.1 Overview

This thesis consists of this introduction, three research articles and a concluding
chapter (5). The introduction starts with the Greenland ice sheet. Next, the basics
of surface mass balance and energy balance are introduced which leads to the
introduction of albedo. A section on impurities follows that introduces cryoconite,
impurity accumulation and different impurities species and their effects on albedo.
The introduction is concluded by providing the motivation for the three research
articles, which are as follows:

Article I: Goelles, T. and Bøggild, C. E.: Albedo reduction of ice caused by dust
and black carbon accumulation from melt-out and atmospheric deposition, under
review for Journal of Glaciology, 2016

Article II: Goelles, T., Bøggild, C. E. and Greve, R.: Ice sheet mass loss caused
by dust and black carbon accumulation, The Cryosphere, 9(5), 1845–1856, doi:10.
5194/tc–9–1845–2015, 2015.

Article III: Goelles, T., Grosfeld, K. and Lohmann, G.: Semi-Lagrangian transport
of oxygen isotopes in polythermal ice sheets: implementation and first results,
Geoscientific Model Development, 7(4), 1395–1408, doi:10.5194/gmd–7–1395–
2014, 2014.

The articles are in logical, rather than chronological, order. Articles II and III have
been published, and Article I is currently under review for the Journal of Glaciology.
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1 Introduction

The articles have been reformatted to fit the format of the thesis but are otherwise
identical to the published versions. A common list of references for the introduction
and all articles is included at the end of the thesis.

1.2 The Greenland ice sheet

The Greenland ice sheet (GrIS) is currently the second-largest ice sheet in the
world and the largest ice body in the Northern Hemisphere. It is approximately 2.93
million km3, which is equivalent to 10% of the Earth’s fresh water. A complete melt
of the GrIS would cause an average global sea level rise of 7.36 metres (Bamber
et al., 2013). The GrIS extends roughly 2200 km from south to north and about
1100 km from east to west. The ice sheet covers roughly 80% of Greenland’s
land surface and is about 1.7 million km2. Its maximum thickness is 3367 metres,
and average thickness is about 1600 metres (Thomas and PARCA Investigators,
2001).
Ice sheets and glaciers gain mass through snowfall and deposition and lose

mass through surface melt, sublimation, basal melt due to geothermal heating,
basal melt of ice shelves and calving of icebergs. Sublimation, snowdrift and
subglacial melting all play a minor role for the GrIS (Box et al., 2006).

The GrIS is currently losing mass (Shepherd et al., 2012), and the rate of mass
loss has increased since 1992 (Vaughan et al., 2013). The acceleration is mainly
caused by an increase in surface melt. From 2000 to 2008, about half of the
mass loss of the GrIS was attributed to calving and the other half to surface melt
(Van den Broeke et al., 2009). The proportion of mass loss after 2009 is about
two-thirds caused by surface melt and one-third by calving of icebergs (Enderlin
et al., 2014). The amount of calving of the GrIS has been constant for the last 110
years (Kjeldsen et al., 2015). Therefore, the increase in mass loss of the GrIS is
mainly due to a decrease in the surface mass balance (SMB).
Surface melt is largely controlled by near-surface temperature and absorbed

short-wave radiation. The amount of incident radiation and the surface albedo
control the proportion of absorbed short-wave radiation (Bougamont et al., 2005;
Van de Wal et al., 2005; Tedesco et al., 2011; Van As, 2011; van Angelen et al.,
2012; Van As et al., 2012). Therefore, the broadband albedo has been identified
as a major component of the SMB of the GrIS (Bougamont et al., 2005; Tedesco
et al., 2011; van Angelen et al., 2012).
Remote and in-situ measurements of the surface albedo of the GrIS have

revealed a decline over the whole ice sheet (Tedesco et al., 2011; Box et al.,

2



1.2 The Greenland ice sheet

2012; Stroeve et al., 2013; Tedesco et al., 2016). During the June-August period
of 2000 to 2010, the average decline in the ablation zone was −0.056 ± 0.007
and −0.091 ± 0.021 in the ablation zone (Box et al., 2012). Remote sensing
data from 1996 to 2012 showed an albedo decline of 0.02 per decade (Tedesco
et al., 2016). The albedo decrease is pronounced in the ablation zone (Box et al.,
2012; Tedesco et al., 2016), where the drop of albedo is caused by an increasingly
earlier exposure of darker ice after the winter snow cover has melted away. Under
a warmer climate, snow melts earlier and the equilibrium line moves to higher
elevations (Brutel-Vuilmet et al., 2013; Vizcaino et al., 2014), which causes ice to
be exposed for a longer time and over a wider area. Model simulation suggests
that the variability of the SMB will increase in the future and be tied to incoming
solar radiation and the surface albedo (Fyke et al., 2014).

Figure 1.1: Map of Greenland and the locations referred to in the thesis.

3



1 Introduction

1.3 Surface mass balance

SMB drives the internal flow of glaciers and ice sheets. Ice starts to flow as a
response to a change in the surface slope that is introduced by mass loss at lower
elevations and mass gain at higher elevations. The SMB is often simply called
“mass balance,” but it should not be confused with the total mass balance. In
addition to the SMB, the total mass balance also includes mass exchanges at the
bed and margin, such as calving and subglacial melt.
SMB is expressed either in units of volume or mass. In addition, SMB-related

terms can either be denoted as a cumulative sum or changes over a stated span of
time, usually a season or year. These rates of change are denoted by an overdot,
which represents a partial derivative with respect to time.

The SMB is calculated either for an individual point with the symbol ḃsfc or
averaged over the entire surface area which is expressed by the symbol Ḃsfc.
SMB at a point on a glacier is the deviation between surface accumulation (ċsfc)
and surface ablation (ȧsfc).

Surface accumulation refers to all processes which add snow or ice to a glacier
or ice sheet. Surface ablation includes all processes of removal (Cuffey and
Paterson, 2010). Therefore, ċsfc is a positive contribution and ˙asfc a negative one
to ḃsfc:

ḃsfc = ċsfc − ȧsfc (1.1)

Integration of ˙bsfc over the whole surface area S yields the average SMB in m
water equivalent (w.e.) per year:

Ḃsfc =
1
S

∫
s

ḃsfc dS (1.2)

Several processes determine the SMB at a point on a glacier or ice sheet.
Depending on the location, the same process contributes to accumulation or
ablation. For example, wind drift can either cause snow to accumulate or dissipate.
The most important processes are snowfall and surface melt; for polar ice mass,
refreezing is also important. Therefore, Equation 1.1 becomes the following:

ḃsfc = ċsfc(sn) + ċsfc(rainfall) − ȧsfc(evaporation/sublimation) − ȧsfc(runoff) (1.3)

ċsfc(rainfall) is the accumulation by rainfall, ȧsfc(evaporation/sublimation) is the ablation
by evaporation or sublimation and ȧsfc(runoff) is the ablation by runoff.

4



1.4 Surface energy balance

Liquid water from rain or surface melt refreezes inside the snowpack if the
temperature is below the freezing point. Liquid water may also refreeze at the
base of snow overlying glacier ice, forming “superimposed ice”. If refreezing
occurs below the summer surface, it represents internal accumulation which is
sometimes, incorrectly, directly included in the SMB (Cogley et al., 2011). The
summer surface is identified as the surface on which the first snow of the new
balance year falls. Liquid water which does not refreeze leaves the ice sheet and
is called runoff:

ȧsfc(runoff) = Ms + ˙rainfall − ˙refreezing (1.4)

where Ms is the surface melt rate.
Most glaciers and ice sheets can be divided into two zones determined by the

annual SMB: the accumulation zone, where the annual SMB is positive, and the
ablation zone, where it is negative. Those two zones are divided by the equilibrium
line, where the annual SMB is zero. The equilibrium line of the GrIS is located
at altitudes between 1000 and 1500 metres (lower in northernmost Greenland,
Cuffey and Paterson (2010)).

1.4 Surface energy balance

The surface energy balance governs the net energy flux (EN) into the surface
and describes the processes which drive surface melt. The units of energy flux
density are W m−2 and the flux is positive if it is in the direction towards the snow
or ice surface. A positive net energy flux EN drives melt, and a negative one
drives refreezing if liquid water is available. At 0°C surface temperature, any
surplus energy is assumed to be used for melting snow or ice. The net energy
flux combines the following components (Cuffey and Paterson, 2010):

EN = E↓S + E↑S + E↓L + E↑L︸                  ︷︷                  ︸
radiation fluxes

+ EH + EE︸   ︷︷   ︸
turbulent fluxes

+EG + EP (1.5)

where E↓S is the downward shortwave radiation, E↑S is the upward shortwave
radiation and E↓L and E↑L are the downward and upward longwave radiations.
These radiative fluxes combined yield the net radiation (ER). The sensible heat
flux (EE) and latent heat flux (EH ) are the turbulent fluxes. EG is the ground
energy flux, and EP is the heat flux from precipitation.
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Surface melt rate Ms from the available energy is represented by the following:

Ms =
EN

ρwLf
(1.6)

where ρw is the density of water, and Lf is the latent heat of fusion for ice.
The magnitude of each process in Equation 1.5 depends on the atmospheric

conditions and surface properties. For a detailed discussion, see Cuffey and
Paterson (2010), Oerlemans (2001) and Hock (2005). Examples of these studies
of the surface energy balances of the GrIS can be found for example in Van As
et al. (2012), which focuses on the ablation zone or Cullen et al. (2014), which
focuses on the accumulation zone.

The energy available for melt in June, July and August decreases with elevation.
In the lower ablation zone of the GrIS, the available energy averages 150W m−2

and is usually 0 at higher elevations in the dry snow zone (Van As et al., 2012).
An exception was in 2012 when almost the entire GrIS (98.6% ) experienced melt
(Nghiem et al., 2012).

In the ablation zone of the GrIS, most of the available energy for melt stems
from net shortwave radiation (E↓S + E↑S) which is in the order of 100–150W m−2

(Van As et al., 2012). The net longwave radiation was found to be negative at
all elevations but never exceeded –60W m−2 at higher elevations. The sensible
heat flux is greatest at lower elevations around 40W m−2 and near zero in the
accumulation zone. Latent heat, ground heat flux and rain are low at all elevations.
Also, in alpine valley glaciers most of the energy used for melt is supplied by
radiation, followed by the sensible heat flux and only a minor fraction from latent
heat (Hock, 2005).

A complete surface energy balance is the most physical way to derive melt rates.
The advantage is that each source of energy can by quantified and changes in
each component can be monitored. This advantage comes at the cost of required
inputs, which are not always available, especially the turbulent fluxes requiring
near-surface gradients of wind speed, temperature and specific humidity. For
model studies of glaciers or ice sheets, these quantities need to be provided by
an atmospheric model, which is not always feasible or desired. Therefore, several
other methods for melt have been developed.
The temperature index model (TIM) or positive degree-day models (PDD) link

air temperature with snow or ice melt. Air temperature is usually available in
models and is easy to measure. Both models link air temperature to melt via
an empirical melt factor. These melt factors vary from site to site and over time.
Despite their simplicity, they often match the performance of full-energy balance
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1.5 Albedo of snow and ice

models on the catchment scale (e.g. Rango and Martinec, 1995). These models
perform well because many components of the surface energy balance are linked
to air temperature (Hock, 2005).
The disadvantage of these simple models is that the melt factors are site

dependent and might not be the same under different climatic conditions. Some
temperature index models, therefore, use an extended formulation which includes
different components of the surface energy balance, like net radiation, vapour
pressure or wind speed.

The biggest source of radiation is net shortwave radiation, which is the difference
between incoming and outgoing shortwave radiation. The incoming shortwave
radiation (also called insolation or global radiation) is the sum of the direct solar
beam, the diffuse radiation from all directions due to scattering in the atmosphere,
and the reflection from the surrounding terrain. All the effects of direct, diffuse
and reflected components can be expressed by the following equation of the
downward shortwave radiation (Cuffey and Paterson, 2010):

E↓S = STOA · cos θz · τa (1.7)

where STOA is the top of the atmosphere solar flux, θz is the zenith angle of the
sun and τa is the effective transmissivity, which expresses how much of the total
solar radiation strikes the surface. The effective transmissivity depends on cloud
cover, altitude and haze.

The outgoing shortwave radiation is the reflected part of the downward radiation
and can be described by the following equation:

E↑S = αsE↓S (1.8)

where αs is the broadband surface albedo (discussed in detail in the following
section).

1.5 Albedo of snow and ice

The albedo or broadband albedo as defined in Grenfell (2011) is: “The fraction of
incident solar radiative energy flux, or irradiance, reflected and scattered upward
from a surface integrated over the solar spectrum from 300 to approximately 3000
nm”. Different studies have used different limits; (Hock, 2005) for example, used
350–2800 nm. The limits are based on the range of the solar spectrum (see
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Figure 1.3a); the actual limits have only a minor effect since the solar radiation is
low near the limits.
Examples of broadband albedos are given in Table 1.1. An albedo of 0.70

means that 70% of the incident solar radiation is reflected. Snow has a high
albedo, and fresh dry snow has the highest naturally occurring albedo.

Table 1.1: Examples of snow and ice albedo from (Cuffey and Paterson, 2010) and †
(Bøggild et al., 2010), ∗ (Knap and Oerlemans, 1996), B (Bøggild et al., 1996),
§(Van den Broeke et al., 2008).

Surface type min max
fresh dry snow 0.75 0.98
old clean dry snow 0.70 0.85
old clean wet snow 0.46 0.70
old dirty dry snow 0.30 0.60
old dirty wet snow 0.30 0.50
clean glacier ice B § 0.30 0.56
dirty ice † 0.21 0.44
cryoconite basin † 0.10 0.11
superimposed ice † ∗ 0.63 0.68
tundra † 0.14 0.23

The spectral albedo is defined as the ratio between upwelling and incident
irradiance versus the wavelength of radiation:

αλ =
E↑S(λ)

E↓S(λ)
(1.9)

The total or broadband albedo, often just called albedo, is related to the spectral
albedo by the following equation:

αs =
E↑S
E↓S
=

∫
SW αλE↓S(λ) dλ∫
SW E↓S(λ) dλ

=

∫
SW αλE↓S(λ) dλ

E↓S
(1.10)
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1.5 Albedo of snow and ice

where
∫
SW denotes an integration over the shortwave band (Cuffey and Paterson,

2010). The downward radiation consists of the direct and diffuse radiation over
the whole spectrum. The upward shortwave radiation (E↑S) is a result of scattering
and reflection by the near-surface layers.
Wiscombe and Warren (1980) developed the first physically based model of

snow albedo over the solar spectrum which also accounted for direct and diffuse
radiation. They computed scattering and absorption for a single snow grain with
the Mie theory by approximating the grain with an optically equivalent sphere.
Multiple scattering was approximated with the delta-Eddington approximation,
which is a radiative transfer model suited for strongly forward-scattering optical
media such as ice. One important insight from the Mie theory is that the bigger
the sphere, the more is scattered in the forward direction (the direction of the
incident light). The model of Wiscombe and Warren (1980) matched observations
accurately in the near-infrared spectrum but over-predicted the observed albedo
in the visible range. The companion study of Warren and Wiscombe (1980) also
accounts for impurities, which solved the visual range problem. Even very small
concentrations of highly absorbent impurities lower the albedo substantially.
A conceptual illustration of scattering and absorption in a layer of snow or

ice is given in Figure 1.2. The incident radiation gets scattered by snow grains
(Figure 1.2 (a)). A snowflake quickly loses its delicate shape and can be described
as a sphere. The bigger the snow grain, the more is scattered in the forward
direction. In addition, a bigger snow grain leads to more absorbed radiation
because the radiation needs to travel through more ice in bigger grains (Grenfell,
2011).

In ice, the radiation gets scattered by air bubbles, which can also be described
as spheres. Therefore, for both snow and ice, the Mie theory can be applied in a
similar fashion; only the material properties differ (Mullen and Warren, 1988). In
ice, the radiation needs to travel through more absorbent material. This leads to
higher absorption in ice than snow, even though ice is not very absorbent. This
explains why the albedo of ice is lower than snow. In addition, the scattering and
absorption of impurity particles (c) also needs to be addressed.

The specific surface area (SSA) is an important physical property of ice related
to air bubbles. The SSA is the ratio of air-ice interface area to ice mass (e.g.
Dadic et al., 2013). The albedo is directly related to SSA: a high SSA results in
a high albedo. The “weathering crust” (also called the ablation crust, radiation
crust or melt crust), a shallow, porous layer of ice produced by differential melt,
is also related to SSA (Müller and Keeler, 1969; Irvine-Fynn et al., 2011b). The
weathering crust on the GrIS is a few centimetres thick (Chandler et al., 2015;
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icesnow

(a) (b)

ice

(d)

ice

(c)

impurity

✓zlower

Figure 1.2: Schematic diagram showing the influence of grain size, air bubble and zenith
angle of the sun on albedo (inspired by Grenfell (2011)). The width of the arrow
indicates the relative intensity. (a) Snow with small grains, low absorption,
high albedo; (b) Ice with small air bubbles, higher absorption, lower albedo
compared to snow; (c) Ice with an impurity particle, higher absorption, lower
albedo than in (b); (c) Lower zenith angle of the sun, greater absorption path
length, lower albedo than in case (b)
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Konzelmann and Braithwaite, 1995). The weathering crust has a higher SSA
compared to the undisturbed glacier ice; therefore, the ice surface albedo is higher
when a weathering crust is present.

Figure 1.2(d) shows the case when the sun is high above the horizon, i.e. the
zenith angle is low. The radiation can penetrate deeper into the ice or snow layer
because of the forward scattering. This deeper penetration gives the radiation
more opportunities to scatter and be absorbed, causing a lower albedo. The
longer travel path increases the probability that the radiation will interact with an
impurity. Therefore, the effect of impurities is higher at lower zenith angles.

Albedo is not an intrinsic material property. As shown in Figure 1.2, albedo also
depends on the zenith angle of the sun and the fraction of diffuse radiation. Pure
diffuse radiation causes the same albedo as direct radiation at the solar zenith
angle of 50° (Wiscombe and Warren, 1980). In addition, clouds cause a shift in
the solar spectrum, resulting in a higher albedo (Greuell and Konzelmann, 1994).
Figure 1.2 is simplified as it shows only the main direction of radiation and

ignores scattering at the crystal boundaries and ice/air interface. Nevertheless,
the figure effectively illustrates the influence of the zenith angle and impurities.

Figure 1.3(a) shows the amount of solar radiation at the top of the atmosphere
(TOA) in red and at sea level in orange. As the radiation passes through the
atmosphere, some parts are modified by scattering, absorption and reflection,
which causes the dents in the spectrum at sea level. The example is taken
from North America and represents clear sky conditions. For Greenland, the
radiation is much lower due to the higher zenith angles and is further reduced by
clouds. Nevertheless, the spectrogram has a similar shape but lower magnitudes
(Grenfell, 2011). The spectrogram peaks in the visible range (380–750), where
solar irradiance is highest.

The complex index of refraction m of ice is strongly dependent on the wavelength
λ:

mλ = nλ + ikλ (1.11)

where k is the extinction coefficient.
Panel (b) shows the real part of the index of refraction for ice, black carbon (BC)

and dust of two different origins. Panel (c) shows the imaginary part of the index
of refraction of BC, saharan dust and ice on a logarithmic scale. The absorption
of ice is weak below 170 nm and extremely weak in the visible range. At the same
range where the incoming radiation is highest (Figure 1.3(a)). Both, BC and dust
are highly absorbent in the visible range. Therefore, even low concentrations of
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Figure 1.3: (a) spectral irradiance at the top of atmosphere (TOA) and sea level (ASTM
International, 2012). (b) real part and (c) imaginary part of the complex
refraction index. The extinction coefficient (kλ) of ice is strongly dependent
on wavelength, and is very low in the visible spectrum (Warren and Brandt,
2008). The extinction coefficient of black carbon (BC) does not depend on
wavelength, and the recommended value is 0.79 (Bond and Bergstrom, 2006).
The exact value of BC depends on the source and range of the values is
indicated in grey. Dust has a lower k than BC, shown here in examples
from the Sahara (Burkina Faso, Wagner et al. (2012)) and Asia (Zhangye:
39.082°N, 100.276°E, Ge et al. (2010)).
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1.5 Albedo of snow and ice

dust or BC have a big influence on albedo. Between 1000 and 3000nm ice is
moderately absorbent and impurities play a lesser role. Therefore, the biggest
change in spectral albedo due to impurities is in the visible range (Warren and
Wiscombe, 1980).

Due to ice’s low absorption, scattering is the dominant process for snow extinc-
tion (sum of scattering and absorption); scattering is responsible for 99.99% of
extinction in the visible range. The low absorption even plays a role in ice without
bubbles of impurities because radiation can travel for long distances within the
ice.

The absorption length of pure ice ranges from 700–6000m (Warren et al., 2006)
at 390 nm. In contrast, measurements from apparently clean, deep Antarctic ice
had an absorption length of 240m, and ice grown in laboratories had an absorption
length of 10m. The large spread is caused by different measurement techniques
as well as microscopic bubbles and impurities.
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1.6 Impurities

1.6.1 Cryoconite
Cryoconite is a granular sediment found on glacier ice surfaces and consists of
biological material, mineral material, black carbon and other particles. The term
cryoconite was first used by the Arctic explorer Nils Adolf Erik Nordenskiöld after
his travels to Greenland in 1870 (Nordenskiöld, 1875). The word is a combination
of the Greek words “kryos”, meaning cold, and “konis”, meaning dust. The effect
of impurities on albedo and melt was documented as far back as 1875 by Norden-
skiöld (1875) and in 1906 by another famous polar explorer Nansen (1906) (as
cited in Cook et al. (2015)).

Impurities which have been transported by wind are often referred to as aerosols,
even after they have been deposited on ice or snow. Therefore, aerosols in the
glaciological context should be understood to be “past aerosols”.
Cryoconite can be located inside cryoconite holes, in streams, dispersed as

granules over the ice surface (Hodson et al., 2007, e.g.) or inside wide cryoconite
holes called cryoconite basins (Bøggild et al., 2010). A cryoconite hole is a
water-filled depression which forms on the surface as dark cryoconite melts into
ice. These holes are deeper in polar glaciers (20–50 cm) compared to middle- and
low-latitude glaciers (3–20 cm) (Takeuchi, 2011). The lifespan of a cryoconite hole
is shorter on glaciers with high melt rates, while in polar regions a lifespan of
100–200 years may be possible (Takeuchi, 2011).
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1.6 Impurities

1.6.2 Impurity accumulation on the ice surface

Figure 1.4 shows a sketch of the processes of impurity accumulation at a location
in the ablation zone of an ice sheet or glacier. In this example, the winter snow
cover starts to form on the first of October. The albedo increases as a layer of
snow forms (c). Snow grain size increases after the time of deposition, causing
the albedo to decrease.

Impurities are deposited by dry or wet deposition with snowflakes. The albedo
of snow is quickly lowered as the impurity is swiftly covered by fresh snow. Snow
starts to melt around the first of May as it gets warmer, causing the snow grains
to grow rapidly, which lowers the albedo. The layers with impurities re-emerge
as snow melts, causing the impurities to accumulate on the surface (Doherty
et al., 2013). These impurities stay close to the snow surface and further lower
the albedo. This process of melt-out and accumulation on the snow surface is
likely the reason for the darkening of the GrIS in the accumulation zone (Tedesco
et al., 2016), as the source of the impurities has not increased significantly.

The released meltwater refreezes at the base of the snowpack, forming superim-
posed ice. The superimposed ice layer melts away as the temperatures increase
further, and ice is exposed. A layer with a higher impurity concentration melts out
and releases the impurities onto the ice surface. A fraction of these impurities, as
well as those released by the snowpack, are moved by meltwater into cryoconite
holes. These impurities in the cryoconite holes are shielded from the low-standing
sun and therefore do not influence the albedo directly (Bøggild et al., 2010). If
the cryoconite hole melts out, all its enclosed impurities are released onto the ice
surface, causing a decrease in the albedo.

A summer snowfall event causes a short increase in the albedo until the snow
has melted away. Clouds cause an increase in the albedo by shifting the solar
spectrum. In autumn, the cycle starts again, and impurities located on the ice
surface and inside cryoconite holes are conserved under the seasonal snow cover.
Cryoconite holes can last for several years or possibly decades (Takeuchi, 2011).
Meltwater also has an indirect influence on the albedo. The optical properties

of pure ice and water are very similar in the shortwave spectrum; therefore, the
direct influence is minimal (Dozier, 1989; Green et al., 2002). Liquid water has
an indirect effect, however, by enhancing grain growth and filling voids between
snow grains.
Due to the heterogeneous distribution of cryoconite the albedo varies hugely

over short distances (Moustafa et al., 2015; Chandler et al., 2015, e.g.), causing
differential melt. This melt can increase the aerodynamic roughness, which is
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important for the turbulent heat transfer and hence the surface energy balance
and melt (Nield et al., 2012; Brock et al., 2006, e.g.).
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Figure 1.4: Schematic of melt-out and accumulation of impurities at a location in the
ablation zone. The upper most row (a) indicates the atmospheric condition,
e.g. snowfall, sunshine and clouds. (b) indicates the evolution of the snow
and ice surface over one year (first of October to first of October). (c) indicates
the albedo evolution corresponding to the surface conditions.

1.6.3 Black carbon (BC)
Black carbon (BC) is emitted during the incomplete combustion of fossil fuels,
biofuels and biomass. BC is therefore natural as well as anthropogenic and is
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transported by the atmosphere to polar regions or regions with glaciers. BC is
a set of materials with different optical and physical properties (examples listed
in Table 1 of Petzold et al. (2013)). Black carbon has a unique combination of
physical properties (Bond et al., 2013): it is insoluble in water, stable up to high
temperatures, strongly absorbs visible light, and exists as an aggregate of small
carbon spherules.

Commonly the terms “black carbon”, “soot”, “elemental carbon”, “light absorbing
carbon”, “equivalent black carbon” and “refractory black carbon” all refer to the
strong light-absorbing components of carbonaceous particles originating from
combustion (Petzold et al., 2013). These definitions are associated mostly with
different measurement techniques or the source of the particles. Depending
on the measurement method, the results for mass can differ by a factor of up
to 7 (Reisinger et al., 2008; Petzold et al., 2013). Converting between different
measurement methods is difficult and prone to errors (Petzold et al., 2013) because
the measurement methods are linked to specific particle properties which may
also depend on chemical as well as physical properties.
To avoid confusion, it is important to use the appropriate nomenclature and

report details of the measurement techniques. Petzold et al. (2013) gives rec-
ommendations for nomenclature in the context of atmospheric aerosol research.
The cryosphere community should use the same nomenclature in order to make
measurements comparable.
By definition, soot originates from incomplete combustion. Similar to atmo-

spheric research in the context of glaciology, soot deals with mixed and aged
particles which can no longer be associated with any combustion source process.
In that context, Petzold et al. (2013) recommends avoiding the terms soot or BC
altogether and instead reporting fractions of BC depending on the measurement
technique: refractory black carbon (rBC) for incandescence methods, elemental
carbon (EC) for methods that are specific to the carbon content or equivalent black
carbon (EBC) for methods linked to optical absorption.

Following the recommendation of Petzold et al. (2013), BC is still a useful qual-
itative description when referring to light-absorbing carbonaceous atmospheric
aerosols, but for quantitative applications the term needs clarification of the mea-
surement method used. This thesis uses the qualitative term BC. Nevertheless,
using the nomenclature of Petzold et al. (2013) when reporting measurements is
recommended.

BC’s average atmospheric residence time ranges from 5 to 15 days according
to model inter-comparison (Lee et al., 2013); therefore, BC particles can travel
from hundreds to thousands of km before being deposited on the GrIS. Important
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sources of BC for the GrIS are Southeast Asia and North America (McConnell
et al., 2007).
Ice core BC data exists for several GrIS cores: D4, Humboldt, Summit, ACT2,

Dye3, GISP2, Camp Century and NEEM (McConnell et al., 2007; Zennaro et al.,
2014; Chýlek et al., 1992, 1995). Although the cores were mostly analysed for BC
concentrations only from the last two centuries, Dye3 (Chýlek et al., 1992) has
been analysed back 3380 years, Camp Century back 6000 years (Chýlek et al.,
1987) and the NEEM core, which showed a higher resolution than the other cores,
back roughly 2000 years (Zennaro et al., 2014) .

Values of BC in the GrIS snowpack have been reported in the following: Clarke
and Noone (1985); Chýlek et al. (1987, 1995); Slater et al. (2002); Hegg et al.
(2010); Doherty et al. (2010); Carmagnola et al. (2013); Dumont et al. (2014);
Polashenski et al. (2015)
The existence of any BC measurements of ice surface samples is unknown.

1.6.4 Dust
In the context of this thesis, dust refers to windblown insoluble mineral material from
continental areas. Dust is characterised by its chemical and physical properties,
such as size and reflective index. Common size classes are clay (d < 2.5µm), silt
(2.5µm < d < 60µm) and sand (60µm < d < 2mm).

A certain fraction of mineral dust is soluble in water. The largest soluble fraction
is CaCO3, which is used as a proxy for dust. Only the insoluble part of dust is
relevant to the albedo.
Mineral dust originates predominantly from large deserts or semiarid areas

which are subject to wind erosion. The provenance of dust particles can be
derived by their mineralogy and isotopic composition. Local dust was found to
be the dominant source at the Hans Tausen and Renland ice caps of Greenland,
which are separate from the ice sheet (Bory et al., 2003). For the ice sheet itself,
the East Asian deserts of Gobi and Taklimakan are likely the main dust source
regions (Biscaye et al., 1997; Bory et al., 2003). A recent study by (Újvári et al.,
2015) argues that the isotopic ratios and mineralogy of dust found in the GISP2
and GRIP ice cores could also be of central European origin.

Chemical and physical weathering produces loose fine-grain material. If the wind
speed is high enough, these particles are lifted from the ground and transported in
the atmosphere. The lightest particles, clay, can be transported several thousands
of kilometres. During transport, particles are lost by dry and wet deposition. A
clay particle with a diameter of approximately 0.7µm has an average atmospheric
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residence time of 13 days, while silt (d=38µm) stays in the air for only an hour
(Tegen and Fung, 1994).

Another important source of dust on the ice surface is release from englacial
storage (e.g Oerlemans, 1991; Bøggild et al., 1996; Wientjes et al., 2011) and
outcropping of basal till (Stibal et al., 2012). The relative contribution of melt-out
to the dust is one topic of Article I (see also Figure 2.15).

In the ice sheet interior (Dye 3, GRIP, NGRIP), the dust composition is essentially
the same (Bory et al., 2003). Also, the variation in the dust proxy (Ca2+) of GRIP,
GISP2, NGRIP is highly similar (Rasmussen et al., 2008). These cores also show
a strong correlation of dust with δ18O, which is a proxy for temperature.
Dust concentration in ice cores is in antiphase with temperature. Under a

warmer climate, the dust concentration is lower. Changes in source strength and
atmospheric transport contribute to changes in the ice cores of the GrIS (Fischer
et al., 2007). The ratio of the particulate dust concentration in the NGRIP core
between the last glacial maximum and the Holocene is approximately 80 to 100
(Steffensen, 1997; Fischer et al., 2007).

Dust has been measured direct or via a proxy in the following ice cores of the
GrIS: NGRIP (Ruth, 2007), GRIP (De Angelis et al., 1997; Fuhrer et al., 1999),
GISP2 (which includes the only Holocene data, Mayewski et al. (1997); Taylor
et al. (1997)), Camp Century (Fisher, 1979), Dye3 (Hammer et al., 1985) and
Renland (Hansson, 1994). The NEEM ice core has not yet been fully analysed
but should also provide Holocene data (Bigler, 2012; NEEM community members,
2009).

1.6.5 Microbes

Microbes influence the albedo of ice in two ways: by producing dark materials and
aggregating particles, causing the size of the cryoconite granules to be altered.
Cyanobacteria are especially responsible for the size of the cryoconite granules
(Takeuchi et al., 2010). Larger and more stable grains exist where cyanobacteria
are abundant (Takeuchi et al., 2010). Larger granules probably have a longer
residence time and therefore, also influence the albedo indirectly (Bøggild et al.,
2010; Hodson et al., 2010; Irvine-Fynn et al., 2011a). Organic matter and granule
size correlate strongly, suggesting that they play a key role in determining the
size and shape of the granules (Langford et al., 2010; Stibal et al., 2010). The
precise biotic and abiotic processes which control cryoconite granule growth are
still poorly understood (Cook et al., 2015).
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Microbial activity also alters the albedo of the cryoconite granules by producing
dark materials (Kohshima et al., 1993; Quesada et al., 1999; Takeuchi, 2002;
Takeuchi et al., 2010; Remias et al., 2012; Tedesco et al., 2013; Takeuchi et al.,
2014). The darkening effect of microbes is not yet quantified (Stibal et al., 2012;
Yallop et al., 2012).

The origin of the microbes in cryoconite is currently unclear (Cook et al., 2015).
A strong hypothesis is that microbes are provided by the atmosphere via both wet
and dry deposition from local and distant sources (Swan, 1992; Pearce et al., 2009)
similar to dust and BC. One might, therefore, argue that microbes are aerosols.
Unlike dust and BC, however, microbes can reproduce, and their mass changes
without the additional influx of “newcomers” from the atmosphere. Microbes can
produce dark material in situ on the ice or snow surface and, therefore, deserve
their own category.
Measurements of organic matter on the GrIS reach from 2 to 18% of the cry-

oconite mass (Table 1 in Cook et al. (2015)). Nevertheless, even if the mass
concentrations are low, the darkening effect could still be significant. Microbes
have a lower density than mineral dust; together with a high absorbance, this
could lead to a substantial influence on the albedo.
Microbial cell concentration was measured in the GISP2 ice core (e.g. Miteva

et al., 2004; Price, 2007; Price et al., 2009) estimated that microbial cells con-
tributed about 1% as much mass as dust. The DYE3 (Castello et al., 1999) and
recently the NEEM (Miteva et al., 2015) ice cores were also analysed for microbial
cell concentrations.
Similar to BC and dust, some microbes get trapped in ice in the accumulation

zone and are transported to the ablation zone over thousands of years. As much
as 10% of bacteria might be able to reanimate after this long transport (Yung et al.,
2007).

In conclusion, microbes are an active player in the cryoconite system on the ice
surface and influence the albedo in different ways. Their dynamics and albedo-
lowering capacity are currently not well understood; therefore, microbial activity is
not explicitly included in this thesis.

1.6.6 Brown carbon (BrC) and organic carbon (OC)

Brown carbon (BrC) is light-absorbing organic matter of various organic substances
which appears brown rather than black (Andreae and Gelencsér, 2006). The
brown colour is associated with non-uniform absorption over the visible spectrum.
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Brown carbon has various origins: soil humic substances, humic-like substances
(HULIS) and tarry materials from combustion (Petzold et al., 2013).

According to this definition, the light-absorbing materials produced by microbes
are BrC, although they are not explicitly called brown carbon in the glaciological
literature. Similar to BC, brown carbon is not one specific material but a big set of
materials with specific properties.

Brown carbon is sometimes used equivalently with organic carbon (OC) (Dang
et al., 2015; Doherty et al., 2010, e.g.). Organic carbon, however, includes all
carbon compounds where carbon is combined with hydrogen or other elements.
Therefore, brown carbon is a subset of OC.

1.6.7 Tephra
Tephra is a collective term for all airborne volcanic ejecta (Thorarinsson, 1974).
In the context of this thesis, only ash (< 2mm) is relevant. Volcanic tephra is
usually identifiable and excluded from the ice core records (e.g. Narcisi et al.,
2010). Greenland ice cores are mostly analysed for acid layers from the fallout of
aerosols emitted by volcanic eruptions. For example, 1927 volcanic events have
been detected in the sulphate record of the NGRIP core between approximately
10 ka and 110 ka before the year 2000 (Chalmas (2004), as cited in Abbott and
Davies (2012)). Only 45 tephra horizons have been identified in the ice cores
(Abbott and Davies, 2012), which indicates the very limited amount of volcanic
ash reaching the GrIS. Recently, “cryptotephra”, which are not visible to the naked
eye, have been studied in Greenland’s ice cores (Abbott and Davies, 2012). The
reasons why the tephra concentration on the GrIS is so low are the distance to
significant volcanic regions and dominant wind patterns. Even though the volcano
on Jan Mayen is close, only one study found its material in a Greenland ice core
(Abbott and Davies, 2012). Iceland is responsible for most of the ice core records.
Of the 45 tephra layers, 37 have been attributed to Icelandic eruptions (Abbott and
Davies, 2012; Grönvold et al., 1995). No tephra of the large equatorial eruptions
such as Toba, Krakatoa or Pinatubo has been found in Greenland’s ice cores,
although peaks of sulphate linked to those eruptions have been identified (Abbott
and Davies, 2012).
Nevertheless, for glaciers close to active volcanoes, tephra has a significant

impact on albedo (e.g. Möller et al., 2014) and melt (e.g. Julio-Miranda et al.,
2008) up to a certain ash layer thickness (Dragosics et al., 2016). An albedo
reduction of 0.01 is reached at a mass fraction of 10 ng g−1 for ice and 1000 ng g−1

for snow (Dadic et al., 2013). Since the number of visible ash layers in Greenland’s
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ice cores is small and the mass fraction to reach a significant lowering of ice’s
albedo is quite high, volcanic ash is not addressed in this thesis.

1.6.8 Micrometorites
Nordenskiöld originally proposed that cryoconite was of extraterrestrial origin. In
fact, the influx of micrometeorites on the GrIS is in the order of 10−6 g m−2 per
year (Maurette et al., 1987), about 1000 times lower than the current atmospheric
influx of BC (0.001 g m−2, Lee et al. (2013) ). Therefore, assuming that the influx
is stable, micrometeorites can be neglected.

1.6.9 Non-absorptive aerosols: sea salt, sulphate and nitrate
The majority of natural aerosols are sea salts and natural sulphates (Satheesh
and Krishna Moorthy, 2005; Stocker et al., 2013). Both are non-absorbing and
therefore could only influence the albedo of snow and ice by scattering. To the
author’s knowledge, this effect has not been studied in snow or ice but is probably
minor.

1.7 Tracer transport

Impurities are transported within the ice from the accumulation zone towards
the ablation zone. These impurities do not interact with the flow while in transit
and can therefore be seen as a passive tracer. Another passive tracer in ice is
δ18O, which is the ratio of oxygen isotopes relative to a defined standard and an
important proxy of past surface temperatures (e.g. Masson-Delmotte et al., 2008).
In order to accurately predict when and where an impurity emerges, the age

of the ice needs to be computed. This computation is complex because first,
the geometry of the ice sheet needs to match the present day geometry and
second, the age of the ice needs to be accurate in order to obtain the impurity
concentration. This concentration is calculated by linking the age of the ice to a
time series of impurity concentration obtained from the ice cores. Calculating the
age of the ice is still a challenging task.

Clarke and Marshall (2002) and the follow-up papers (Lhomme et al., 2005a,b;
Clarke et al., 2005) used a semi-Lagrangian scheme with first-order accuracy.
Article III will show that the first-order method produces the same results as a
second-order method of the ice sheet interior. However, in the ablation zone, which
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is the area of interest for impurity melt-out, the second-order scheme produces
different results.
Tracer transport is of interest not only for the melt-out of impurities but also

for the global cycle of oxygen isotopes and the emergence of persistent organic
pollutants. Bogdal et al. (2010) used a 2D glacier-flow model for predicting the
emergence of persistent organic pollutants with a Eulerian transport scheme and
a full Stokes model. The studies, based on Clarke and Marshall (2002), focused
on oxygen isotopes in the ice sheet interior. Therefore, Article II is the first study
that considers impurity transport, melt-out and surface accumulation.

1.8 Motivation and objectives

Shortwave radiation is the major component of the surface energy balance during
melt, and broadband albedo is a major factor in the SMB (see references in
section 1.2). Therefore, albedo should be a dynamic component of models aiming
to predict sea level rise. A dynamic surface albedo component of a glacier or ice
sheet needs to include the albedos of both snow and ice.
Currently, snow albedo is more commonly studied because of the large areas

which are covered by snow at some point during the year and the effect of snow
albedo on climate (Hansen and Nazarenko, 2004; Flanner et al., 2007). Snow
albedo models are becoming increasingly complex, consisting of multiple layers
and accounting for grain growth, meltwater percolation, refreezing and impurities
(Flanner and Zender, 2006; Gent et al., 2011; Rae et al., 2012; Gabbi et al., 2015).

Ice albedo is known to be highly variable over space and time, but models still
treat ice albedo as uniform and constant (e.g. Mernild et al., 2010; Rae et al., 2012)
or a constant in time (e.g. Gent et al., 2011; Oaida et al., 2015). Some models
use intricate snow albedo schemes but still treat ice albedo as a non-evolving
constant parameter (e.g. Vizcaino et al., 2013; Franco et al., 2013).

Additional motivation to study ice albedo is its increasing importance in a warm-
ing climate. This importance is because ice will be exposed over wider areas and
for longer periods. More ice is exposed as the equilibrium line moves to higher
elevations and ice is exposed longer as snow melts earlier (Brutel-Vuilmet et al.,
2013; Vizcaino et al., 2014). Already the darkening of the GrIS is partly attributed
to the longer exposure of ice as well as impurities and snow grain growth (Tedesco
et al., 2016). Another indicator for the expansion of the bare ice area was the
2012 event when melt occurred almost everywhere on the GrIS (Nghiem et al.,
2012).
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These facts lead to the main objective of this thesis: developing a model
framework which includes the following processes: ice dynamics, surface mass
balance (which depends on albedo,) impurity melt-out and accumulation, impurity
transport within the ice flow and ice albedo depending on both englacial and
supraglacial impurities (see Figure 1.5).

Figure 1.5: Schematic overview of the model framework and organisation of the thesis.
Each article focuses on different parts of the framework, as indicated by the
colour code.
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Other objectives are:

• Investigating the role of melt-out against the atmospheric deposition of
impurities.

• Deriving the residence time of impurities on the ice sheet surface.

• Investigating the role of impurity melt-out on ice albedo and ice sheet volume
under warmer conditions.

• Implementing and testing a tracer transport scheme of second-order accu-
racy in a 3D ice sheet model.

The current state of research of impurity dynamics, especially BC, is summarised
by Hodson (2014) who recommends developing a 3D model which includes
impurity transport and melt-out. This thesis is a first step towards a complete
model where impurity transport and melt-out are included in a 2D model (Article I
and II) and the transport in a 3D model is developed (Article III).

Figure 1.5 shows the model framework and a colour code for each article. Each
article focuses on different parts of the framework. Article I (chapter 2) covers
impurity melt-out, impurity accumulation on the surface and the effect of dust and
BC on ice albedo and SMB. Article II (chapter 3) introduces the whole framework
and focuses on the aerosol input, impurity transport and feedback between melt-
out, ice albedo and melt. Article III (chapter 4) is a technical paper dealing with
ice dynamics and tracer transport1.

1 Article III is based on my master’s thesis. I wrote the article during my PhD and added additional
analysis.
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Chapter 2

Article I

Goelles, T. and Bøggild, C. E.

Albedo reduction of ice caused by dust and black carbon accumulation
from melt-out and atmospheric deposition

Abstract

Surface melt in the ablation zone is controlled by atmospheric temperature and
surface albedo. Impurities accumulate on the ice surface and lower the albedo of
ice. Non-biological impurities, such as mineral dust and black carbon, accumulate
by dry or wet deposition and by melt-out. The darkening effect of accumulating
impurities on the ice surface is currently not included in surface mass balance
models and sea level projections. We present a model framework which includes
impurity melt-out and accumulation, the effect of clouds and the angle of the sun
on albedo and ultimately surface mass balance. The main source of dust on
the ice surface is melt-out from dust deposited during glacial periods, whereas
current atmospheric deposition contributes insignificantly. While for black carbon
the atmospheric deposition dominates at melt rates below one meter. Runoff
of impurities is in the range of one permille per day, which leads to a residence
time of decades on the ice surface in which the albedo is lowered and melt is
enhanced.
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2.1 Introduction

The increased mass loss of the Greenland ice sheet (GrIS) since 2009 is mainly
caused by an increase in surface melt and runoff (Enderlin et al., 2014). Sur-
face melt is largely determined by the amount of absorbed shortwave radiation
(Van den Broeke et al., 2008), which is governed by the surface albedo. Hence,
the broadband albedo (from now on just referred to as albedo) has been identified
as a major control on the surface mass balance (SMB) of the GrIS (Bougamont
et al., 2005; Tedesco et al., 2011; van Angelen et al., 2012).
The albedo of ice varies highly over space and time (e.g. Bøggild et al., 2010;

Chandler et al., 2015), but in most model studies ice albedo is still treated as a
uniform constant (e.g. Mernild et al., 2010; Rae et al., 2012) or as constant over
time (e.g. Noël et al., 2015). Snow albedo, on the other hand, is often modelled
by multi-layer snowpack and radiative transfer models, considering grain growth
and impurities (e.g. Gent et al., 2011; Lipscomb et al., 2013; Oaida et al., 2015).
Models of ice albedo are still at their infancy.

The highest melt rates of the GrIS are observed in the ablation area, where ice
is exposed at some point of the year, after the seasonal snow has disappeared.
This goes in hand with a drop in surface albedo because the albedo of ice is
significantly lower than that of snow (e.g. Moustafa et al., 2015). The duration and
area of exposed ice will increase under a warmer climate (Brutel-Vuilmet et al.,
2013; Vizcaino et al., 2014) as snow melts earlier and the equilibrium line moves
to higher elevations. Therefore, ice albedo will be of more importance for the SMB
of the GrIS in the future.

We present the first SMB model which takes the effect of impurity accumulation
on ice albedo into account. The ice albedo is part of the surface albedo scheme
which includes the seasonal change between snow and ice surface. The design
goal for the model is that it can be used in stand-alone ice sheet and glacier
models, as well as in conjunction with an atmospheric model. The temperature
and precipitation needs to be prescribed when used in stand-alone mode, while
these are otherwise provided by the atmospheric model. This study focuses on
the stand-alone application and the model framework is applied and tested on the
western margin of the GrIS.

First we begin with an outline of impurities on snow and ice, and the description
of the model test site. In Section 2.2 we present the model equations and param-
eters, and the calibration procedure, followed by model results. We conclude by
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discussing the result of model simulations at two locations and the role of impurity
melt-out.

2.1.1 Albedo and impurities
Absorption of ice at visible wavelengths is very weak, therefore small amounts of
highly absorbent impurities have a big effect on snow and ice albedo (Wiscombe
and Warren, 1980; Warren and Wiscombe, 1980; Warren and Brandt, 2008).
The most absorbent impurity is black carbon (BC), which is about 200 times
more absorbent than mineral dust (Dang et al., 2015). BC particles are highly
absorptive in the visual range, where the solar radiation is greatest. In addition
to the aerosols dust and BC, microbes may influence the albedo by aggregating
material (Takeuchi et al., 2001) and by production of dark materials (Takeuchi,
2002; Remias et al., 2012). Brown-black ice algae can potentially decrease the
albedo of ice by up to 40% relative to clean ice (Yallop et al., 2012). Despite the
potentially high influence of microbes, their dynamics and exact effect on albedo
are not well understood (Stibal et al., 2012; Yallop et al., 2012).

Non-biological impurities on the ice surface accumulate by dry or wet deposition,
by release of impurities in the snowpack or by melt-out of englacial impurities.
The ice itself acts as a reservoir of mineral dust and BC (Reeh et al., 1991;
Bøggild et al., 1996). These englacial impurities travel with the ice towards the
ablation zone, where they melt-out and contribute to the impurity mass on the ice
surface (e.g. Oerlemans, 1991; Bøggild et al., 1996; Klok and Oerlemans, 2002;
Oerlemans et al., 2009). The accumulated impurities on the ice surface lower
the albedo for several years, because they are preserved under the winter snow
cover, and re-emerge in spring.

The effect of impurities on snow, on the other hand, is short. A substantial snow-
fall in winter resets the snow albedo to the high values of fresh dry snow (Dumont
et al., 2014). In spring, when snow melts, the impurities tend to concentrate at the
snow surface which amplifies the impact of impurities on snow albedo (Doherty
et al., 2010, 2013). However, the impact at the ablation zone is still rather short
because the snow cover is thin and therefore the period of snow melt is short.
After all snow has melted the impurities of the snowpack are released onto the
ice surface.
Typical values of BC concentrations, found in snow on the GrIS, are around 3

ng g−1 with peaks of 20 ng g−1 (Dumont et al., 2014). Values of dust concentration
in snow can reach up to 500 ng g−1 (Dumont et al., 2014), which has about the
same effect on albedo as 2.5 ng g−1 BC. Dust concentration in ice cores are up
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to 9000 ng g−1 Ruth et al. (2003) and of BC up to 16 ng g−1 (McConnell et al.,
2007). While the surface concentration of impurities on ice range from 16 g m−2

up to 1.4 kg m−2 (Bøggild et al., 2010).

2.1.2 The K-transect in western Greenland

The so-called "K-transect" (also known as Søndre Strømfjord transect) is located
on the western margin of the GrIS at 67◦N (Fig. 2.1) and has been the target
of numerous field campaigns. We chose this location as the test site for the
model because of available SMB measurements as well as continuous automatic
weather station observations.

Figure 2.1: Weather stations and sampling sites at the K-transect in western Greenland,
near the Kangerlussuaq airport. Blue circles mark the PROMICE weather
stations operated by GEUS (without their prefix "KAN_") and the green circles
mark the ones operated by IMAU (without their prefix "S"). The squares mark
additional mass balance sites where ice samples have been taken (Wientjes
et al., 2012). Station S9 is located near the equilibrium line and sites S6, S7,
S8 and KAN_M are located in the "dark region" with lower albedos.
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Accumulation in the K-transect is low compared to other parts of the GrIS
(Burgess et al., 2010). At low elevation near station S5 snow is redistributed
by wind into gullies and crevasses (Van den Broeke et al., 2008), causing ice
exposure throughout the melting season. While at higher stations up to station
S9, near the equilibrium line, ice is covered by snow in the beginning of the melt
season and exposed later on.
It is also an interesting area because a "dark region" persists below the equi-

librium line each melt season. The region is about 30 km wide and starts at
approximately 30 km away from the margin (Wientjes and Oerlemans, 2010).
Previously the cause of this dark region was believed to be meltwater (Zuo and
Oerlemans, 1996), but now is attributed to dust (Wientjes and Oerlemans, 2010)
and carbonaceous particles (Wientjes et al., 2012). This dark area, the available
data and the ice exposure makes the K-transect an ideal test location for our
model.

2.2 Model description

2.2.1 Model framework and setup
A full surface energy balance model is not feasible because it requires informa-
tion about winds, cloud cover, relative humidity, etc. which are not available in
stand-alone ice sheet models. Therefore, the centrepiece of the SMB model is a
simplified energy balance which takes albedo into account. Our model framework
consists of seven components shown in Figure 2.2 and the common parameters
are listed in Table 2.1. The temperature and precipitation parameterisation and
impurity accumulation components are our own developments, the snow and ice
albedo component are largely based on Gardner and Sharp (2010), and the other
components are based on Robinson et al. (2010).
The model simulates surface albedo, impurity loadings, snow thickness and

SMB for one square meter on an ice sheet or glacier. It is realised in Mathematica
(version 10, Wolfram Research, Inc., 2014) using self-coded solvers for the
differential equations, with a time-step of one day. The following sections describe
each component in the order of the flow chart.
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Figure 2.2: Flow chart of the surface albedo and surface mass balance model for one
time-step of one day.
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Table 2.1: Standard physical parameters.

Symbol Constant Value Unit
ρice Density of ice 910 kg m−3

ρw Density of water 1000 kg m−3

t�,start Start of summer 121 day of year
t�,end End of summer 244 day of year
λ Longwave radiation coeff. 10 W m−2 K−1

c Melt model coefficient −55 W m−2

rmax Max. fraction of refreezing 0.6 –
Lm Latent heat for melting 3.34 105 J kg
deff Effective depth on ice 5 m
αŜ,ds Dry snow albedoa 0.65

azenith angle 0, no clouds

2.2.2 Temperature and precipitation parameterisation

The near-surface temperatures at the ablation zone of the GrIS are stable during
the summer months due to the cooling effect of melting ice. Therefore, tempera-
tures are stable during the summer and fluctuate during the winter months. Hence,
we did not use a sinusoidal parameterisation, which is normally used (e.g. Reeh,
1991), but a trapezoid shape:

T =




T⊕ t�,start ≤ t ≤ t�,end
t · ς − t�,start · ς + T⊕ t < t�,start
−t · ς + t�,end · ς + T⊕ t > t�,end

(2.1)

whereT⊕ is the mean of all temperatures above 0 ◦C. The first day of the summer
t�,start is set to May 1 and the last day with positive temperatures t�,end is set to
September 1. The non-summer temperatures are defined by the slope ς in ◦C per
day when the time t is in days. This parameterisation of the negative temperatures
is sufficient because melt is unaffected by them.
The precipitation rate is parameterised by the annual mean precipitation rate

P = P. This is justifiable because the snow depth is unaffected by high frequency

33



2 Article I

fluctuations of precipitation. The disadvantage of this simple parameterisation is
that it makes it impossible to resolve individual snowfall events. Therefore, it is
also impossible to account for snow grain growth as well as summer snowfall.

2.2.3 Snowpack
Snow depth (d) is required for the final SMB, and in order to distinguish between
snow and ice surface. It is calculated by a balance between the solid precipitation
rate Psolid and the melt rate Ms (Robinson et al., 2010):

d
dt

d = Psolid − Ms, d ∈ (0, dmax) (2.2)

If the snow depth exceeds dmax = 5 m w.e. (Robinson et al., 2010; Fitzgerald
et al., 2012) the snow depth is reset to 5 meters and the surplus amount is added
to the ice thickness. This accounts for the snow to ice metamorphism in the
accumulation zone. The solid precipitation rate Psolid in Eq. (2.2) is based on
a temperature-dependent fraction f (T ) and the total precipitation rate P (Robinson
et al., 2010):

Psolid = P · f (T ) (2.3)

where the surface temperature-depending fraction f (T ) is empirically based
on data of Greenland (Bales et al., 2009; Calanca et al., 2000) and states that
below a minimum temperature (Tmin = −7 ◦C) all precipitation is snow and above
a maximum temperature ( Tmax = +7 ◦C) rain:

f (T ) =




1 T < Tmin

0 T > Tmax

cos
(

T−Tmin
Tmax−Tmin

) (
π
2

)
Tmin < T < Tmax

(2.4)
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2.2.4 Impurity accumulation
Particulate impurities such as BC and mineral dust as well as microbes have four
different sources (Fig. 2.3):

• atmosphere – distant sources: (kI) by dry or wet deposition,

• atmosphere – local sources: (kII) by regionally transported material from
the surrounding tundra,

• flow: (kIII) by transport from the accumulation zone to the ablation zone
where impurities melt-out,

• biological: (kIV) by local biological production of dark material on the ice or
snow surface.

The magnitude of each source depends on the impurity species. Where the
biological source kIV is only relevant for organic matter associated with microbial
production. Organic matter was found to contribute only about 5 % to the impurity
mass on the ablation zone of the GrIS (Bøggild et al., 2010; Wientjes et al.,
2011; Takeuchi et al., 2014). Due to its relative low concentration and unknown
absorption we omit the biological production for now. Nevertheless, we still prepare
the impurity accumulation in a way that biological activity can be included in the
future.
The atmospheric sources (kI and kII) contribute to BC and dust accumulation

both in the ice sheet interior and at the margin. While the melt-out of englacial
impurities, source kIII, only contributes in the ablation zone when ice melts. The
following equations are valid for BC (n=BC) and dust (n=dust).
Both atmospheric sources contribute directly to the impurity mass inside the

snowpack ιsnow,n (ngm−2) as well as the local biological production. We assume
that impurities stay within the snowpack once they are inside. Therefore, the
impurity concentration inside the snowpack is described by:

dιsnow,n
dt

=



kI,n(t) + kII,n(t) + kIV,n(t) d > 0
0 d = 0

(2.5)

As ice is exposed (snow depth d = 0) englacial impurities as well as the
atmospheric sources and local production all contribute to the impurity mass
on the ice surface ιice,n (ngm−2). The impurity accumulation is counteracted
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Figure 2.3: Cross section through an ice sheet showing the four different sources of
impurities in the ablation zone. ELA stands for equilibrium line altitude.
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by a reduction term (rice(t) ιice,n), which describes removal by meltwater and is
assumed to be the same for dust and BC. The removal by rain is not directly
accounted for, since individual rainfall events are not captured by the precipitation
parameterisation. We assume no resuspension of impurities, because the surface
on which they reside is either wet or frozen. Further, we assume that once the
snow cover disappears all the impurities in the snowpack get instantly added to
the impurity content of the ice surface and no impurity flux from the ice towards
the snowpack:

dιice,n
dt
=




0 d > 0
kI,n(t) + kII,n(t) + kIII,n(t)+
+kIV,n(t) − rice(t)ιice,n d = 0

(2.6)

The contribution of melt-out of englacial impurities kIII,n(t), which are trans-
ported by ice flow, depends on the melt rate of ice and the englacial impurity
concentration [ιenglacial,n] (in ng g−1 or ppb). We assume that the impurity con-
tent in superimposed ice (hs.ice) is 0, since observations indicate a very small
impurity concentration in superimposed ice (Chandler et al., 2015) and impurities
accumulate on the snow surface during melt:

kIII,n(t) =



[ιenglacial,n]1000dhice
dt ρice hs.ice = 0

0 hs.ice > 0
(2.7)

in ngm−2 and where hice is the thickness of ice (see 2.2.9) and ρice is the
density of ice in kg m−3.

2.2.5 Ice albedo

The albedo of ice depends on its specific surface area Ŝ, the effect of impuri-
ties (dαc), the zenith angle of the sun (dαθz ) and the effect of clouds (dαclouds).
Gardner and Sharp (2010) developed a parameterisation based on experiments
with a radiative transfer model of snow and ice coupled to a similar model of the
atmosphere:
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αice = αŜ + dαc + dαθz + dαclouds (2.8)

Where αŜ is the albedo of clean ice with a zenith angle of 0 and no clouds. It is
determined by the specific surface area Ŝ in cm2 g−1 of ice, which depends on
the size and distribution of air bubbles and cracks (Gardner and Sharp, 2010):

αŜ = 1.48 − Ŝ−0.07 (2.9)

The albedo reduction due to BC is modelled by the equation (Gardner and
Sharp, 2010):

dαc = max
(
0.04 − αŜ,

−c0.55

0.16 + 0.6 Ŝ0.5 + 1.8 c0.6 Ŝ−0.25

)
(2.10)

which is designed for concentrations of BC (c in ppmw) and the effect of dust
can be included by adding an BC equivalent term. We use a scaling factor of
1/200 to account for the lower absorption of dust (Gardner and Sharp, 2010; Dang
et al., 2015). We define an effective concentration of BC and dust, which accounts
for both englacial impurities and impurities located on the ice surface:

c = [ιeff,BC] + [ιeff,dust] · 1/200 (2.11)

where [ιeff,n] is the effective aerosol concentration in ppmw, which depends
on the englacial concentration as well as the active component of the impurities
located on the ice surface. A certain fraction of impurities can be inside cryoconite
holes, and therefore shielded from the low-standing sun (Bøggild et al., 2010).
This is expressed by the active fraction F , which is assumed to be the same for
BC and dust, in the equation:

[ιeff,n] = [ιenglacial,n] + [ιice,n] · F (2.12)
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where only the active fraction F contributes to the ice albedo reduction. A value
of one means that all impurities are dispersed on the ice surface and therefore all
impurities reduce the ice albedo directly.
The impurity accumulation on ice (Eqn. 2.6) is calculated in ng per square

meter, while Equation 2.10 requires the fractions of weight (ppmw). We therefore
use the following equation to convert between the two quantities:

[ιice,n] =
ιice,n

ρice deff
106 (2.13)

where deff is the effective depth (in meters). This assumes that impurities on the
ice surface have an equivalent effect as the same amount of impurities uniformly
distributed in the ice over the effective depth. The effective depth is derived from
the extinction coefficient of ice and is set to 5 meters. At this depth less than one
permille of the original energy remains, based on an extinction coefficient for clear
white ice of 1.6 m−1 (Bøggild et al., 1995).

Clouds

Clouds cause a spectral shift in incident radiation which increases the albedo with
increasing cloud optical thickness τ. The change of albedo caused by clouds is
obtained by (Gardner and Sharp, 2010):

dαclouds =
0.1τ(αŜ + dαc)1.3

(1 + 1.5τ)αŜ
(2.14)

which depends, besides the cloud optical thickness τ, on the specific surface
area and the impurity content.

The effective cloud optical thickness at the K-transect varies between 4 and 14
with an annual mean of 9.0 at S5, of 8.4 at S6 and of 8.0 at S9 (Van den Broeke
et al., 2008). Hence, the cloud optical thickness decreases with elevation h (in m)
and is expressed by (see Figure S1a in the supplements):

τ = 9.45 − 0.001 · h (2.15)

and is constant over the year.
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Zenith angle of the sun

Albedo increases with increasing zenith angle because light is less likely to pene-
trate deep into ice or snow. Hence, the path length is shorter and the albedo is
higher. This is parameterised by (Gardner and Sharp, 2010):

dαθz = 0.53αŜ (1 − (αŜ + dαc))(1 − cos θz)1.2 (2.16)

where θz is the zenith angle. The influence of the zenith angle is highest in
spring and autumn and causes an albedo increase of 0.13. At the same time
solar radiation is low and therefore the impact of albedo on melt is also low. In
mid-summer the effect at the K-transect is around 0.05 for clean ice and 0.08
for ice with 0.1 ppm BC (see Figure S1b in the supplements). Hence, dαθz is
higher with higher impurity loading. Due to the shorter path length it is less likely
that solar radiation encounters impurities and therefore the albedo is higher with
high zenith angles. Nevertheless, the overall effect of impurities on albedo is still
negative, but weakened when the zenith angle is high.

2.2.6 Snow albedo

We keep snow albedo unaffected by impurities in this study, since the concentra-
tions are low and the effect on surface albedo in the ablation zone is short (see
also Figure S2 in the supplements). Other than that, the same equations as for
ice are used and the effect of clouds and the zenith angle (Eqn. 2.14 and 2.16)
are still captured:

αsnow = αŜ + dαθz + dαclouds (2.17)

The precipitation rate is constant due to the parameterisation required for a
stand-alone model. Therefore, individual snowfall events can not be captured.
Thus, the effect of grain growth is approximated by two distinct values of αŜ in
Equation 2.17: one for dry snow (αŜ = αŜ,ds) and one for wet snow (αŜ = αŜ,ws).
Wet snow appears if there was melt at the previous time-step.
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2.2 Model description

2.2.7 Surface albedo
The albedo at a geographical point on a glacier or ice sheet is determined by
the surface type, clouds, the solar zenith angle and impurities. If the snow depth
is below a critical mark dcrit the surface albedo is still influenced by the darker
underlaying ice (see Figure 2.4). Above the critical snow depth dcrit the surface
albedo is equivalent to the the albedo of αsnow (based on Van den Berg et al.
(2008); Robinson et al. (2010)):

αs =




αice d = 0
αice +

d
dcrit

(αsnow − αice) 0 < d < dcrit

αsnow d ≥ dcrit

(2.18)

This equation allows the snow albedo to be lower than the ice albedo, which
could be the case, although rare, when debris rich wet snow covers clean ice.

2.2.8 Potential melt
Many parameterisations of surface melt with different levels of complexity exist,
but only a few directly account for albedo. We use a simplified energy-balance
model based on Oerlemans (2001) to derive the potential melt rate Ms:

Ms =
1

ρwLm
[τa (1 − αs)STOA + c + λT] (2.19)

where ρw is the density of water, Lm is the latent heat of melting, τa is the
transmissivity, STOA the insolation on top of the atmosphere, c and λ are empirical
parameters, and T is the surface air temperature. The term c+ λT is a parameter-
isation of the longwave radiation and turbulent heat flux optimised for Greenland
(Robinson et al., 2010, 2011; Fitzgerald et al., 2012).

The term τa (1 − αs)STOA describes the net shortwave radiation and requires
only the insolation on top of the atmosphere, which can be calculated for any
time and location (Liou, 2002). The transmissivity τa is based on net shortwave
radiation data and is a linear fit with elevation h in meters:

τa = 0.56 + 0.00012 h (2.20)
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Figure 2.4: The relationship between ice albedo, snow albedo and impurity concentration
to surface albedo (αs). The surface albedo is still influenced by the under-
laying ice surface if the snow depth (d) is lower than the critical snow depth
(dcrit).
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This equation was derived by comparison of the model net shortwave term
(τa (1 − αs)STOA) to radiation data (see Figure S3 in the supplements). The
resulting transmissivity is higher than the one used by Robinson et al. (2010),
which was based on ERA-40. While Eqn. 2.20 is based on data of the K-transect
weather stations between 2005 and 2012.

2.2.9 Surface mass balance
The change of ice thickness hice in m w.e. together with the snow depth forms
the SMB component of the model. The equation accounting for refreezing reads
(Robinson et al., 2010):

d
dt

hice =



Msrf d > 0
min (Psolid − Ms, 0) d = 0

(2.21)

where rf is the refreezing fraction within a snowpack as a function of the snow
depth and the surface temperature T (Robinson et al., 2010):

rf =




0 d = 0
rmax f (T ) 0 < d ≤ 1
rmax + [(1 − rmax)(d − 1)] 1 < d ≤ 2
1 d > 2

(2.22)

When the snow depth is below one meter the refreezing fraction is determined
by the maximum fraction of refreezing rmax and the fraction of snow of total
precipitation (Eqn. 2.4). Above one meter, but below two meters, the refreezing
fraction increases linearly and reaches its maximum at two meters. The thickness
of superimposed ice hs.ice is derived form the first part of Equation 2.21.

2.2.10 Calibration and evaluation
The response of the model to parameters is complex because, for example, a
change of the melt component indirectly also alters the surface albedo due to
feedbacks to impurity accumulation and the surface type. Due to these feedbacks
we use a Monte Carlo approach to calibrate the model. As the criteria of the
performance of the model we want to minimise the sum of the deviation between
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simulated albedo and observed albedo, during the period of April 1 to September
30:

30.09∑
01.04
|αs − αAWS | (2.23)

where αs is the simulated surface albedo (Eqn. 2.18) and αAWS is the albedo
derived from radiation data of the automatic weather stations. Reference surface
albedo is calculated from daily mean data from the GEUS stations and hourly data
for IMAU stations, where only data with a solar zenith angle below 75◦ is used.
The calibration covers one full ablation season after a spin-up. The spin-up starts
with zero impurities and no snow and lasts for 100 years. This long spin-up time
allows the system to reach equilibrium with all possible parameter combinations.
We chose the free parameters based on available data. The free parameters

are: the critical snow depth dcrit, the active fraction of BC and dust on ice F , the
reduction fraction on ice rice, the specific surface area of ice Ŝ and the albedo of
clean wet snow αŜ,ws without the effect of clouds, and the solar zenith angle.
The range of parameters is shown in Figure 2.5. The critical snow depth

determines the rate of change from the summer to the winter surface albedo as
well as the change from wet snow to bare ice. It cannot be measured and is
therefore a free parameter. The active fraction bundles all surface processes
together and is a free parameter which accounts for impurity dynamics on the
ice surface and cryoconite hole formation. The runoff fraction on ice is also
a free parameter, as it is currently not observed and the range of the runoff
fraction is derived from observed impurity masses on the GrIS ablation zone. The
specific surface area of ice needs to be calibrated because data is sparse and the
parameter range is based on Dadic et al. (2013). The albedo of wet snow accounts
for grain growth and is not directly measured, and therefore also calibrated. One
set of standard parameters will be chosen and applied to different locations and
mass balance years.

2.2.11 Forcing data
Station KAN_M (1270 m a.s.l.) and S5 (460 m a.s.l.) are chosen as the test sites.
S5 is situated in the lower ablation zone with high melt rates and little accumulation,
and KAN_M is located in the dark area. A simulation of the impurity accumulation,
the surface albedo and the SMB requires – besides the common parameters
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listed in Table 2.1 and the free parameters – the following inputs: temperature
and precipitation, the atmospheric input rates (kI, kII), and the concentrations of
dust and BC in ice.
The temperature parameters T⊕ and ς are either based on yearly data or the

mean values of the whole period (2005-2012). Since the precipitation is not
recorded by the AWS we used output of a regional climate model (MAR; Tedesco
et al. (2014)) to derive P.
The atmospheric input rate from distant sources (kI) of BC is 0.001 gm−2 a−1

obtained from ice cores (Lee et al., 2013). For dust the atmospheric deposition is
0.01 gm−2 a−1, based on model simulation (Mahowald et al., 2011) and ice core
analysis (Albani et al., 2015). The local atmospheric input (kII) for both dust and
BC is set to zero, since we do not distinguish between those two sources at the
moment.
The englacial concentration ([ιenglacial,n]) of dust and BC can be provided by

a tracer transport module (Goelles et al., 2015), but in this study we will use
data from ice cores (Wientjes et al., 2012). The englacial concentration of BC at
KAN_M is 4 ng g−1, based on the core at S8 (7.25 km south-west). At S5 the BC
concentration is 1 ng g−1, based on the nearby S1 core.

Dust concentration measurements were not included in the shallow cores above,
therefore the dust concentrations are based on the NGRIP core (Ruth, 2007).
Since KAN_M is located in the dark area we assume a higher dust concentration
of 2000 ngg−1 and a lower one of 100 ngg−1 at S5.

2.3 Modelling results

2.3.1 Calibration

Figure 2.5 presents an overview of simulated and measured surface albedos with
the ranges and values of the free parameters listed in the lower section of the
graph (surface height change can be found in the supplementary Figure S5). The
measured albedo in the summer of 2009 is about 0.20 higher than in the following
years. If the model is calibrated on data of 2009 (orange) the match to observed
data in 2010 and later is poor. Similarly, if the model is calibrated with data of
2010, 2011 or 2012 it underestimates the ice albedo in 2009.

The reduction fraction on ice rice and the wet snow albedo αŜ,ws are similar for
all four calibrations. In contrast, the active fraction F and critical snow depth dcrit
vary over a wider range.
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Figure 2.5: Albedo evolution of the KAN_M station from 2009 to 2012. Grey areas indicate
periods when the sun zenith angle is higher than 90◦ (i.e. the sun is below
the horizon at mid-day). The albedo data of the AWS (in blue) and of the
regional climate model MAR (in dashed black) are shown for comparison and
are smoothed with a moving average over a seven-day window. The lower
section of the graph presents the free parameter realisations. Each year has
its own colour code in the albedo chart and the parameter overview. The
dashed magenta line represents a run with the standard parameter set and
the mean values of temperature and precipitation of the period (2005-2012).
In addition, the parameter set of S5 in 2011 is shown in brown below the
scale.

The parameters obtained from 2010 at KAN_M are chosen as the standard
parameter set, since the match between model and observation is good over
the whole period, except 2009. The model run "SP:KAN_M" uses the standard
parameters and the mean temperature parameters T⊕ (1.39 ◦C with a SD of 0.04)
and ς (0.23 ◦C day −1). The resulting albedo of "SP:KAN_M" matches the 2010
simulation closely.

2.3.2 Station KAN_M in 2010
Figure 2.6 displays the simulations of the KAN_M station in the year 2010 in more
detail. The amount of dust and BC inside the snowpack (panel c) builds up until
all the snow has melted in June (panel e). At the same time, superimposed ice
has formed (panel f, and Figure S5) which was assumed to hold no impurities.
This causes a drop in dust concentration immediately after the ice is exposed,
since the amount of released dust by snow melt is insignificant and the constant
runoff kicks in. In contrast, the BC contribution from snow melt causes a sudden
increase of the BC amount as ice is exposed, which soon afterwards is reduced
due to the same effect.
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The lowering of the simulated albedo from March to May is solely due the effect
of the zenith angle on albedo. The trend of the albedo is captured well during that
period, even without the effects of snow ageing and impurities (αŜ,ds is constant).

Similarly, the albedo variation during summer (panel g) is also due to the solar
zenith angle. The effect of the small variations of impurities during one summer
(panel d) on albedo is too little to be recognised when the system is in equilibrium.
However, the total effect of accumulated remains and is about 0.06.

The model realisation "SP:KAN_M" uses the standard free parameters and the
temperature and precipitation parameterisation of mean values over the whole
period (2005-2012). The resulting albedo (magenta) is almost indistinguishable
from the model with the parameterisations of temperature and precipitation derived
from the 2010 data (green).
The simulated maximum amount of BC on the ice surface is 0.068 gm−2 and

of dust is 29.55 gm−2. Hence, the mass of dust on the ice surface is 434 times
larger than BC. The maximum amount in the snowpack is 0.75 mgm−2 BC and
7.45 mgm−2 dust.

2.3.3 Stations S5 in 2011

Figure 2.7 displays the simulation of station S5 in 2011 with the parameters shown
in Figure 2.5 and the standard parameter set. The duration of the snow cover
is more than a month shorter (panel e) when the temperature and precipitation
parameterisation is used. This is caused by the overestimated temperature in
May (panel a).
The simulated impurity concentrations are lower than at KAN_M due to the

lower concentrations of englacial BC and dust. Where the maximum amount of
BC on the ice surface is 0.06 gm−2 and of dust is 4.04 gm−2, which is about 67
times more than BC. Therefore, the albedo lowering at S5 is mostly caused by BC
due to the 200 times higher absorption. The maximum amount in the snowpack
is also lower than at KAN_M, due to the shorter duration of snow cover (0.638
mgm−2 BC and 6.383 mgm−2 dust).

The measured SMB at S5 in 2011 was -4.06 meters, while the simulation yielded
-2.98 meters. This is mainly due to the overestimated albedo combined with a
too-low transmissivity until May, causing a too-low net shortwave radiation (see
Figure S6 in the supplements). A graph similar to Figure 2.5 for station S5 can be
found in the supplements (Figure S7).
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Figure 2.6: Detailed results of station KAN_M in 2010. (a) near-surface temperature
parameterisation in green, observation in dashed black and the mean (2005-
2012) in magenta. (b) daily precipitation from regional climate model MAR
(dashed black), the parameterisation in green, and the mean parameteri-
sation in magenta. (c, d) shows the evolution of dust (red) and BC (black)
inside the snowpack and on the ice surface. (e) snow depth evolution with
the parameterised temperature and precipitation in green, the "SP:KAN_M"
setup in magenta and the setup with temperature from the AWS station and
precipitation from the MAR model in black. (f) surface type; s.i. ice stands
for superimposed ice. (g) surface albedo evolution of data (blue and thin
black) and simulations. The AWS data is shown as a thin black line and the
smoothed (over 7 days) data as a thick blue line. The "2010" setup, in green,
uses the parameters and the temperature and precipitation parameterisation
based on 2010 data. The simulation "2010:AWS data" uses the actual AWS
temperature and MAR precipitation, and the "SP:KAN_M" setup uses the
standard parameters and the temperature and precipitation means.
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Figure 2.7: Detailed results of station S5 in 2011. The model realisation "SP: S5" (in
magenta) uses the standard parameters and the mean values of temperature
and precipitation at S5. (a) near-surface temperature parameterisation in
brown, based on AWS data of 2011 (dashed black). The magenta line
represents the mean values of the period 2005 to 2012 (T⊕ = 3.70◦C with
a SD of 0.02 and ς = 0.19 ◦C day−1) (b) daily precipitation from regional
climate model MAR in dashed black, the parameterisation in brown and the
mean (2005 - 2012) in magenta (P = 1.24 10−8 m w.e s−1), (c, d) shows the
evolution of dust (red) and BC (black) inside the snowpack and on the ice
surface. (e) simulated snow depth evolution based on 2011 data (black),
the 2011 parameterisation (brown) and the "SP:S5" configuration (magenta).
(f) surface type; s.i. ice stands for superimposed ice. (g) surface albedo
evolution of data and simulations. The AWS data is shown as a thin black
line and the smoothed (over 7 days) data as a thick blue line. The "2011"
setup, in brown, uses the parameters and the temperature and precipitation
parameterisation based on 2011 data. The simulation "S5 2011:AWS data"
uses the actual AWS temperature and MAR precipitation, and the "SP: S5"
setup uses the standard parameters and the temperature and precipitation
means.
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2.4 Discussion

2.4.1 Assumptions and uncertainties

Due to the design goal, we chose a simplified energy balance, a single-layer
snowpack model and a parameterisation of near-surface temperature and pre-
cipitation. Therefore, it has to be clear that the model can not compete with full
energy balance studies performed in the same area. The goal was that the model
takes impurity melt-out and accumulation into account and that it can be used as
an alternative to positive degree day models, with only a few required inputs. The
simplified energy balance is largely based on Robinson et al. (2010) (sections
2.2.3, 2.2.7, 2.2.8, 2.2.9) where the associated uncertainties have been studied
in detail in Fitzgerald et al. (2012). We now briefly discuss the assumptions and
uncertainties of each model component, again in the order of the flow chart (Fig.
2.2).
The temperature parameterisation follows the observation reasonably well

during the melt period. Also the low standard deviations of T⊕ at both stations
is an indicator of the quality of the temperature parameterisation. At station S5
the start of the positive temperatures was set too early in the presented year and
others, causing a too-early melt initiation of the seasonal snow. Further analysis
of AWS data is needed in order to derive a parameterisation of the start and end
dates of positive temperatures which is valid for the whole GrIS.
The precipitation parameterisation via the annual mean yields a similar snow-

depth evolution as when the daily precipitation data from the MAR model is
used. Our parameterisation neglects summer snowfall and makes it impossible
to account for snow grain growth, which has a big influence on the albedo of
snow. Nevertheless, for its simplicity, the precipitation parameterisation performs
sufficiently well.

The next component to discuss is the impurity accumulation inside the snowpack
and on the ice surface. The impurity accumulation inside the snowpack depends
solely on the atmospheric inputs and biological production. Since the atmospheric
fallout rates of both BC and dust are low, the impact on the albedo of snow is also
low (see also Fig. S2). The constant influx of dust and BC is a simplification – in
nature the influx of impurities is very erratic – as can be seen in ice core records
(Ruth, 2007; McConnell et al., 2007). Therefore, the impurity concentration inside
the snowpack also follows this erratic behaviour in nature. A time-dependent
influx of dust and BC could be obtained from atmospheric models in the future
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which would allow a more detailed study of the accumulation zone. Along with a
multilayer snowpack model and a more sophisticated snow albedo model which
takes ageing and impurities into account (e.g. Gabbi et al., 2015).

In addition to the atmospheric inputs, the impurity accumulation on the ice
surface depends on ice melt and the englacial concentration via the source kIII
and the reduction term. The englacial values of BC were obtained from nearby
located shallow ice cores. Englacial values of impurities can differ substantially
over a short distance due the erratic nature of impurity deposition. Short ice
cores located at the AWS sites as well as measurements of surface impurities
would be needed to further study the effect of the impurity melt-out. In addition,
time-lapse cameras on the weather masts and frequent measurements of surface
concentrations could be used to derive the reduction term.

Model snow albedo was unaffected by impurities and only indirectly affected by
grain growth. The effect of impurities in snow at the ablation zone is short and
low (see also Fig. S2), but the grain growth could cause a difference in surface
albedo of more than 0.20. In general, the fixed dry snow albedo matches the
observations well until the onset of melt. During snow melt the match becomes
weaker due to the neglected grain growth. A time-dependent parameterisation
which gradually lowers the albedo of snow after the onset of melt might improve
the albedo match in spring. Although the period of snow cover can be long, the
effects of the snow albedo on melt in the ablation zone is limited due to the low
incoming radiation when the seasonal snow cover is still intact. Nevertheless, in
the accumulation zone the snow albedo has a big impact on the overall SMB of
the GrIS due to the huge area.

The biggest uncertainties connected to the ice albedo are the active fraction
and the parameterisation of the albedo reduction due to impurities. The parame-
terisation of ice albedo (Eqn. 2.10) assumes external mixture of carbon particles
(located outside of ice grains, Gardner and Sharp (2010)). We assumed that
particles located on the ice surface have a similar effect on albedo as this external
mixture. This might be an oversimplification, which most likely will not hold at
very high concentrations when the radiation is fully absorbed by particles on the
surface. Although, the isolating effect of dust starts at a thickness of 1.33 mm
(Adhikary et al., 2000), which corresponds to surface concentrations in order of
kg per square meter. While at both stations the total impurity loading was in the
order of a few gram per square meter. Nevertheless, a study of impurities located
on the ice surface is required in order to further test this assumption or replace
the parameterisation by one which takes surface concentrations into account.
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The active fraction varied over almost the entire range (Fig. 2.5). This is
partly due to model ambiguity: different parameter combinations can lead to the
same result, which is a common problem of models with several parameters. For
example the combination of a high specific surface area with a high active fraction
could lead to the same result as the combination of a low specific surface area
with a low active fraction. Therefore, better constrains on the specific surface area
are required in order to lower the uncertainty of the active fraction. Similarly, a
high impurity concentration and a low active fraction can have the same effect as
a low concentration and a high active fraction. Therefore, direct measurements
of the englacial concentration and observations of dust and BC deposition can
further constrain the active fraction. The active fraction itself could possibly be
obtained by time-lapse cameras and further studies on the dynamics of cryoconite
holes.

The lower albedos at KAN_M after 2009 could have been caused by an increase
in the active fraction – for example, by the releases of impurities from cryoconite
holes. Since the dynamics of the active fraction, i.e. the surface processes, are
not captured at the moment, no model setup is able to capture 2009 and 2010.
For now, the active fraction bundles all surface processes together, but it could be
a model component on its own in the future.

Both the albedo of snow and ice are altered by clouds. We developed a linear
parameterisation of clouds by elevation. Since this linear parameterisation gives
a constant albedo alteration due to clouds, the albedo can be overestimated by
up to 0.10 on days with a clear sky and clean ice. The error is smaller with higher
impurity loadings and on monthly average the error is in the order of 0.02 (see
Figure S1a).

The zenith angle of the sun has a high impact on the albedo of ice due to its low
specific surface area. Since the angle of the sun is easy to derive accurately the
associated uncertainties are low and solely determined by the parameterisation.
Also, the slope of the GrIS is small and therefore plays no role in the effective
zenith angle, while this is not be the case for steep valley glaciers.

The free parameter of the surface albedo component (Eqn. 2.18) is the critical
snow depth which ranges from 0.01 to 0.20 m w.e.. The change of the observed
albedo in the autumn of the years 2010, 2011 and 2012 at KAN_M is abrupt after
the first snowfall, which is reflected in a low critical snow depth at those years.
The highest critical snow depth was calibrated at S5, where ice might be exposed
the whole time due to low accumulation rate and wind drift. Therefore, S5 is not
suited to calibrate the critical snow-depth. Hence, the critical snow depth is in the
region of 0.02 m w.e..
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The potential melt rate influences the surface albedo indirectly via feedbacks to
impurity melt-out and via the snow depth. Most significantly it determines the SMB
which could be used as a boundary condition for glacier and ice sheet models as
well as regional climate models. Potential melt was calculated with a simplified
energy balance which depends on, the surface albedo, the insolation on top of
the atmosphere and the transmissivity. The transmissivity parameterisation used
in previous studies (Robinson et al., 2010, 2011) was found to produce too low
values. In this study we derived a transmissivity parameterisation by comparison
of modelled and observed net shortwave radiation. Therefore, the overall effect of
transmissivity is captured well (see Figure S4 in the supplements). Nevertheless,
similar to the effect of clouds on albedo, the melt rate is underestimated on clear
sky days because the transmissivity was assumed to be constant.

The standard set of parameters was taken from the model calibration of 2010 at
KAN_M. With these parameters the model performed well at both locations and
at different years, demonstrating the site and time independence.

Overall, the performance of the model is satisfying, especially of the net radiation
(see Fig. S4 and S6), even though the parameterisation of temperature and
precipitation is very simple. The design goal in this study was that the model works
in a stand-alone application, which required a parameterisation of temperature
and precipitation. Although, the model framework is not limited to stand-alone
applications. Temperature and precipitation could be provided by an atmospheric
model which would allow a more detailed treatment of the snowpack and snow-
albedo, including snow grain growth, summer-snowfall and clouds.

2.4.2 Melt-out and runoff of impurities
Dust is the main contributor to impurity mass at both stations, which was also
found in observations at different places of the GrIS (Bøggild et al., 2010; Takeuchi
et al., 2014). The question is which is the main source of dust and BC on ice:
melt-out or the atmospheric sources? The accumulated impurity mass at KAN_M
is about ten times larger than at S5. This indicates that melt-out is the main
contributor to impurity mass, since the atmospheric input rates are the same for
both stations and the impurity runoff is similar (rice, see Figure 2.5).

One meter of ice melt releases englacial impurities, which have been deposited
over years or decades in the accumulation zone several thousand years ago. Dust
concentrations in ice formed during the last glacial are 10-100 times higher than
in ice formed during the Holocene (Steffensen, 1997). Therefore, currently dust
melt-out dominates over atmospheric deposition. For example, one meter melt
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of ice with a dust concentration of 1,000 ngg−1 releases 0.91 gm−2 of dust. At
the current rate of atmospheric deposition from large-scale transport it would take
about 100 years to deposit the same amount of dust (see also Figure S8).

Atmospheric deposition of dust could play a significant role close to the margin
if the transport by wind from the surrounding tundra is effective. The local dust
source is likely restricted to the outermost ablation zone because of the prevailing
katabatic winds. Therefore, there might be a “threshold elevation” up to which local
dust from the tundra contributes significantly. Above this threshold, large-scale
transport from distant sources dominates.
For BC the answer is less clear. Ice formed during 1851 to 1951 has a mean

concentration of BC of 4 ng g−1, while the pre-industrial concentration is 1.7 ng
g−1 (McConnell et al., 2007). Atmospheric deposition is the dominant source of
BC, up to annual melt rates of one meter and a BC concentrations of 1.0 ng g−1

(see Figure S8). At higher melt rates melt-out dominates, but the atmospheric
deposition still contributes significantly to the amount of BC on the ice surface.

The reduction fraction rice of 0.001 per day causes a residence time of the impu-
rities on the ice surface of several decades. This is linked to the slow movement of
cryoconite on an exposed ice surface, as has been observed on Longyearbreen,
Svalbard (Irvine-Fynn et al., 2011a). It takes more than 56 years in order to reduce
from 30 g m−2 to below one g m−2 by assuming 60 days with exposed ice and
exponential decay with one permille per day. Therefore, the impurities enhance
ice melt over decades after deposition.

2.5 Conclusions

We developed a surface mass balance model which includes the effect of accu-
mulation of dust and black carbon on the albedo of ice, besides the effects of
clouds and the zenith angle of the sun. The model requires only a small number
of inputs and is therefore suitable as the surface mass balance component of
stand-alone ice sheet or glacier models.
The inferred runoff of impurities is in the order of one permille per day, which

corresponds to a residence time of decades on the ice surface during which the
albedo is lowered and melt is enhanced. Dust is the main contributor to impurity
mass, of which melt-out is the main source. Melt-out of BC is the dominant source
at annual melt rates above one meter. Current atmospheric deposition of BC
contributes considerably to the total amount of BC on the ice surface. Therefore,
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mitigation of BC emissions has an immediate effect on the albedo of the ice
surface.

The system has a positive feedback between impurity melt-out and ice melt due
to the decadal residence time and the dominant source of melt-out. A high melt
event releases large amounts of englacial impurities from within the ice, which
lowers the albedo and in turn enhances melt which further releases impurities.

The presented model can be used to study the long-term effect of dust and BC
on the future melt of the GrIS and smaller glaciers. Goelles et al. (2015) applied
the model to a simplified geometry mimicking the GrIS. They found that, without
considering all feedback processes, an additional mass loss of up to 7 % in the
year 3000 can be expected if impurity melt-out and accumulation is considered.
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Figure 2.8: Albedo effect of clouds (a) and the zenith angle of the sun (b) at the K-transect.
Calculated by Equations 14 and 16, based on a specific surface area of ice
of 2 cm2g−1. The dots in panel (a) represent the mean of measurements by
Van den Broeke et al. (2008) for the Stations S5, S6 and S9 during 2003-2007.
The cloud effect depends on the cloud optical thickness with is parameterized
by a function of elevation (full lines). The cloud effect is lower on dirty ice
(dashed lines). The effect of the zenith angle of the sun (b) is zero when the
sun is below the horizon and highest in spring and autumn when the zenith
angles are high. The overall negative effect of high BC remains it is only
weakened by the low-standing sun. For example, the darkening effect of BC
(dαc) with 1 ppm BC is -0.40 which is reduced by the zenith angle to -0.15 in
early spring and about -0.30 in mid summer.
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Figure 2.9: Ranges of albedo changes at the ablation zone of Greenland derived from
the parameterization of Gardner and Sharp (2010). The ranges of albedo
lowering due to dust and BC in snow are low, even with high impurity loadings
and very dense snow. Snow aging has the potentially biggest influence on
albedo of snow. Impurities on ice have a range of about 0.35 in total, due to the
low specific surface area of ice and the high impurity concentrations caused
by accumulation over several years and melt-out from highly contaminated
ice. In addition the zenith angle has a high, positive effect on the albedo of
ice.
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Figure 2.10: Transmissivity versus elevation with the linear fit of Robinson et al. (2010)
(dashed line) and a linear fit obtained by comparing the modeled net short-
wave radiation with observations for the years 2005-2012. The blue dots are
calculated transmissivity values for each station with standard deviations.
These values were obtained be minimizing the difference of observed net
shortwave radiation and the modeled one (τa (1−αs)STOA) with the observed
albedo, see also Figure 2.11 below.
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Figure 2.11: Comparison of net short wave radiation of the station KAN_M of the years
2009-2012. The grey areas indicate periods when the sun is below the
horizon. The black line is themodeled net shortwave radiation τa (1−αs)STOA
with the albedo derived from AWS measurements. The similarity between
the AWS net shortwave radiation (in blue) and the black line is an indicator of
the quality of the transmissivity τa (see Figure 2.10 above). The green line
is the modeled net shortwave radiation with the free parameters calibrated
to each year (see Figure 2.11 in the main text).
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Figure 2.12: Surface height change of KAN_M with the calibrated model runs compared
to data in blue from Machguth et al, submitted. The increase in surface
height during spring each year is caused by superimposed ice formation.
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Figure 2.13: Same as Figure 2.11, but for station S5.
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Figure 2.14: Albedo data and simulation for station S5 with parameters optimized for 2011
(in brown) and the mean model configuration of KAN_M in 2010 (green) with
the mean temperature and precipitation of S5 (P (1.24 10−8 m w.e s−1) ,
T⊕ (3.70◦C) and ς (0.19 ◦C day−1). The albedo data of the AWS (in blue)
and of the regional climate model MAR (in dashed black) are shown for
comparison and are smoothed with a moving average over a seven-day
window. Grey areas indicate periods when the sun zenith angle is higher
than 90◦(i.e. the sun is below the horizon at mid-day).
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Figure 2.15: Comparison of annual melt-out and atmospheric deposition of BC (black)
and dust (brown). The values of dust are converted in BC by assuming a
200 times weaker absorption. The atmospheric rate of deposition of dust
is too low to be visible, therefore melt-out of dust is always the dominant
source. The atmospheric deposition of BC is the dominant source when
the englacial concentration is 1.0 ng g−1 and the annual melt below one
meters. Otherwise, BC deposition is dominated by melt-out but atmospheric
deposition still plays a significant role. This graph can also be used to
guess which impurity is mostly responsible for lowering the ice albedo. If the
concentrations of BC and dust are known then the steepest line belongs to
the main contributor. For example, at S5 the BC concentration is 1.0 ng g−1

and the dust concentration 100 ng g−1. The line of the BC concentration
is steeper and therefore S5 is dominated by BC, which was also the result
from the detailed simulation.
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Article II

Goelles, T., Bøggild, C. E. and Greve, R.

Ice sheet mass loss caused by dust and black carbon accumulation

The Cryosphere, 9(5), 1845–1856, 2015

Abstract

Albedo is the dominant factor governing surface melt variability in the ablation
area of ice sheets and glaciers. Aerosols such as mineral dust and black carbon
(soot) accumulate on the ice surface and cause a darker surface and therefore a
lower albedo. The darkening effect on the ice surface is currently not included in
sea level projections, and the effect is unknown. We present a model framework
which includes ice dynamics, aerosol transport, aerosol accumulation and the
darkening effect on ice albedo and its consequences for surface melt. The model
is applied to a simplified geometry resembling the conditions of the Greenland ice
sheet, and it is forced by several temperature scenarios to quantify the darkening
effect of aerosols on future mass loss. The effect of aerosols depends non-linearly
on the temperature rise due to the feedback between aerosol accumulation and
surface melt. According to our conceptual model, accounting for black carbon and
dust in future projections of ice sheet changes until the year 3000 could induce an
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additional volume loss of 7%. Since we have ignored some feedback processes,
the impact might be even larger.

3.1 Introduction

The Greenland ice sheet contributes to sea level rise through dynamic processes
and surface mass balance (SMB). After the year 2009, about 84% mass loss of
the Greenland ice sheet was due to a reduced SMB (Enderlin et al., 2014). The
SMB is the net balance between snow accumulation and ablation consisting of
melt and sublimation of snow and ice. Therefore calculations of SMB depend
on the accuracy of snowfall and ablation. Ablation is largely controlled by near-
surface temperature and absorbed short-wave radiation. Surface albedo and the
amount of incident radiation controls the portion of absorbed short-wave radiation
(e.g. van Angelen et al., 2012; Bougamont et al., 2005; Tedesco et al., 2011).

In the Fifth Assessment Report (AR5; Stocker et al., 2013), ablation was com-
puted by energy balance models (EBMs) and with the positive-degree-day (PDD)
method, which does not explicitly include surface albedo. Regional climate models
with energy balance models produced a 14–31% higher sea level rise contribu-
tion from the Greenland ice sheet than models using PDD (Goelzer et al., 2013)
because PDD can not account for the positive feedback of albedo to near-surface
temperature. Surface albedo implementations vary through the different EBMs
considered in the AR5. The surface albedo is primarily determined by whether the
surface consists of snow or ice and by the optical properties of the surface. All
the EBMs in the AR5 used for sea level rise predictions have rather sophisticated
snow albedo schemes, while the ice albedo is often constant in space and time
(e.g. Mernild et al., 2010; Rae et al., 2012).

Surface albedo is determined by the optical properties of the surface, the angle
of incidence of downward radiation and the ratio of direct to diffuse radiation. The
optical properties of ice are mainly determined by the specific surface area of ice
(that results from the combined effect of air bubbles, cracks, etc.). In addition, the
optical properties are altered by the content of liquid water and impurities (Cuffey
and Paterson, 2010). These impurities consist of aerosols such as mineral dust
and black carbon (BC) and impurities related to biological activity. Dust makes
up most of the impurity mass on ice (Bøggild et al., 2010; Takeuchi et al., 2014),
but BC has a higher effect on albedo per mass (Warren and Wiscombe, 1980).
The darkening effect and dynamics of biological-related impurities remain to be
quantified (Stibal et al., 2012; Yallop et al., 2012).
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Figure 3.1: Cross section through an ice sheet: the different mechanisms of aerosol
transport to the ablation zone. ELA stands for equilibrium line altitude, b
is the (fixed) bedrock elevation, h the ice surface elevation and H the ice
thickness.

BC is a carbonaceous material which strongly absorbs visible light and is formed
primarily in flames (Bond et al., 2013). Ice core data from Greenland revealed
higher concentrations in ice dated younger than 1850 (McConnell et al., 2007)
due to increased emissions after the industrial revolution. BC concentrations
decreased back to almost pre-industrial levels around 1950 due to successful
mitigation in North America, which was found to be the source of BC in Greenland
during that period. In contrast to that, BC emissions in Asia have been rising since
the year 2000 (Lei et al., 2011; Lu et al., 2011).
Asia was found to be the main source of dust during the last glacial (Biscaye

et al., 1997). During glacials the dust concentration in ice is 10–100 times higher
than during interglacials such as the current Holocene (Steffensen, 1997). Ice from
the last glacial is found in the deeper parts of the Greenland ice sheet (MacGregor
et al., 2015) and therefore acts as a reservoir for large amounts of dust (Reeh
et al., 1991; Bøggild et al., 1996).

Dust and BC are transported with the ice flow towards the ablation zone, where
melt releases the particles. Over time the impurities frommelt-out and atmospheric
deposition accumulate, which enhances melt and therefore causes more particles
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to be released. This positive feedback is currently unquantified and not included
in the AR5 sea level rise experiments.
In this study, we investigate the impact on ice sheet volume caused by the

darkening effect of dust and BC on the ice surface of the Greenland ice sheet.
We introduce a new model framework which includes transport, melt-out and
accumulation of aerosols and its effect on ice albedo coupled to the SMB and
ice dynamics. This model is then applied to a simplified geometry and forced by
future climate scenarios until the year 3000.

3.2 Model description

3.2.1 Model framework and set-up
Aerosols reach the ablation zone by four different mechanisms (Fig. 3.1): via direct
atmospheric deposition from local sources (kI), by large-scale transport (kII) or by
melt-out of englacial particles which have been transported via ice flow (kIII). Local
production (kIV) is only relevant for microbiological activity and is 0 for dust and
BC considered in this study. The atmospheric contribution (kII) and input from the
surrounding tundra (kI) are prescribed and constant in the simulations. Melt-out
of aerosols (kIII) requires, besides the SMB, the near-surface concentration of
englacial aerosols ([ιn,englacial)]). This is calculated via a tracer transport module
which depends on the aerosol time series, velocities and ice sheet dimensions
(Fig. 3.2).

Aerosol accumulation, ice albedo and surface mass balance are presented
in detail in Goelles and Bøggild (2015), and therefore their description is kept
to a minimum in the following sections. The common quantities and physical
constants are listed in Table 3.1. The model is realised in Mathematica (version
10; Wolfram Research, Inc., 2014) using self-coded solvers for the differential
equations.

Table 3.1: Standard physical parameters and constants.

Symbol Short description Value Unit
xsu Location of the summit 750 km
T+,su Temperature in summer at summit −8 ◦C
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ST Horizontal temperature gradient 1.67 × 10−2 K km−1

ρice Density of ice 910 kg m−3

ρw Density of water 1000 kg m−3

A Seconds per year 31 556926 –
rmax Refreezing fraction 0.6 –
t©,start Start of summer 121 day of the year
t©,end End of summer 244 day of the year
ς Temperature slope 0.2 K day−1

λ Long-wave radiation coefficient 10 W m−2 K−1

c Short-wave radiation and
sensible heat flux constant

−55 W m−2

Lm Latent heat for melting of ice 334 000 J kg−1

deff Effective depth of ice 5 m
rice Reduction fraction, ice 0.001 day−1

rsnow Reduction fraction, snow 0 –
– Dust-to-BC conversion factor 1/200 –
∆tdyn Ice dynamics time step

for the spin-up
50 years

∆tdyn Ice dynamics time step
for the experiments

1 year

∆tSMB SMB and accumulation time step 1 day
T ′b Basal temperature relative to

pressure melting
–2 ◦C

Fice Active fraction
for dust and BC on ice

0.5 –

αsnow, wet Wet snow albedo 0.6 –
αsnow, dry Dry snow albedo 0.8 –
dcrit Critical snow depth 0.05 m w.e.
kII,BC Atmospheric input of BC 6.34196 × 10−7 ng s−1

kII,dust Atmospheric input of dust 0.3 ng s−1

Ŝ Specific surface area of ice 2 cm2 g−1
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Surface mass 
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Figure 3.2: Model framework: the ice dynamics component delivers velocity and ice
sheet dimensions to the tracer transport module. An aerosol time series in
conjunction with the tracer transport conveys englacial aerosol concentrations
to the accumulation module. The SMB module delivers snow depth and melt
rates to the accumulation module, which calculates dust and BC amounts
separately in the snowpack and on the ice surface. These results are then fed
into the ice albedo module which is used by the SMB component (based on
a simplified energy balance). The SMB is then fed back into the ice dynamics
module.

3.2.2 Ice dynamics

We employed the shallow ice approximation in plane strain, that is, only the
vertical x–z plane is considered. The corresponding finite difference discretisation
is described in detail by Greve and Blatter (2009). The ice thickness equation is
solved by an implicit scheme (e.g Greve and Calov, 2002). A terrain-following
coordinate transformation is used in order to explicitly compute surface values.
These are required for the tracer transport in order to calculate the englacial aerosol
concentration close to the surface and ultimately ice albedo values. Basal sliding
is implemented with a Weertman-type sliding law including sub-melt sliding (Greve,
2005).
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3.2 Model description

3.2.3 Tracer transport

Dust and BC concentrations are indirectly derived from the time of deposition td
and the aerosol time series (see next section). Besides the time td, also the x
coordinate of deposition xd is calculated via a semi-Lagrangian transport scheme
based on Clarke and Marshall (2002). The scheme provides both td and xd as
functions of (t, x, z). It has advanced stability compared to Eulerian advection
while still using a regular grid. The scheme is common in atmospheric models
and has been used before in ice sheet models for δ18O transport (Clarke and
Marshall, 2002; Clarke et al., 2005; Lhomme et al., 2005a; Lhomme, 2004; Goelles
et al., 2014). Especially the indirect method is suited for discontinuous data such
as aerosol concentration while still using a coarse vertical resolution. At each
grid point a back trajectory is calculated based on the velocity field from the ice
dynamics module. Here we use the first-order backtracking (Clarke and Marshall,
2002; Clarke et al., 2005; Lhomme et al., 2005a; Lhomme, 2004) for simplicity and
efficiency, knowing that this method has its limitations close to the margin (Goelles
et al., 2014) (see discussion in Sect. 3.5.2).

3.2.4 Aerosol time series

The aerosol concentration [ιn,englacial] of every grid point can be derived from the
aerosol time series f (td) and the depositional time td(t, x, z) via the relationship

[ιn,englacial(t, x, z)] = f (td(t, x, z)). (3.1)

Data from ice cores with an established age-depth model are required for the
right-hand side of Eq. (3.1). A comparison between the NGRIP and NEEM
ice cores (Bigler, 2012) of Greenland showed very similar results in the two
cores although they are more then 350 km apart. Therefore, we use only the
information of one ice core for the whole ice sheet, and f in Eq. (3.1) has no
explicit dependence on x. The aerosol time series in Fig. 3.3 are extended beyond
the data range in order to allow simulations until the year 3000.

3.2.5 Aerosol accumulation

The accumulation module handles both bulk BC and dust content of the snowpack
and the mass per area on the ice surface. It is described in detail in Goelles and
Bøggild (2015). Aerosols accumulate in the snowpack from sources kI and kII and

69



3 Article II

Figure 3.3: Aerosol time series of (a) black carbon (BC) and (b) dust. (a) The standard
BC time series consists of ice core data by McConnell et al. (2007) and
projections based on Bauer et al. (2013) with two additional trajectories of the
future. In the period before data are available the BC concentration is set to
0. (b) The dust concentration from NGRIP (Ruth, 2007), where the missing
Holocene period (after −8 ka) is assigned a constant value of 20 ng g−1, and
a value of 0 is assumed after the year 2000.

are released onto the ice surface as the snow disappears at the start of the melt
season. As ice is exposed, the sources kI and kII, in addition to aerosols from
melt-out (kIII), directly contribute to the aerosol amount on the ice surface. The
accumulation is counteracted by a daily reduction fraction rice of the order of 1 per
mille per day when ice is exposed. In the snowpack all aerosols are conserved
(rsnow = 0).
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3.2.6 Ice albedo

Ice albedo is determined via the specific surface area of ice Ŝ and the reductions
caused by dust and BC, as described in Goelles and Bøggild (2015). The dust
concentration is converted into an equivalent BC concentration, and the albedo
reduction is calculated with the parameterisation dαι,1 by Gardner and Sharp
(2010). A conversion from aerosol mass per area to ppm is required as the
parameterisation is formulated in terms of BC concentration. This is done via the
effective depth deff representing the absorption length in ice. Only an active fraction
F of the aerosols influences the ice albedo, while the remainder is concealed in
cryoconite holes.

3.2.7 Surface mass balance

The surface mass balance is calculated with a simplified energy-balance model
(e.g. Oerlemans, 2001) which is optimised for Greenland (Robinson et al., 2010,
2011; Goelles and Bøggild, 2015). It also includes a simple snowpack model and
refreezing. If the snow depth exceeds 5m, the ice equivalent part is added to
the ice thickness H (x, t). The snow depth is also required for the surface albedo
to distinguish between ice and snow. The snow albedo is divided into the two
values αsnow, dry and αsnow, wet. These values are kept constant throughout the
experiments in order to separate the ice albedo effect.

3.3 Experimental design and parameters

3.3.1 EISMINT and RCPs

The experiments are based on the set-up of the European Ice Sheet Modelling
Initiative (EISMINT Phase 2; Payne et al., 2000) combined with AR5 temperature
projections for Representative Concentration Pathways (RCP; Stocker et al., 2013),
with standard parameters listed in Table 2.1. These parameters are common for
all simulations unless stated otherwise.
The EISMINT boundary conditions are symmetrical around xsu and roughly

mimic conditions of a west–east cross section of Greenland. The simple, symmet-
ric geometry is ideally suited as a test case for new methods with the additional
benefit of ease of interpretation. In Goelles and Bøggild (2015) we introduced an
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annual temperature parameterisation with a trapezoidal shape:

T =




T+ t©,start ≤ t ≤ t©,end
t ς − t©,start ς + T+ t < t©,start
−t ς + t©,end ς + T+ t > t©,end,

(3.2)

where T+ is the mean summer temperature between t©,start and t©,end. Based on
the EISMINT set-up the temperature distribution in x direction is

T+(x) = T+,su + ST
√

x − xsu, (3.3)

where T+,su is the minimum temperature located in at the summit and ST is the
gradient with horizontal distance.

Temperature evolution scenarios are based on long-term projections until 2300
for the global annual mean surface temperature (Fig. 3.4). The RCPs are named
after their expected radiative forcing in the year 2100 compared to pre-industrial
values. The four scenarios are RCP2.6, which is a mitigation scenario leading
to low forcing, two stabilising scenarios (RCP4.5 and RCP6.0) and one scenario
with very high concentrations (RCP8.5). The temperature anomalies are added
each year to every grid cell.

The precipitation (see Fig. 3.11a in the Supplement) is kept on the same level
for all RCP scenarios and corresponds to 0.5ma−1 ice equivalent in the accumu-
lation zone, except for one experiment with an increase of 20% in precipitation
(RCP4.5+20% precip †).

The insolation at the top of the atmosphere (see Fig. 3.11b) is based on the
calculations by Liou (2002) for 67◦N, in the centre–south of the Greenland ice
sheet for which the EISMINT boundary conditions are roughly representative.

3.3.2 Spin-up

A spin-up model run acts as the common starting point for all experiments. The
ice sheet after the spin-up is in steady state with the dust and BC concentrations
computed over the whole domain. The spin-up starts at −30 ka and ends in the
year 2000 with a resolution in x of 25 km and 20 layers in z direction. During the
spin-up, the ice albedo is based on a specific surface area of 2 cm2 g−1 of ice of a
density of 880 kg m−3 and above (Dadic et al., 2013), equivalent to a clean ice
albedo of 0.53.
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Figure 3.4: Global annual mean surface air temperature anomalies for different represen-
tative concentration pathways (Stocker et al., 2013; Table 12.2). After 2300
the temperature anomalies are kept constant.

3.4 Results

3.4.1 Spin-up

It takes about 10 000 years for the spin-up to reach equilibrium (see Fig. 3.12).
The simulated englacial aerosol concentration, depositional x and time are

shown in Fig. 3.5. Of those quantities, the depositional time td (panel d) is the
most important one as the englacial BC and dust concentrations are inferred from
it (Eq. 3.1). Ice older than −20 ka can only be found at the very bottom and not
close to the surface, which indicates that the spin-up is sufficiently long.

Figure 3.6 shows surface values of the same quantities as in Fig. 3.5. At each
time step, the values are joined together, which results in graphs showing the
surface evolution of the respective quantities over the whole period. The ice sheet
expands in the first few thousand years until a dynamic equilibrium is reached,
as can be seen in the widening of the surface values in the upper sections of the
graphs.

The high BC concentrations during the period 1850–1950 are indicated in light
green in Figs. 3.5d and 3.6d. This period is short compared to the whole spin-up
and is visible as a thin light-green stripe close to the surface in the cross section
(Fig. 3.5b) and in the bottom part of the time series plot (Fig. 3.6b). Most of the
ice was deposited before 1850, and therefore most parts of the ice have a 0 BC
concentration.
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Figure 3.5: Cross section of the spin-up ice sheet in the year 2000: (a) englacial black
carbon concentration, (b) dust concentration, (c) depositional x (provenance)
and (d) depositional time (where 2 ka is the year 2000 AD).

The sequence of peaks in the dust time series can be seen in Fig. 3.6a as
a sequence of red stripes, indicating high concentrations. The stripes are first
visible in the accumulation area in the centre and later in the ablation zone on the
sides. The low Holocene values dominate after −10 ka, and dust concentrations
are only high in the outermost grid cells on each site. This is the region where ice
from the last glacial reaches the surface (Fig. 3.6d).

3.4.2 Ice sheet volume evolution

Results of the experiments driven by the four RCP scenarios with (dashed lines)
and without (solid lines) aerosols from the year 2000 to 3000 are shown in Fig. 3.7.
In general, the ice sheet is thinner everywhere in the year 3000 when dust and
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Figure 3.6: Time series of the surface values of (a) englacial dust, (b) englacial BC,
(c) surface mass balance and (d) time of deposition. The vertical axis shows
time with the start of simulation at the top.

BC are considered (panel b). The main height differences (panel c) are located at
the margin. This is a result of the lower annual SMB (panel d), which in general
is lower in the ablation zone when aerosols are considered. Panel e shows the
volume change relative to the constant climate/no-aerosols run. The inset shows
the period with transient temperatures until 2300 in more detail. Panel f displays
the volume change of each RCP scenario when aerosols are considered relative
to the no-aerosols run. The higher the temperatures, the more influential are the
aerosols.

In the year 2100, the volume change relative to no aerosols (Fig. 3.7f) is below
one percent for all scenarios. For RCP8.5 it is −0.26% and for RCP4.5 −0.16%.
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Figure 3.7: Results of the simulations driven by the representative concentration path-
ways: (a) common curve styles, (b) ice thickness in the year 3000, (c) eleva-
tion difference compared to the constant climate run, (d) SMB in the year 3000,
(e) relative volume change compared to the constant climate/no-aerosols
scenario (inset: detailed plot for the period until 2300) and (f) volume change
due to the inclusion of aerosols.
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In the year 2300, the influence of aerosols for RCP 2.6 is −0.08%, for RCP 4.5
−0.68%, for RCP6.0 −1.05% and for RCP8.5 −1.65%. After the year 2300,
the temperatures remain unchanged at the 2300 level, and the ice dynamics still
responds to the increased melt at the margin, and in addition aerosols continue to
accumulate and fade away.

In the year 3000, the ice sheet volume is 1.46% smaller for RCP4.5 and 7.61%
smaller for RCP8.5 when aerosols are considered.

3.4.3 RCP4.5 in more detail
The evolution of the RCP4.5 simulation with aerosols (RCP4.5 aerosols) is now
presented in more detail. Figure 3.8 shows the ice albedo time series, in which
the low values at the very margin are caused by dust (see Fig. 3.9a and c). The
low values below 0.40 close the accumulation zone are caused by BC, as the
younger ice there contains BC from the period with higher concentrations. Until
2300 black carbon lowers the ice albedo of up to three grid points, and later on
only one is affected.
The main part of the ablation zone in Fig. 3.9 has low values of aerosol con-

centrations. This is because the englacial BC is 0 when the age of the ice is
younger than at the start of the time series but older than glacial ice with high
dust concentrations. Therefore, the BC content at the surface is only due to the
atmospheric deposition which is low (Goelles and Bøggild, 2015). The surface
amount of BC accumulates to just 200 ngm−2. The surface content of dust con-
tains, besides the atmospheric signal, melt-out of the low englacial concentration
during the Holocene of 20 ngg−1 and accumulates to 0.4 gm−2. The combined
effect of dust and BC causes a constant albedo reduction of about 1.0%. This
causes a lower SMB in the central part of the ablation zone when aerosols are
considered (Fig. 3.7).

Irregular peaks in the aerosol concentration can be seen in the englacial concen-
trations in panels a and b. Those peaks cause also higher amounts of aerosols
at the surface due to the slow loss of aerosols at the surface. Nevertheless,
over millennial time scales, the prolonged residence time of some decades is
comparably short. This can be seen for example in Fig. 3.9b and d after the year
2550.

Figure 3.10 shows the volume change relative to the RCP4.5 simulation without
aerosols, and how the results depend on different parameter values. The blue
thick line is the same as in Fig. 3.7f. The simulations marked with † are compared
to another reference. Run RCP4.5 mound aerosol † is compared to a run with
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Figure 3.8: Simulation RCP4.5 aerosols: ice albedo on 1 August.

mound topography and RCP4.5 conditions but no aerosols. RCP4.5+ 20% precip
† is compared to a simulation with 20% more precipitation and RCP4.5 conditions
but no aerosols. Simulation RCP4.5 aerosols † is compared to a reference for
which the ice albedo already considers the 1.0% reduction mentioned above.
Experiment RCP4.5 mound aerosol † uses 500m mounds from the EISMINT
(experiment K) set-up, and the volume change is calculated from a spin-up with
these mounds. The effect of aerosols is slightly lower during the simulation but
very close to the original simulation in the year 3000.

The highest impact of aerosols was reached with an active fraction F of 0.8,
closely followed by an effective depth deff of 3m. Both parameters determine how
much aerosols influence the ice albedo.

Considering only BC (RCP4.5 BC only) leads to 0.42% and dust alone to 1.16%
additional ice sheet volume loss in the year 3000 compared to the simulation
RCP4.5 without aerosols. Therefore, dust is responsible for the major part of ice
sheet loss.

3.5 Discussion

3.5.1 The effect of aerosols on ice volume
The additional ice loss caused by aerosols increases non-linearly with temperature
(Fig. 3.7e and f). The non-linearity is caused by the relationship between BC
concentration and albedo reduction (Fig. 3.14) as well as a positive feedback
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Figure 3.9: Time series of the RCP 4.5 scenario including aerosols: (a) englacial dust,
(b) BC concentrations, (c and d) respective surface amount on 1 August,
(e) surface mass balance and (f) depositional time of ice at the surface.
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Figure 3.10: Simulations with RCP4.5 forcing: ice sheet volume change with aerosols (for
different parameter settings) compared to the standard RCP4.5 run without
aerosols. Simulations marked with a † are compared to a different reference;
see main text.

between ice melt and aerosol accumulation. We did not include other feedbacks
such as the elevation feedback and the albedo feedback to temperature. There
is a weak negative elevation feedback included due to the parameterisation of
the transmissivity (Robinson et al., 2010). Otherwise, the elevation and albedo
feedbacks are positive, which further enhances melt. Due to this, and since we
used global temperature anomalies for the simulations, the strength of the aerosol
effect found in this study is expected to be a lower boundary.

The two BC scenarios (RCP4.5 BC future0 and RCP4.5 BC future3) result in
a similar evolution as the standard set-up. This is a consequence of the time lag
between aerosol deposition and melt-out at the ablation zone. Only the highest
grid point in the ablation zone is affected by aerosols deposited after 2000 (see
Fig. 3.9f). Therefore the effect of different BC and also dust emissions from the
year 2000 onwards is limited until the year 3000. Nevertheless, BC and dust
deposition has a direct effect on snow albedo and a long-term effect on ice albedo.

Ice albedo is sensitive to the small addition of impurities when the ice is clean
(Fig. 3.14a). If the same amount of impurities is added to an already dark ice
surface, the additional effect is weaker as compared to a clean surface. This
could lead to an overestimation of the effect, whereas the missing feedbacks can
lead to an underestimation; which effects dominate requires additional research.
Nevertheless, the non-linear nature of the effect and the amplification due to rising
temperatures presented in this study remain.
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3.5.2 Assumptions, simplifications and uncertainties

The magnitude and non-linear dependence on future temperature of the aerosol
effect were shown with a new model framework and applied to a simplified geom-
etry experiment. Here we discuss if and how the assumptions and simplifications
could have lead to an overestimation of the effect.
The experiments were performed using a flat bedrock topography; however,

the effect of 500m high mounds was also investigated (Fig. 3.10, run RCP4.5
mound aerosol †). The effect was sometimes weaker but very similar at the end
of the simulation. The topography of the bedrock below the Greenland ice sheet
is more complicated than sinusoidal mounds (Bamber et al., 2013); nevertheless,
the effect remained even though the timing when aerosols emerge is influenced
by the topography.
The ice dynamics module was compared to an analytical solution (Cuffey and

Paterson, 2010). Close to the ice margin the shallow-ice approximation employed
can be violated, and thus velocities can be computed incorrectly when the surface
slope is steep (e.g. Ahlkrona et al., 2013; Greve and Blatter, 2009). This typically
occurs in areas where the ice sheet reaches the coast and calving is present.
However, in our case, we have pronounced ablation zones on both sides of the
two-dimensional domain (Fig. 3.13). Therefore, the simulated ice sheet never
reaches the boundaries of the domain and maximal surface slopes at the ice
margin are just around 1◦, which is well within acceptable limits for the validity of
the shallow-ice approximation.
The tracer transport, which is used to derive the englacial aerosol concentra-

tion, influences the rate of melt-out and therefore the amount of accumulated
aerosols on the ice surface. The accuracy of the module depends on the velocities
and the numerics of the transport scheme. Here we use a first-order scheme
which was found to deliver different results in the ablation zone (Goelles et al.,
2014). Nevertheless the calculated ages are comparable to radio stratigraphy
from Greenland (MacGregor et al., 2015) as the horizon of the boundary between
Holocene and glacial ice is at similar depths.
The aerosol time series of mineral dust and BC have a more direct effect on

the results. They determine the englacial concentration, which directly influences
the ice albedo and determines the amount of melt-out. We assumed that the
aerosol concentration solely depends on the age of the ice because distant ice
cores correlate well (Bigler, 2012).
However, if this were not the case, and aerosols were deposited in smaller

patches rather than uniformly, then they would also be released in smaller areas
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in the ablation zone. Owing to the reduced response when aerosols are added to
an already dark surface (Fig. 3.14), the effect of aerosols would then be smaller.

Nevertheless, close to the ELA the surrounding tundra could contribute locally to
the englacial dust concentration (Wientjes et al., 2012). As mentioned in Goelles
and Bøggild (2015) there might be a “threshold elevation” up to which local dust
contributes.

BC concentration peaks due to forest fires (Fig. 3.3) are only available between
1788 and 2000. Also, dust ice core data of the Holocene are not available. Since
the central part of the ablation zone has its origin in the Holocene, the englacial
aerosols consist of only dust which has a low and constant value. This is the
cause for the slight decrease of albedo in the centre part of the ablation zone.
The aerosol accumulation determines the amount of aerosols which darken

the ice surface and therefore plays an important role in the overall estimation of
the effect. The direct input from the atmosphere (kII) was constant in this study,
and the input from the tundra was 0. This is most likely true for BC as local
sources on Greenland are negligible. Below the “threshold elevation”, dust from
the surrounding tundra might contribute significantly. The dust amount at the
margin is already large due to melt-out of glacial dust. Therefore, an additional
amount of dust from the tundra has a smaller effect as the surface is already dark
(Fig. 3.14). Beside the input, the daily reduction on ice rice determines the surface
amount. This parameter was found to be of the order of 1 per mille per day, which
is comparable with measurements (Goelles and Bøggild, 2015). Under warming
scenarios, the daily reduction might increase with increased surface run-off due
to meltwater and rainfall, which would have a stabilising effect that is currently not
captured.
Under recent conditions, the amount of meltwater run-off is typically 1 to 2

magnitudes higher than summer rainfall. Therefore, even with more rainfall during
summer in the future, the potential increase of the daily reduction will most likely
be determined by the meltwater run-off.
The relationship of aerosols and ice albedo depends on the specific surface

area of ice, englacial concentration, the amount at the surface, the conversion to
BC concentration and the darkening parameterisation as well as the active fraction
F . The conversion to concentration is necessary because of the formulation of the
darkening parameterisation and depends on the effective depth deff. The value is
based on the absorption length in ice which varies greatly with wavelength (Warren
and Brandt, 2008). The conversion of mass per area to concentration (ppm) would
not be necessary if an ice albedo reduction parameterisation based on mass
of BC per area existed. Also, the active fraction F is similarly powerful as the
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effective depth and not well constrained. The parameter lumps together all surface
processes which keep aerosols from darkening the ice surface. This part of the
model is based on a lower level of understanding and yet causes a wide spread in
the outcome; therefore it requires more attention (see Goelles and Bøggild, 2015;
Hodson, 2014). Nevertheless, even at a low active fraction or a high effective
depth the effect remains (Fig. 3.10).

The surface mass balance determines the snow depth, which governs how long
ice is exposed and the amount of outcropping aerosols (kIII). The time span of
ice exposure is important for the actual effect of ice albedo and, secondly, for the
period of aerosol reduction (rice,n). Especially the long-wave radiation coefficient
λ is very influential as it scales the temperature dependence of melt (Fig. 3.14).
Nevertheless, tests with data from western Greenland showed results comparable
to observations (Goelles and Bøggild, 2015).
Overall the magnitude of the effect of aerosols depends on all the parts dis-

cussed, but even though limitations exist the effect is intuitively understandable.
More ice melt causes an increase of outcropping aerosols, which have a long res-
idence time at the surface. These aerosols darken the ice surface, which further
enhances ice melt. The presented model components capture the main effect,
while the exact timing when and where aerosols emerge is harder to achieve.

3.6 Conclusions

We tested the ice volume response to darker ice in the ablation zone caused by
accumulation of dust and black carbon. We introduced a new model framework
which includes advection, melt-out and accumulation of aerosols and its darkening
effect on the surface mass balance. The response of the ice volume to the aerosols
depends non-linearly on the future temperature because of a positive feedback
between ice melt and aerosol melt-out which is disproportionally larger in warmer
climate scenarios. The exact timing when and where darkening occurs is difficult
to achieve; however, the overall effect is captured with the presented framework.

In order to isolate the effect of ice albedo, we kept the snow albedo unaffected
by impurities. A 0.01 lower fresh snow albedo causes a decrease of 27Gt a−1 of
the total surface mass balance for the Greenland ice sheet (Dumont et al., 2014).
Therefore the combined effect of impurities on snow and ice albedo is significantly
larger then the ice albedo effect alone.

The effect of black carbon from the industrial revolution was significant and will
have an effect for a long time to come. Currently, Asian black carbon emissions
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are rising which could lead, besides to the darkening of snow, to darker ice via
direct deposition and over long time scales via ice flow.

The presented principles are not just limited to Greenland in the future but could
also be applied to palaeo-climatic studies, detailed studies for alpine glaciers or
the termination of the little ice age (Painter et al., 2013).
We investigated the response under the RCP4.5 scenario in more detail and

tested the sensitivity to several parameters. Considering that the temperatures in
the Arctic rise higher than the global mean and the elevation and ice albedo feed-
backs were not considered, the estimated effect can be seen as a lower boundary
estimate. The presented simulations were based on a simplified geometry in two
dimensions; nevertheless the age structure and overall system resembles the
Greenland ice sheet. The presented simulations should not be seen as forecasts
but emphasise the importance of the effect.

The Supplement related to this article is available online at doi:10.5194/tc-
9-1845-2015-supplement
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3.7 Supplement

Figure 3.11: Climate conditions for the spin-up: (a) mean summer surface temperature
and annual mean precipitation over the whole domain, (b) insolation STOA
on top of the atmosphere at 67◦ N.
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Figure 3.12: Spin-up: (a) evolution of the maximum ice thickness, (b) evolution of the ice
volume. Equilibrium is reached after approximately 10 ka.
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Figure 3.13: End of the spin-up: (a) potential surface mass balance for the 50 year time
step, (b) snow thickness on 1 January. The SMB and snow depth are not
calculated at the outermost points, which are never reached by the ice sheet.
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Figure 3.14: Black carbon (BC) influence on albedo: (a) for different specific surface
areas of ice in cm2 g−1 (Gardner and Sharp, 2010), (b) melt-equivalent
temperature change for different parameters of the SMB model. The dots
indicate measured BC (black) and dust concentrations both from ice cores
and from converted surface values as a reference. The influence of ad-
ditional BC is strongest when the initial BC concentration is close to zero.
See also the interactive CDF (Computable Document Format) file S4.cdf
(included in the Supplement) for further details.
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Semi-Lagrangian transport of oxygen isotopes in polythermal ice sheets:
implementation and first results

Geoscientific Model Development, 7(4), 1395–1408, 2014

Abstract

Modelling the evolution of the Earth system on long timescales requires the knowl-
edge and understanding of driving mechanisms, such as the hydrological cycle.
This is dominant in all components of the Earth’s system, such as atmosphere,
ocean, land surfaces/vegetation and the cryosphere. Observations and measure-
ments of stable water isotopes in climate archives can help to decipher and recon-
struct climate change and its regional variations. For the cryosphere, the δ18O
cycle in the current generation of Earth system models is missing and an efficient
and accurate tracer transport scheme is required. We describe ISOPOLIS 1.0, a
modular semi-Lagrangian transport scheme of second-order accuracy, which is
coupled to the polythermal and thermomechanical ice sheet model SICOPOLIS
(version 2.9). Model skill is demonstrated by experiments with a simplified ice
sheet geometry and by comparisons of simulated ice cores with data from Green-
land (GRIP) and Antarctica (Vostok). The presented method is a valuable tool to
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investigate the transport of any kind of passive tracer inside the cold ice part of a
polythermal ice sheet and is an important step to model the whole δ18O cycle.

4.1 Introduction

Oxygen isotopes are an important proxy for the reconstruction of temperatures of
the past. Air temperature is related to stable isotopic composition of precipitation
as indicated by observations (e.g. Dansgaard, 1964; Gat, 1996; Jouzel et al.,
1997; Gornitz, 2009). When assuming this relationship remains the same in the
past, it is possible to reconstruct past temperatures from ice or sediment cores. To
model the whole isotopic cycle in an Earth system model (ESM), components for
the atmosphere, ocean and cryosphere are required. The biggest components of
today’s cryosphere are the two huge ice sheets of Greenland and Antarctica which
together contain about 99% of the Earth’s ice volume and about 80% of global
fresh water. Therein and in smaller glaciers ice appears in two different states;
as “cold” ice with temperatures below the pressure-melting point and “temperate”
or “warm” ice where temperatures are at the pressure melting point. Ice masses
neither pure “cold” or “temperate” are called polythermal ice. Temperate ice
may have liquid water in it and, therefore, may be considered as at least a two-
component fluid. In ice sheets this temperate ice may exit as a thin layer near
the base. Although it is much less in volume than cold ice, temperate ice has
significant consequences on the ice dynamics (Lliboutry and Duval, 1985) and
therefore on isotope and tracer transport in general.

Models for oxygen isotopes in the atmosphere, ocean and land-biosphere have
existed for some time (e.g. Jouzel et al., 1987; Hoffmann et al., 1998; Sturm
et al., 2010) but the cryospheric part was first successfully modelled by Clarke
and Marshall (2002) for Greenland. Until then, thermomechanical ice sheet
models were mainly unsuccessful or had large limitations in their dimension,
spatial extent, temporal coverage or steady-state assumptions. Problems were
mainly associated with the Eulerian scheme which is commonly used to solve
for advection processes in numerical ice sheet models. The main problems are
discontinuities of the advected property which is usually tackled by an artificial
diffusion term. This leads to an inaccurate solution near the base, and reliable
solutions for tracer dispersion are only optioned for the upper half of the ice sheet
(Rybak and Huybrechts, 2003).

Clarke and Marshall (2002) and the follow-up papers (Clarke et al., 2005;
Lhomme et al., 2005a,b), therefore, use a semi-Lagrangian scheme to track
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passive tracers. Tarasov and Peltier (2003) also uses a semi-Lagrangian scheme
to model the transport of δ18O directly while Clarke and Marshall derived the δ18O
value indirectly via ice age and ice provenance. In a semi-Lagrangian scheme
a regular grid is used and particles are usually tracked back to its origin from one
time step before. This backtracking is of importance for the overall performance
and accuracy. A review by Staniforth and Côté (1991) recommends at least
second-order accuracy for the backtracking scheme. Clarke and Marshall (2002),
Clarke et al. (2005) and Lhomme et al. (2005a,b) use a first-order backtracking
scheme in their ice sheet model, considering cold ice only.

In this study we are using the second-order backtracking scheme of de Almeida
et al. (2009) together with a polythermal ice sheet model to simulate the δ18O distri-
bution in ice sheets. The whole model consists of three components: a polythermal
ice sheet model, a semi-Lagrangian transport module and a post-processing tool
which are described in detail in Sect. 4.2. As polythermal ice sheet model we use
SICOPOLIS (Version 2.9.) which is based on Greve (1997a,b). SICOTRACE and
SICOSTRAT are two new components designed for semi-Lagrangian transport
and the reconstruction of the stratigraphy. While SICOTRACE calculates the
transport variables, SICOSTRAT can be used to generate cross sections along
grid points and ice cores at arbitrary locations with information such as δ18O
concentration, place of origin and age of the ice. The performance of the model
is demonstrated with a simplified geometry of the EISMINT (Payne et al., 2000)
inter-comparison project and later applied to Greenland and Antarctica (Sect. 4.3).
A summary of the paper and general conclusions are given in Sect. 4.4.

4.2 Model description

The diffusion of δ18O over multi-annual periods is considered to be negligible in
cold ice (e.g. Jean-Baptiste et al., 1998). Therefore, it can be considered as a
passive tracer in cold ice which is not altered chemically or physically on its way
through the ice sheet and does not influence the flow.

When ice crosses the cold–temperate surface (CTS) and enters the temperate
regime the passive trace assumption is no longer true since diffusion is possible
in the liquid water which my be present there. Therefore it would be possible to
introduce a marker which indicates whether the ice crossed the CTS at some time
in its flow history. This would possibly aid ice core interpretation but will not be
implemented at this stage in the model.
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The advection of such a passive tracer in Eulerian description is

∂Ψ

∂t
+ ~v · ∇Ψ = 0, (4.1)

where the transported property Ψ itself and its gradient must be given. This is not
the case when discontinuities are present, e.g. when two ice-flow branches are
merging or when the surface mass balance or conditions near the bedrock are
changing (Clarke et al., 2005).

In contrast, a Lagrangian description is not influenced by such discontinuities as
individual particles are tracked, although the Lagrangian description encounters
other problems such as error accumulation along the trajectory because of the
required velocity interpolation (Rybak and Huybrechts, 2003). Due to the diver-
gence of ice flow there are areas with very low particle density which lead to very
low information density at the same time. This necessitates having a large number
of modelled particles whereby new ones are constantly introduced at the ice
surface and old ones are removed at the ice sheet’s base (Lhomme, 2004). These
and other practicalities linked to the irregular grid render Lagrangian schemes
unsuitable in ice sheet modelling.

To overcome the drawbacks of the Eulerian and Lagrangian scheme, the semi-
Lagrangian scheme tries to combine the best of both, namely the regular grid of
the Eulerian and the better stability of the Lagrangian scheme.

4.2.1 Temperature reconstruction with water isotopes

Today’s δ18O ratio in snow at any given location is controlled by the local tempera-
ture, the amount of precipitation, the distance from the coast and the altitude (e.g.
Gornitz, 2009). Analyses indicate a strong correlation between δ18O and surface
temperature, especially for temperatures below 20 ◦C in mid-to-high latitudes and
with the amount of precipitation at low latitudes.

The measured correlation between δ18O and temperature in polar regions is
strongest for annual means (e.g. Gornitz, 2009). Observational data indicate
that the relationship of temperature and δ18O are not spatially uniform and that it
can be described as a linear function of the surface temperature Ts (Eq. 4.2) or
a function of the present δ18O value, local surface elevation∆S and of temperature
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Figure 4.1: Flow chart of the three programs included in ISOPOLIS: SICOPOLIS – the
polythermal ice sheet model. SICOTRACE the tracing program which uses
the output from SICOPOLIS and calculates the semi-Lagrangian tracer trans-
port method. SICOSTRAT is the plotting routine for the construct of the
stratigraphy.
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change ∆T over the ice sheet (Cuffey, 2000) (Eq. 4.3):

δ18O(x, y, t) = f (Ts(t, x, y)) (4.2)
δ18O(x, y, t) = f (δ18O(x, y),∆T,∆S). (4.3)

4.2.2 General framework
Clarke and Marshall (2002) formulate an indirect approach by transporting so-
called “depositional provenance labels” t, x, y and by maintaining a “depositional
archive” with information about surface temperatures, ice topography and mass
balance (see Fig. 4.1). Hence, it is possible to reconstruct the δ18O value with
a transfer function in the form of Eqs. (4.2) or (4.3) and get the additional benefits
of information of age and transport.

Figure 4.2: Terrain-following sigma transformation in the polythermal ice sheet. If tem-
perate ice is present it is always below the cold ice. Hence, there are two
separate sigma-transformed regular grids above each other, and they share
their horizontal coordinate x → ξ and y → η (not shown here). The grid
spacing ∆ζc and ∆ζt for cold and temperate are usually different and also the
sigma-transformation is different for both domains (see Greve, 1997a). CTS
denotes the cold–temperate surface.

If the history of the surface temperature is stored and the time and place of
origin is known, the δ18O can be calculated by inverting Eqs. (4.2) or (4.3). The
history of the surface temperature is a climate variable which can either be an
external input from an atmospheric model or prescribed as is the case here.

The other information of the origin (x, y) and time (t) of deposition is transported
with the ice flow and is not altered on its way, i.e. it is a passive tracer. In order to
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calculate a passive tracer, the velocity field needs to be known, which is calculated
by the ice sheet model SICOPOLIS in our study.

Tarasov and Peltier (2003) modelled δ18O directly and use a very high vertical
resolution of up to 4096 layers on a sub-grid near ice core locations. Their
approach is not feasible for our purpose because we need to know the δ18O
value in the whole ice sheet in order to close the hydrological cycle in the ESM
framework.

The new transport model consists of three separatemodules: SICOPOLIS which
is the polythermal ice sheet model, SICOTRACE which is the tracer transport
model and SICOSTRAT which reconstructs the stratigraphy. Figure 4.1 illustrates
the framework with in- and outputs of each component.

4.2.3 Polythermal ice sheet model SICOPOLIS

SICOPOLIS (Greve, 1997a) is a three-dimensional polythermal ice sheet model
and is based on the shallow ice approximation. The model has been applied
previously for Greenland, Antarctica, the polar ice caps of Mars and the entire
Northern Hemisphere. As input it uses the surface mass balance, mean air
temperature, eustatic sea level and geothermal heat flux (e.g. Greve, 1997b). As
output, temperature, water content in temperate regions, ice extent and thickness,
ice velocities, isostatic displacement and the temperature of the lithosphere are
calculated. In this study, the velocities in the cold ice vc and temperate ice
vt, and the respective thickness Hc and Ht are of major importance. The two
domains are separated by the CTS at z = zm (see Fig. 4.2). As an input for the
transport component SICOTRACE the three-dimensional velocity field in the cold
and temperate region as well as the ice extent and thickness is stored for every
time step (Fig. 4.1) in a netCDF file (UNIDATA, 2016).

The numerical grid

SICOPOLIS uses three grids with different sigma-transformations on top of each
other (see Fig. 4.2). A grid for the lithosphere is overlaid by a grid for temperate
ice below cold ice. In general, values in the cold ice domain are denoted with
subscript c and in the temperate region with subscript t.

95



4 Article III

For cold ice the σ-transformation is

x = ξc (4.4a)
y = ηc (4.4b)

z =
Hc(eaζc − 1) + zm(ea − 1)

(ea − 1)
:= σc (4.4c)

t = τc, (4.4d)

where a is a stretching parameter which is 5 herein (Greve, 1997a).
The transformation in temperate ice with bedrock elevation b (see Fig. 4.2) is

x = ξt (4.5a)
y = ηt (4.5b)
z = ζt + bHt := σt (4.5c)
t = τt. (4.5d)

With this sigma transformation the depositional provenance labels are ξd, ηd, τd.
The two domains for cold and temperate ice use an Arakawa C-Grid (Arakawa,

1997) with the velocity components at intersections between grid point centres.
In this grid the velocity components in cold and temperate ice, beside gradients,
are placed in between grid points. All the other values, like temperature or water
content for example are defined on the grid centre, itself.
The two different grids in the polythermal ice sheet model and the fact that

the ice extent and the thicknesses of cold and temperate ice changes with time
makes the semi-Lagrangian transport more difficult for glacier models than for
atmospheric or ocean models. This will be discussed in more detail in the next
section.

4.2.4 Semi-Lagrangian transport module SICOTRACE

SICOTRACE stands for SImulation COde of TRACErs and is a separate program
which reads SICOPOLIS outputs and calculates the transport of the three prove-
nance variables. In this section the semi-Lagrangian transport with backward
trajectories is described as well as the problems and remedies associated with
the specifics of ice sheet models, especially for polythermal ice.
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Semi-Lagrangian scheme

Figure 4.3: Basic principle of the semi-Lagrangian method explained in the cold ice grid.
If the value of Ψ(t − ∆t) at the departure point (open circle) is known, the
value Ψ(t) at the desired grid point (i, j, kc) can be calculated, where i and
j are the indices of the horizontal grid and kc the one for the vertical sigma
coordinates in cold ice.

The basic idea of a semi-Lagrangian scheme is illustrated in Fig. 4.3. A trans-
ported property Ψ is constant over time and is not changing along its trajectory:

dΨ
dt
= 0. (4.6)

If the place of origin at time t −∆t is known, then the value of Ψ(t) at the current
time step is also known. A standard semi-Lagrangian scheme uses a regular
spaced grid, and for each grid point the back trajectory is calculated to get the
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position of the particle at one time step before. This position is usually not on the
grid. Therefore, an interpolation is required to get the value Ψ(t − ∆t) for which
we used a trilinear interpolation (Press et al., 1996).

In order to reach high accuracy, a review of semi-Lagrangian schemes for
atmospheric models by Staniforth and Côté (1991) recommends the use of a back-
tracking method with at least second-order accuracy. However, in the original
work by Clarke and Marshall (2002) and subsequent papers (Clarke et al., 2005;
Lhomme et al., 2005a) a first-order approximation was used. Much research has
been done in developing accurate, cheap and robust backtracking methods, (e.g.
McGregor, 1993; Nair et al., 2003; Purser and Leslie, 1994; Staniforth et al., 2003;
Hortal, 2002). For our application we opt for the scheme of de Almeida et al.
(2009) because it is of second-order accuracy and its robustness for small and
large Courant number in the presence of weak and strong flow curvature makes it
well suited for a transient and three-dimensional ice sheet model.

Numerical grid for the semi-Lagrangian transport

In general it is possible to perform semi-Lagrangian transport on the same grid
as used by the Eulerian ice sheet model. In a polythermal model, however, two
layers with σ-transformed coordinates are stacked on each other. Therefore,
a new grid consisting of the same horizontal grid as in SICOPOLIS but with a σ-
transformation including both cold and temperate ice (see Fig. 4.4) has been
formulated:

x = ξs, y = ηs, z = ζs(Ht + Hc) + b := σs, t = τs. (4.7)

The time step for the semi-Lagrangian transport remains the same as in
SICOPOLIS. In general, it could be longer than for the Eulerian ice sheet model
but for now it is set to be the same as in SICOPOLIS.

Trajectory calculation

The backtracking method is important for the overall performance of a standard
semi-Lagrangian transport scheme. Here, we use the second-order accuracy
scheme of de Almeida et al. (2009) which allows the velocity and acceleration
vectors of particles to vary between t and t − ∆t. Figure 4.5 shows the scheme
in one dimension. The scheme is based upon the general idea of multistage
methods, where each integration step requires the estimate of the dependent
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Figure 4.4: Semi-Lagrangian sigma-transformed grid. The original cold and temperate
grid on the left are both covered by the semi-Lagrangian grid.

variable at several intermediate times, similar to Runge–Kutta (de Almeida et al.,
2009).

Figure 4.5: Schematic for the two-step three time level scheme for one dimension (ξ).
The red solid curve is the actual trajectory of a particle and the dashed line is
the approximation. a∗ is the displacement to the intermediate position where
the velocity is evaluated and a∗∗ is the displacement of the second step.

Compared to first-order approximations the second-order scheme is known
to be more accurate and exhibits better conservation properties (e.g. McGregor,
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1993; Staniforth and Pudykiewicz, 1985). A discussion of the differences in our
application is given below (Sect. 4.3.1).

Point A is the desired ending point on the grid point ξ (i). The red line E A is the
exact trajectory and the dashed black line E′′A is the approximate one. We know
the property Ψ at all grid points ξi at one (t − ∆t) and two time steps (t − 2∆t)
beforehand and we wish to obtain values at the same grid points at time t.

In this method the trajectory is split into two steps. In the first step, starting from
grid point ξ (i) at time t the particle is displaced backwards for a time interval ∆t
with the velocity calculated at an intermediate position at point B for time t −∆t. In
the second step, starting from the particle position C at time t−∆t calculated in the
previous step, the particle is displaced backwards for another ∆t, with the velocity
calculated for the intermediate position D, also at time t − ∆t. The intermediate
points B and D are obtained by considering displacements of the particle for
a time interval ∆t/2.

The velocities at point B and D need to be interpolated. For the interpolation of
the velocity field we use a trilinear scheme which is sufficiently accurate (Behrens,
1996). The positions of the points themselves rely on the velocities and, hence, the
whole process needs to be repeated until a convergence criterion of ε = 0.001m
is met.
In three dimensions Eq. (4.6) is approximated by Eq. (4.8) by applying the

described backtracking for all three co-ordinates (ξ, η, ζs):

dΨ
dt
�
Ψ(ξ, η, ζs, t) − Ψ(ξ′′, η′′, ζ ′′s , t − 2∆t)

2∆t
, (4.8)

where Ψ(ξ′′, η′′, ζ ′′s , t − 2∆t) is usually not on the grid and is interpolated.
In three dimensions the first step is

a∗(m+1) =
∆t
2
· vx (ξi − a∗(m), η j − b∗(m), ζ∗, t − ∆t) (4.9a)

b∗(m+1) =
∆t
2
· vy (ξi − a∗(m), η j − b∗(m), ζ∗, t − ∆t) (4.9b)

c∗(m+1) =
∆t
2
· vz (ξi − a∗(m), η j − b∗(m), ζ∗, t − ∆t) (4.9c)

ξ′ = ξi − 2a∗ (4.9d)
η′ = ηi − 2b∗ (4.9e)
ζ ′ = σ−1(z′ = z − 2c∗, Hc, Ht, zm, b, t − ∆t) (4.9f)
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and the second step is

a∗∗(m+1) =

∆t
2
· vx (ξ′ − a∗∗(m), η′ − b∗∗(m), ζ∗∗, t − ∆t) (4.10a)

b∗∗(m+1) =

∆t
2
· vy (ξ′ − a∗∗(m), η′ − b∗∗(m), ζ∗∗, t − ∆t) (4.10b)

c∗∗(m+1) =

∆t
2
· vz (ξ′ − a∗∗(m), η′ − b∗∗(m), ζ∗∗, t − ∆t) (4.10c)

ξ′′ = ξ′ − 2a∗∗ (4.10d)
η′′ = η′ − 2b∗∗ (4.10e)
ζ ′′ = σ−1(z′′ = z′ − 2c∗∗, Hc, Ht, zm, b, t − ∆t). (4.10f)

Equations (4.9) and (4.10) are valid for cold and temperate ice with different
velocities vc, vt and sigma transformations σc, σt. There are some difficulties
associated with semi-Lagrangian transport and sigma coordinates in polythermal
ice sheet models which are not encountered in models of other compartments of
the climate system. These are discussed in the next section.

Polythermal ice sheet and sigma transformations

The sigma transformations σc, σt are dependent on the ice thickness of cold
and temperate ice, the position of the cold–temperate surface and the bedrock
elevation (see Eqs. 4.4c and 4.5c). These quantities are all dynamic which makes
it necessary to calculate them at times t − ∆t

2 and t − 3∆t
2 in order to compute ζ∗

and ζ∗∗ (see Eqs. 4.9a–c and 4.10a–c):

ζ∗ = σ−1
s (z = zk − c∗(m), Hc, Ht, zm, b, t −

∆t
2

) (4.11a)

ζ∗∗ = σ−1
s (z = z′ − c∗∗(m), Hc, Ht, zm, b, t −

3∆t
2

). (4.11b)

Therefore the fields of Hc, Ht, zm, b are calculated at times t− ∆t
2 and t− 3∆t

2 and
then bilinearly interpolated at location ξi − a∗(m), η j − b∗(m). This is an additional
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complication encountered in ice sheet models whereas in for example ocean
models ζ∗ would simply be σ−1(z = zk − c∗(m), t − ∆t

2 ). In addition it is possible
that the tracked particle is crossing the CTS and therefore it is necessary to check
at each iteration in which domain the particle is. This is done by checking whether
the z coordinate is below or above the zm at the current position ξ and η.

Boundary conditions at the ice–bedrock interface and the ice surface

Basal melting and isostatic adjustment are included in the velocity fields. Hence,
no special treatment is required here. On the other hand, the boundary condition
at the ice surface is expressed by the surface mass balance. A positive mass
balance means that new ice is forming on top of the ice sheet while a negative
mass balance means loss of ice. In the case of a positive mass balance the three
provenance variables are the current values at that grid point, whereas td is the
current time and xd, yd are the coordinates at the grid point. Since the applied
backtracking scheme uses two time levels, it can arise that point C is at a position
which was ice free at the last time step. In such a case the backtracking stops and
the current value of provenance variable is interpolated from the field Ψ(t − ∆t).

4.2.5 Deriving the stratigraphy with SICOSTRAT
SICOSTRAT (Simulation COde for STRATigraphy) generates the stratigraphy of
δ18O everywhere within the ice sheet by inversion of Eqs. (4.2) or (4.3) and with
the provenance labels as well as the values stored in the depositional archive.

To calculate the δ18O value with the simple relationship in the form of Eq. (4.2),
where δ18O only depends on the surface temperature, the routine is as follows:

1. Convert z to ζs, then use trilinear interpolation to get ξd, ηd and td.

2. Ts(x, y, t) can be interpolated bilinear in space and linear in time to calculate
the surface temperature the particle had when it was deposited on the ice
sheet surface.

3. Calculate δ18O with the transfer function.

This procedure can be used to generate the isotopic stratigraphy of the whole
ice sheet which can be written as a netCDF and later be used by an Earth system
model. SICOSTRAT uses generic mapping tools (GMTs) to generate plots of ice
cores at arbitrary locations and cross sections along grid lines. This makes it
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Figure 4.6: Steady-state surface elevation of the EISMINT experiment K at simulation
time 300 kyr. The two crosses mark the core locations C1 and C2, and the
dashed red line indicates the cross section. This cross section cuts through
the ice centre dome where core C1 is located.

possible to validate the model against ice core data and to get a general overview
of the isotopic composition.
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4.3 Results

In a first study, the model is applied to the EISMINT inter-comparison project and
later to the ice sheets of Greenland and Antarctica.

4.3.1 EISMINT

The EISMINT experiment phase two (Payne et al., 2000) is a simplified geometry
experiment with regular boundary conditions to compare thermomechanical ice-
sheet models. All boundary conditions are symmetrical and time independent.
Twelve experiments were defined and the experiment K is used here to test
the transport model SICOTRACE and the post-processing tool SICOSTRAT. In
experiment K the bedrock consists of a regular array of 500m high mounds and
with zero ice initial condition.

This EISMINT setup uses a 25 km× 25 km horizontal grid in the model domain
of the size 1500 km × 1500 km and for the semi-Lagrangian grid we use 100
vertical layers for ζs. The time step in the SICOPOLIS simulation was 200 yr. The
accumulation/ablation rate is a function of geographical position, which changes
its sign in a given distance from the summit (for details see Payne et al., 2000).
Figure 4.6 shows the steady-state ice surface at time 300 kyr. In addition, two
ice-core locations C1 and C2 as well as one cross section are marked. The core
C1 is located at the ice divide (x = 750 km, y = 750 km) and the results are shown
in Fig. 4.11. Core C2 is located at the border of the region with positive mass
balance at x = y = 1000 km, and the results of the isotope modelling are given in
Fig. 4.12.
For the cross section the two depositional coordinates, the depositional age

and the resulting δ18O distributions are shown in Figs. 4.7–4.10.

Discussion for EISMINT

The simulated mass transport in the x direction at the cross section is small
compared to the one in the y direction, which is expected due to the general ice
flow from the centre to the outer regions for the given geometry. This can also
be seen in Fig. 4.8 for the depositional provenance of y, changing from central
deposition to radial origin.

In Fig. 4.8 the whole ice body is yellow which means that there is little transport
perpendicular to the cross section. Inside the ice body the contour lines indicate
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Figure 4.7: Cross section of the depositional provenance of x at time 300 kyr with the
mound topography and the dashed contour of the temperate ice thickness Ht.
The colour bar indicates the origin of the ice where blue for example means
that the ice is coming from the x coordinate of 0 km.

Figure 4.8: Cross section of the depositional provenance of y at time 300 kyr. The same
colour coding as in Fig. 4.7 is applied here but for the y coordinate.

the depositional coordinate x = 750 km, which is a combination of topographical
effect due to the mounts and numerical variations in the order of less than 10 km.

At the area with positive mass balance the oldest ice can be found close to the
ice sheet base (Fig. 4.9). This is the ice deposited during the initial phase of the
build-up process which remains located there for the whole time. It can also be
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Figure 4.9: Age of the ice derived by calculating tfinal − td where tfinal is the final time of
the simulation. The older ice is located near the base and the majority of the
ice is younger than 30 kyr.

seen in Fig. 4.8 where the ice has nearly the same depositional coordinate as the
actual coordinate.
Since the surface temperature is constant over time, the δ18O ratio is only

influenced by the depositional coordinates and not by the age. This can be seen in
the cross section Fig. 4.10 and the ice cores Figs. 4.11d and 4.12d. Especially in
the ice cores, the δ18O value is a mere combination of the depositional coordinates.
This is due to the symmetry of the surface temperature with its lowest value at the
centre of the ice sheet. The stepped behaviour of the profile at the upper levels
are due to the step size of the vertical ζs coordinate used for semi-Lagrangian
transport and are also influenced by the used time step. This behaviour disappears
with shorter time step but for our experiments we chose a longer one in order to
save computational time.

Comparison of backtracking schemes

Figure 4.13 illustrates the difference between the first-order backtracking method
as used in the papers based on Clarke and Marshall (2002) and the backtracking
scheme from de Almeida et al. (2009). The figure is based on the EISMINT
experiment with flat topography (experiment A in Payne et al., 2000). We chose
the flat topography because the effects of the different backtracking schemes are
more obvious with flat ground than with the mound topography. The apparent
feature in the figure is that the differences are close to zero in the accumulation
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Figure 4.10: The cross section of the resulting δ18O distribution as calculated in SICOS-
TRAT. Since the boundary conditions are time independent, the δ18O value
is also independent of the ice age and is similar to Fig. 4.8 because the
transport perpendicular to the cross section is small.

Figure 4.11: Simulated ice core C1 at x = 750 km, y = 750 km, with (a) depositional x
(km), (b) depositional y (km), (c) depositional age (kyr), and (d) δ18O value.

zone, which is within a radial distance of 450 km from the summit (x = y = 750 km).
However in the ablation zone the deviations between the backtracking schemes
are substantial. In general the first order scheme calculates older ice in the
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Figure 4.12: Simulated ice core C2 at x = 1000 km, y = 1000 km, same arrangement as
in Fig. 4.11.

ablation zone, as can be seen in additional plots in the supplement. While in the
previous studies the δ18O value in the ablation zone was of no particular interest,
the values close to the margin are crucial in order to close the hydrological cycle.

The backtracking scheme from de Almeida et al. (2009) is numerically more ex-
pensive than the first-order backtracking, mainly because of the required iterations
and interpolations of the de Almeida et al. scheme.
These deviations between the backtracking methods in the ablation zone are

likely associated with the greater velocity gradients near the margin. In addition,
during ice sheet build-up the velocities vary more in the ablation zone, which is
better handled by the two-level time scheme with second-order accuracy. Studies
of atmospheric models by Staniforth and Pudykiewicz (1985) and McGregor
(1993) found that first-order schemes are inaccurate for large Courant numbers
and exhibit poor conservation properties and that a first-order scheme with straight
lines and velocities taken at the end point produces an error of 4% each time step
for trajectories in a solid-body rotation problem.

4.3.2 Greenland and Antarctica

In order to apply the isotope transport model to real geometries we present some
simulation results of the Greenland and Antarctic ice sheets. Both simulations
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Figure 4.13: Difference of calculated age between first-order and de Almeida et al.
(2009) backtracking with the EISMINT experiment A with flat topogra-
phy. The colours indicate the vertical sum over all layers in the semi-
Lagrangian grid of the absolute value of the differences at each grid cell:∑ksmax

ks=1
���
first order(ks)−de Almeida et al.(ks)

first order(ks)
���.

start at 422 kyr before the present (pre-industrial at 1950) with no initial ice and
relaxed bedrock (in respect to glacio-isostatic adjustment). The horizontal grid
is 20 km × 20 km for Greenland and 40 km × 40 km for Antarctica. This leads
to 83 × 141 × 101 grid points in the semi-Lagrangian grid for Greenland and
141 × 121 × 101 points for Antarctica, respectively. We use 11 levels in the
bedrock and temperate ice domain and 81 in the cold ice domain.

A glacial index gi(t) is used to vary the air temperature and precipitation distri-
bution by interpolating between the present and the last glacial maximum (LGM)
conditions. This index is defined gi = 1 for conditions at the LGM and gi = 0 for
present conditions (Forsström et al., 2003) and is based on data derived from
the δ18O GRIP ice core record from Greenland and from the δD Vostok ice core
record from Antarctica (Dansgaard et al., 1993; Johnsen et al., 1995; Petit et al.,
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1999). For the first 100 kyr BP the GRIP record is used and prior to that the Vostok
ice core. This is necessary since the GRIP record is believed to be corrupted due
to ice-flow irregularities (Greve, 2005). In total, the glacial index reaches 422 kyr
back in time.

With these settings the total computational time including the semi-Lagrangian
transport and writing of the depositional archive on one core of a 2.8GHz dual-core
AMD Opteron was 141.3 h for Antarctica and 214.7 h for Greenland.

As boundary condition and forcing function, a linear isotope transfer function is
used:

δ18O = a · Ts + b (4.12)

with a = 0.80‰ (◦C)−1 and b = −8.11‰ for Antarctica (Masson-Delmotte et al.,
2008) and with a = 0.327‰ (◦C)−1 and b = −24.8‰ for Greenland (Cuffey and
Clow, 1997), respectively.

Figure 4.14: Simulated present-day surface topography with 200m contours of elevation
in kma.s.l. Major ice core locations are marked with crosses and the location
of the cross sections are marked with a red dashed line. (a) Greenland and
(b) Antarctica, without the ice shelves because SICOPOLIS 2.9 does not
include ice shelf dynamics.

As an example of a simulated Greenland ice core the GRIP core is shown in
Fig. 4.15a which is located in the central region of the Greenland Ice Sheet (see
Fig. 4.14a for its location). For Antarctica the Vostok Station has been chosen,
which is located in central East Antarctic Ice Sheet (see Fig. 4.14b). The modelled
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Figure 4.15: Comparison of modelled δ18O values in black and observed values in blue.
The modelled data in the GRIP core (a) have an offset of 10 per mille to the
right in order to make the comparison more easy to read. The vertical axis is
the ice core depth and level 0 is defined as the ice surface in both, measured
and modelled ice core. For the GRIP core (a) the modelled depth is 2945
compared to observed 3029m with reliable δ18O data until 2983.2m, and
for the Vostok core (b) the modelled depth is 3549m compared to 3623m
in reality and data are available until 3310m.

δ18O depth profiles are compared to observational data by Johnsen et al. (1997)
for the GRIP ice core and by Petit et al. (1999) for the Vostok ice core. Since there
is a difference between the modelled and the observed ice thickness we defined
level 0 to be the modelled height of the real ice surface.

Figure 4.16a shows two cross sections through the (a) Greenland and (b)
Antarctic ice sheets and the vertical δ18O distribution close to the chosen ice-core
locations. The Antarctic cross section reveals a broader range of δ18O variation
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with more depleted values than the Greenland cross section. Hence, the colour
bars are chosen differently.

Discussion for Greenland and Antarctica

The comparison between the simulated cores and observational data shows
in general a good agreement of the isotope records. Taking into consideration
that the core data stems from a single ice core with high vertical and horizontal
resolution (on the cm scale) and the simulated core is based on 20 km × 20 km
and 40 km× 40 km model simulations for Greenland and Antarctica, respectively,
the overall coincidence is satisfying. Looking into more detail, however, the
observational data shows more high-frequency variability and a shift in the main
signals for the Antarctic record (Fig. 4.15). There are several reasons which need
to be discussed when comparing the records.

Firstly, the ice dynamicmodel SICOPOLISwas taken as a given tool and no effort
was made to tune the model for the present day. This was beyond the scope of the
study and we used the standard setting here. As a second argument, the isotope
boundary condition comes into play which is taken from transfer functions and is,
therefore, not a correct local function. While this works properly for Greenland,
a mismatch for the Vostok location of about 8 per mille can be found between
observations and model results. Third, the time step for the Greenland simulation
is five years and for Antarctica is ten years while the measurements resolve the
seasonal scale. In addition, the glacial index of the surface temperature forcing is
also smoothed to 100 yr so the small-scale variations cannot be resolved.
On the other hand, the overall variability of δ18O is comparable with the mea-

surements, while the absolute position of the spikes is also influenced by the
difference of the ice thickness. In the cross section for the Greenland Ice Sheet
the sequences of values between −40 per mille (green) and −35 per mille (yel-
low) indicates the different glacial–interglacial cycles of the past, also seen in the
lower section of the GRIP ice core. The profile is just a cross section near the
GRIP location but SICOSTRAT generates a complete netCDF output of the whole
three-dimensional isotope field.

For the Vostok ice core (Fig. 4.15b) the modelled values show the same varia-
tions as the measurements but the values are generally higher and the features
are up to 500m deeper than in the measurements. Here, the ice dynamics need to
be adjusted and more care has to be given to the ice dynamic model performance.
The very low accumulation rates in central East Antarctica are challenging to the
ice dynamics and lead to too low signals in the simulation (e.g. at 2000m depth).
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In addition, the 40 km grid does not resolve details in the bedrock topography,
which has a strong influence on the stratigraphy of the Vostok ice core (Parrenin
et al., 2004).

Figure 4.16: Two cross sections of the (a)Greenland and (b) Antarctic ice sheets showing
the δ18O distribution close to the GRIP and Vostok ice cores.
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4.4 Conclusions

In this paper, an oxygen isotope transport model for polythermal ice sheets has
been presented, which makes it possible to study the oxygen isotope ratio inside
polythermal ice sheets where the shallow ice approximation is valid. The model
was applied to the EISMINT inter-comparison phase 2 project and applied to the
Greenland and Antarctic ice sheets. As an example, one simulated ice core of
each ice sheet has been compared to measured ice core data. The model has
been developed to tackle two goals – firstly, to use local comparison of vertical
profiles at drill core sites to validate and improve the ice sheet model, and secondly,
to close the oxygen isotopic budget in the hydrological cycle of a fully coupled
Earth system model approach, when coupling the ice model to an atmosphere–
ocean–land surface general circulation model (e.g. Werner et al., 2011; Xu et al.,
2012).

In our study the backtracking scheme from de Almeida et al. (2009) with second-
order accuracy is used which requires the three-dimensional velocity fields to
be interpolated on intermediate steps. The sigma coordinate formulation of the
ice sheet model make it necessary to evaluate and interpolate ice topography
variables in space and time. This adds to the computational costs and overall
complexity of the approach.

If the focus of a study with semi-Lagrangian transport is on ice core locations in
the ice sheet interior a first-order backtracking may be sufficiently accurate, with
the additional benefit of lower computational lost. Otherwise, if the values of the
transported property near the margin are of interest, a second-order backtracking
scheme such as the one of de Almeida et al. (2009) may be better suited for
the task. We will address the comparison between different semi-Lagrangian
schemes as well as Lagrangian and Eulerian methods focusing on values near
the margin in a subsequent paper.
The indirect semi-Lagrangian approach with provenance transport and three

different programs has some advantages and disadvantages.
The advantages are that transfer function between surface temperature and

δ18O can be changed without the need of re-running the whole simulation again.
This is important for long-term simulation since SICOPOLIS and SICOTRACE are
computationally expensive and, therefore, it allows to experiment with different
transfer functions. The transfer function for δ18O could also include local changes
of surface elevation and changes in mean surface temperature (Cuffey, 2000;
Langebroek et al., 2010). A downside of the three different programs is that
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SICOTRACE needs the three-dimensional velocity field in the cold and temperate
ice domain and information about the ice topography for each time step. For high
resolution and simulations on palaeo-timescales this leads to a high amount of
data which could be of the order of terabytes. Since the information of the velocity
field and the whole history of the ice sheet evolution is in general of no interest, the
data can be deleted after SICOTRACE has performed the transport calculation.
For paleo-runs, a shell script subsequently runs SICOPOLIS and SICOTRACE
to generate a depositional archive and provenance archive for the whole time
period for SICOSTRAT. This leads to a further complication of file handling and
an additional layer of complexity in the whole workflow.
The semi-Lagrangian transport can be used for other species, such as deu-

terium, but if the species involve some feedback with the ice dynamics, then the
approach of three different programs is not feasible because of all the overhead
with file transfer and initialisation of programs only to run for one time step.

This chosen approach is in any case an important step in the direction of fully
coupled Earth System Models for investigating the climate system and comparing
model output and in situ measurements. It is also the basis for studies involving
the transport of passive tracers.

Code availability

ISOPOLIS is based on SICOPOLIS Version 2.9 (http://www.sicopolis.net)
with the newmodules SICOTRACE and SICOSTRAT. All components are written in
Fortran 90 and ISOPOLIS consists of 35 700 lines of documented code (21 750 of
pure code). The code runs on Unix-based platforms and is automatically handled
by Makefile options and parameter files. To distribute, maintain, develop and share
ISOPOLIS among different users we use the distributed revision control system
http://aforge.awi.de, providing project hosting, version control, bug-tracking,
and messaging. The established netCDF-output (UNIDATA, 2016) format of
ISOPOLIS ensures that the computed results can subsequently be post-processed
with the desired software packages (e.g. GMT scripts by Wessel and Smith,
1998). In addition the netCDF operators NCO (http://nco.sourceforge.net/)
are required to run ISOPOLIS.

TheSupplement related to this article is available online at doi:10.5194/gmd-
7-1395-2014-supplement
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Chapter 5

Conclusions and future perspectives

5.1 Conclusions

Article I introduced the model components of impurity melt-out and accumulation,
ice albedo and SMB. The model was calibrated and evaluated with data from the
K-transect in western Greenland. In addition to introducing and calibrating the
model, some valuable information was derived. The daily runoff of impurities is
in the order of one per mille, which corresponds to a residence time of decades.
Secondly, dust melt-out is the main source of impurities, and direct atmospheric
deposition of dust plays a minor role. For BC, atmospheric deposition is equally
as important as melt-out (see Figure 2.15).

The model in Article I accurately captured the net shortwave radiation, even with
the simple parameterisation of temperature and precipitation (see Figure 2.11). If
the turbulent heat flux and longwave radiation are calculated and not empirically
based, the surface energy balance, and therefore the SMB, should improve.
Currently, the simplified energy balance of Robinson et al. (2010) uses empirical
turbulent heat flux and longwave radiation. The model framework developed here
could be used together with an atmospheric component which delivers both the
turbulent heat flux and longwave radiation. Therefore, it is promising that the
model of Article I delivered accurate predictions of net shortwave radiation.
Article II applied the whole framework to a simplified geometry with similar

conditions to the GrIS. The results underlined the non-linearity of the whole system,
which is partially caused by the effect of BC on albedo and positive feedback
between melt and impurity accumulation. The effect of impurities on ice albedo
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and, ultimately, ice sheet volume is pronounced under a warmer climate. This
result emphasises the relevance of ice albedo and impurities for projections of
sea level rise. The large amount of englacial impurities needs to be taken into
account, especially in multi-millennia time-scale simulations. The additional ice
volume loss with RCP8.5 in the year 3000 was 7% when impurity accumulation
and melt-out were included. This loss was estimated to be lower due to the chosen
temperature evolution (based on a global average with no warming after 2300).
In addition, snow albedo was considered unaffected by impurities, and the albedo
feedback to temperature and other feedbacks were not included. Overall, Article
II was not meant to deliver an accurate prediction of future sea level rise but to
underline the non-linearity and motivate further research in processes linked to
ice albedo. Some suggestions for which can be found in the next section.
Article III introduced the transport of a passive tracer in the polythermal ice

sheet model SICOPOLIS. A second-order backtracking scheme was used for
the first time in an ice sheet model. Comparison to a first-order scheme showed
a computed age deviation in the ablation zone but almost no difference in the
ice sheet interior. Closing the global cycle of water isotopes and impurity melt-
out depends on the accuracy of the age of the ice in the ablation zone. Due to
the irregularity of BC, dust and δ18O time series, an error of a few years could
result in a substantial error of the derived property; therefore, the second-order
scheme seems to be the better choice. Further investigation is needed, however,
to quantify the error of the first-order scheme to justify the additional complexity
and computational cost of the second-order scheme.
The model framework, as introduced in Articles I and II, can be adapted for

any ice sheet or glacier and thereby improve the albedo schemes of glaciers and
ice sheets as well as the cryospheric components of Earth system models and
regional climate models. Article II should motivate further research into ice albedo
and the use and development of dynamic ice albedo models. Articles I and II also
showed the multiple benefits of reducing BC emissions. The glaciers benefit in
multiple ways from such a reduction: first, by reducing the forcing effect of BC;
second, by reducing the atmospheric deposition of BC on snow and ice and third,
by the delayed benefit of having less englacial BC.

5.2 Future improvements of the model

This section will discuss improvements of the model components, then provide
general recommendations for future research linked to ice albedo and impurities.
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Each component of the model framework can be improved (Figure 1.5), starting
with the ice dynamics. The shallow ice approximation can be violated at locations
with steep slopes, which can cause incorrect velocities. The velocities are required
to calculate the timing of impurity melt-out, which also depends on the geometry
and accuracy of the tracer transport scheme. A possible solution would be to use
a full Stokes ice-dynamics model such as Elmer/Ice (Gagliardini et al., 2013).
However, a full Stokes model has a much higher computational cost compared
to models with shallow ice approximation (e.g. Ahlkrona et al., 2016). Therefore,
alternatively, the new hybrid shallow-ice-shelfy-stream method of SICOPOLIS
(Bernales et al., 2016) or a hybrid model of shallow ice and full Stokes (Ahlkrona
et al., 2016) could be used. The full Stokes equations could be used only when
needed and the much faster shallow ice approximation elsewhere. Another ad-
vantage of a finite element model such as Elmer/Ice is that a finer mesh can be
used in the ablation zone. These improvements of the ice dynamics component
should result in a more accurate model.

Independent of which equations are used, shallow ice or full Stokes, the spin-up
needs to match the current margin, and the age of the ice needs to match the
observations as closely as possible. The recent dataset of MacGregor et al. (2015)
could be very valuable in achieving that correlation.
The next aspect of the framework is the tracer transport. The ages in the

ablation zone depend on the backtracking scheme. First, the magnitude of these
deviations needs to be quantified and investigated further. This evaluation can be
obtained by comparing different models with high resolution in space and time, as
no analytical solution for age near the margin exists.

The second-order backtracking scheme of Article III has higher computational
costs than the first-order scheme. One way to save computational time would be
to use the second-order scheme only when necessary. The SMB of the previous
time-step may be used to decide which scheme to use.
Article III’s backtracking scheme is complicated to implement and maintain

due to the two steps and changing geometry of the domain. Therefore, another
second-order scheme such as SETTLS (Stable Extrapolation Two-Time-Level
Scheme) (Hortal, 2002) might be better suited for the task as it only requires one
backward step. In addition, the two SICOPOLIS domains of temperate and cold
ice increase the complexity. This complexity is no longer the case with the new
enthalpy methods implemented in SICOPOLIS (Greve and Blatter, 2016).

The accuracy of the transport scheme also depends on the interpolation meth-
ods; therefore, a tricubic interpolation scheme (Lekien and Marsden, 2005) and/or
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“balance-based” interpolation scheme of Lhomme et al. (2005a) is expected to
improve the accuracy of the age and englacial impurity concentration.
The split between the transport module SICOTRACE and SICOPOLIS is not

practical in the context of the whole model framework. The tracer transport needs
to update the age field at least once annually in order to allow feedback between
impurity melt-out and the SMB. With the setup described in Article III, this feedback
would take too much time caused by file-transfer. This delay is not the case when
all the components of the model framework are integrated into SICOPOLIS. This
technical improvement reduces the computational time substantially and is viewed
as a requirement to study the GrIS with the model framework.
The next component to discuss is the aerosol input. There is still a lack of

Holocene dust data. Only the GISP2 core includes Holocene data of the dust
proxy calcium but no direct measurements of particle concentrations. Data from
the NEEM ice core are still not available but should include Holocene dust records.
Holocene concentrations of dust are low but still important because currently a
large fraction of the ice at the margin is of Holocene origin. Also, the current rate of
dust deposition needs to be better constrained, especially near the margin where
local dust could be the main source. Similarly, BC data going further back in time
is required and will hopefully also be delivered by the NEEM ice core.

Impurity accumulation needs further testing and comparison to field data. These
data require impurity sampling close to an AWS; some suggestions for field
observations are given in the next section.

Impurity accumulation in the snowpack was only included to simulate deposition
of snow impurities onto the ice surface. The snowpackmodel needs to be improved
in order to correctly account for accumulation on the snow surface. Gabbi et al.
(2015) carried out an almost complementary study to Article I, focusing on the
snowpack alone. They used the same albedo scheme of Gardner and Sharp
(2010) and a multi-layer snowpack model which accounts for snow grain growth
and snow densification. Therefore, combining Article I with their methods would
encompass the whole accumulation process. This combination would improve
the SMB and simulation of the surface albedo when snow is present. It would
also eliminate the free parameter of wet snow albedo in Article I. The addition of
a more detailed snowpack and snow albedo model, however, will also introduce
additional complexity and increase the number of required inputs.
The next component is the ice albedo parameterisation. A parameterisation

which directly accounts for impurities on the surface would eliminate the need for
the effective depth described in Article I.
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5.3 Recommendations for future research

The final component is the SMB model itself. Articles I and II use a simplified
energy balance to compute melt. Although the SMB model has previously been
applied to the whole GrIS (Robinson et al., 2010, 2011), additional testing is
recommended. Article I suggested an alternative transmissivity parameterisation
that needs to be further tested for conditions over the whole GrIS. Also, the
parameterisation of temperature and precipitation discussed in Article I needs to
be optimised for the whole GrIS.

The next logical step is to combine everything and apply the model framework
to the GrIS in 3D. The main tools are developed, but there are still some topics
left to investigate and methods to be developed before a full study of the GrIS can
be achieved.

Articles I, II and III were all conducted with stand-alone ice sheet models. The
whole model framework could also be coupled with regional climate models and a
model of aerosol transport (e.g. Skeie et al., 2011). This coupling would allow for
a dynamic model of BC and dust deposition. Regional climate models would also
reduce the need for cloud parameterisation and, most importantly, temperature
and precipitation. The snowpack component would particularly benefit from daily
values. Boundary conditions provided by regional climate models would also allow
the effects of summer snowfall and possible cleaning of the ice surface by heavy
rain events to be included.

5.3 Recommendations for future research

The ice surface itself needs further study, with a focus on the dynamics of cry-
oconite. This need includes studies of cryoconite hole formation and collapse and
biological activity. Time-lapse cameras on AWS would improve the understanding
of surface processes and cryoconite hole dynamics. All this data would allow
a more accurate prediction of ice albedo in the future with a physically-based
cryoconite distribution model.

The albedo scheme of Gardner and Sharp (2010) relies on the specific surface
area of ice, for which few measurements exist. The specific surface area should
be measured in the ablation zone all over Greenland. This measurement would
require drilling shallow ice cores, some of which should be close to an AWS.
In addition to the specific surface area of ice, these shallow cores should be
analysed for ice crystal size, englacial impurity concentration and age. These
measurements could be used to derive a more physically-based ice albedo model.
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The next topic is impurities. Sampling the surface impurity close to AWS sites
and reporting the results in units of mass per square metre is recommended.
Then, the content and proportion should be analysed to determine how much
of the impurity mass is dust, BC (reported as rBC, EC, EBC), brown carbon
(from microbes and/or distant sources) and possibly other species. Ideally, the
measurement methods would be standardised, allowing the contribution of each
species to the total mass and variability of the impurity species percentage to be
identified.
The impurity species should be understood as classes of different materials,

with a variety of optical properties. For example, is the absorption of dust found
at the K-transect comparable to dust found in northeast Greenland? Detailed
knowledge about the distribution of impurity species could be used to derive a
more physically-based ice albedo model which includes several impurity species
and their optical properties.
Biological activity, which influences the albedo of ice and snow directly and

indirectly, is still largely unknown. The effect of microbes on ice albedo is probably
significant but still needs quantification. For example, how much light-absorbing
material is produced and how is the productivity influenced by environmental
parameters?

The high spatial variability of ice albedo needs to be considered. Albedo values
can vary from 0.2 to 0.7 over a short distance. What is the representative ice
albedo value of a grid cell as large as a few square km? Unmanned aerial vehicle
campaigns could link small scale observations to larger scale ice sheet models
and satellite remote sensing.
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