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Sammendrag

Form̊alet med denne oppgaven er å undersøke hvordan tilsetningen av jern
p̊avirker krystallstrukturen og sorpsjonsegenskapene til metallhydrider som
baserer seg p̊a Ti0.70V0.30. Oppgaven er motivert utifra et ønske om å er-
statte dyrt vanadium med det mye rimeligere ferrovanadium i slike titan-rike
metallhydrider. Seks legeringer med sammensetningen (Ti0.70V0.30)1-zFez
med z ∈ {0, 0.03, 0.06, 0.10, 0.20, 0.30} har blitt syntetisert ved lysbuesmelt-
ing og de krystallinske fasene har blitt bestemt ved pulverdiffraksjon fra
synkrotron-str̊aler. De termodynamiske egenskapene til legeringene ble
studert i Sieverts apparat og ved kalorimetriske m̊alinger. I enkelte tilfeller
ble endringen i fasesammensetning under hydrogen-sorbsjonsreaksjonene
fulgt med in-situ pulverdiffraksjon fra synkrotronstr̊aler.
Legeringene danner kubisk romsentrerte krystallstrukturer for alle de un-
dersøkte sammensetningene. Tilsetningen av jern fører til at enhetscellen til
den kubisk romsentrerte fasen forminskes og gitterparameteren avtar lineært
med det økende jerninnholdet. Den kubisk romsentrerte fasen oppn̊as sam-
men med en mindre andel av en heksagonal urenhetsfase som synes å være
en fast oppløsningsfase av Ti, V og Fe som inng̊ar i sorbsjonsreaksjonene. De
romsentrerte legeringene danner kubisk flatesentrert-relaterte dihydrider n̊ar
de utsettes for lave hydrogentrykk og jerninnholdet er lavere enn 10 at.%.
Innenfor dette sammensetningsomr̊adet p̊avirkes ikke hydrogenlagringska-
pasiteten i særlig grad av jerninnholdet og n̊ar ∼ 3.5 % per vekt. For
høyere jerninnhold avtar kapasiteten betydelig. Absorbsjonskinetikken er
rask og reaksjonen er praktisk talt over iløpet av minutter n̊ar legeringene
utsettes for ∼ 20 bar hydrogengass. Dihydridene synes å inneholde defekter
som stablingsfeil. Dette forhindrer at strukturforfining kan gjennomføres
p̊atilfredstillende m̊ate. Trykk-sammensetnings isotermer har blitt m̊alt for
temperaturer inntil 120 ◦C. Disse inneholder ett enkelt plat̊a med plat̊a-trykk
under sensitivitetsomr̊adet til den benyttede trykkgiveren. Jernet synes ikke
å p̊avirke plat̊atrykket i m̊albar grad, men en økning i jerninnholdet senker
entalpien, utbruddstemperaturen og aktiveringsenergiene til hydrogen des-
orpsjonsreaksjonen.
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Abstract

The influence of iron on the crystalline structure and hydrogen sorption
properties of a metal hydride system based upon Ti0.70V0.30 have been stud-
ied. The aim is to determine whether the expensive vanadium could be sub-
stituted by the much cheaper ferrovanadium in such titanium-rich metal hy-
drides. Six alloys of (Ti0.70V0.30)1-zFez with z ∈ {0, 0.03, 0.06, 0.10, 0.20, 0.30}
where successfully synthesised by arc melting and the crystalline phases
were determined by synchrotron-radiation powder diffraction. The thermo-
dynamic properties of the alloys were studied in Sieverts apparatus and by
differential scanning calorimetry. Changes in the phase composition during
hydrogen sorption were for selected systems followed by in-situ synchrotron-
radiation powder diffraction.

The alloys form body-centred cubic crystal structures for all the con-
sidered compositions. The addition of iron cause the unit cell of the bcc
phase to contract, and the lattice parameter is observed to decrease linearly
with increasing iron content. The bcc phase is obtained alongside a small
fraction of an hexagonal impurity phase which seem to be a solid solution
of Ti,V and Fe that participate in the hydrogenation. The bcc alloys form
face-centred-cubic related dihydrides when exposed to low pressures of hy-
drogen if the content of iron is less than 10 at.%. Within this range the
hydrogen capacities are not significantly influenced by the addition of iron
and reach ∼ 3.5 wt.%. Beyond these values the capacity rapidly decrease.
The absorption kinetics are fast, and the reaction is complete within minutes
when exposed to modest hydrogen pressures of ∼ 20 bar. The resultant di-
hydrides seem to contain defects such as stacking faults and twin boundaries
that prohibit structural refinement to be conducted. Pressure-composition
isotherms have been measured at temperatures below 120 ◦C. These reveal
that there is a single plateau with a plateau-pressure below the sensitivity of
the measurements. The iron does not seem to influence the plateau-pressure,
but the increased content of iron lower the enthalpy, onset temperature and
activation energies for desorption.

11
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Chapter 1

Introduction

1.1 Background and motivation

The International Energy Agency reported in 2013 [1] that the total energy
consumption of the world amounted to a staggering 156 PWh. This can
be subdivided into its different sources as is illustrated in figure 1.1. It is
clear that most of the energy is originating from non-renewable sources such
as coal, oil and gas which basically has been the situation since the rise of
the industrial revolution. The main reasons for this is that these carbon
based energy carriers are technically simple to utilize and historically they
have been easily accessible. Since the 1970s the world primary energy con-
sumption has more than doubled [1]. This increase in energy consumption
is expected to persist due to population growth and improved standard of
living throughout the world. The development is therefore leading towards
a depletion of natural resources.

The burning of carbon-based energy carriers are furthermore associated
with emissions of large amounts of the greenhouse gas CO2 into the atmo-
sphere. A lot of scientific research has lately been directed to this issue in
order to understand the global consequences of these emissions. Based on
enormous amounts of data that has been collected by numerous contribu-
tors it has been found by the International Panel on Climate Change that
it is extremely likely that anthropogenic emissions of greenhouse gases con-
tribute to increase the temperature of the atmosphere and the ocean, reduce
the extent of permanent ice masses and raise the sea level [2].

The severity of these changes have during the last decades urged most
developed economies to invest heavily in renewable energy technologies such
as wind and solar. The countries of the European Union have for instance

13
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Figure 1.1: The world total primal energy consumption divided by source for 2013
as reported by the International Energy Agency [1]. Note that the ”other”-block
includes geothermal, solar, wind, tidal and various other energy sources that are
considered renewable.

agreed that by 2030 at least 27% of their total energy consumption should
originate from renewable technologies [3]. This has resulted in a significant
increase in the installed units of onshore- and offshore windturbines [4] and
photovoltaics [5]. The rate of energy conversion through these technologies
is however heavily reliant on shifting conditions such as wind speed, cloudi-
ness, and various other weather related phenomena. These energy sources
can moreover rarely provide immediate response to the commercial demand
of energy, and it is therefore necessary to implement some large-scale en-
ergy carrier into the electrical power grid. This will enable the storage of
energy when conditions are favourable for energy generation for subsequent
appliance when consumption again exceeds generation.

Hydrogen is considered a promising energy carrier in this context. It is
the most abundant element in the universe and has a gravimetric energy
density of 142 MJ/kg [6]. This mean that hydrogen has a lot of poten-
tial considering that the corresponding value for commercial gasoline is 47
MJ/kg [6]. The world annual production of hydrogen was 65 billion kg [7]
in 2007. Most of this did however originate from fossil fuels through pro-
cesses that give off CO2. This means that if hydrogen is to be considered a
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clean, renewable energy carrier one either has to implement an effective CO2

capture mechanism or turn to an environmentally benign alternative of pro-
duction such as water electrolysis. The latter alternative has been demon-
strated with commercial-type electrolysers coupled to silicon photovoltaic
cells with a conversion efficiency of about 7% [8]. This is quite modest, but
more expensive systems have been demonstrated to approach conversion ef-
ficiencies as high as 20% [9]. Pressurized electrolysers, such as the NEL A
electrolyser [10], has furthermore been developed that enable the generation
of hydrogen at highly variable power inputs. This is strictly demanded if
the technology should be coupled to windturbines and solar panels to gen-
erate hydrogen from excess energy. Hydrogen can therefore be considered
as available through renewable means at 99.9 ± 0.1% purity [10]. Another
aspect that make hydrogen especially attractive is that its chemical energy
can be extracted electrochemically by a fuel-cell. The efficiency of such a
device is therefore not bounded by the Carnot efficiency and can reach as
high as 60% [11]. At this point it is clear that there are several advantages
with hydrogen from an energy perspective. The main problem is however
associated with the fact that hydrogen assume a diatomic gas phase at room-
temperature and atmospheric pressure with a density of 0.0813 kg/m3 [12].
This mean that its volumetric energy density is only 11.5 MJ/m3 as com-
pared to 32000 MJ/m3 for gasoline. The main technological challenge is
therefore associated with storage.

The holy grail of hydrogen research is a cost-efficient and safe storage
unit that possess both high gravimetric and volumetric hydrogen densities
without application of any toxic material. The unit should furthermore be
able to release the hydrogen at temperatures close to room-temperature,
and both charging and discharging should commence at reasonable time
scales. Such cycling should be possible a great number of times without
affecting the storage properties. Several possibilities for such a storage unit
is currently being considered and a comparison between a select handful of
candidates is provided by figure 1.2.

The least technologically demanding option is to store hydrogen as a gas
in high pressure tanks. This is for instance how hydrogen is stored in com-
mercially available fuel cell vehicles such as the Toyota Mirai. According to
the manufacturer [14], the high-pressure hydrogen tanks possess a storage
density of 5.7 wt.%. The tank must however be filled at hydrogen pressures
approaching 700 bar which represent a considerable safty risk. The need
of these high pressures can be eliminated if the gaseous hydrogen is con-
densed into a liquid. The density of the substance is in that case increased
to 71.105 kg/m3 [12] and the hydrogen can therefore be compactly stored
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Figure 1.2: The gravimetric and volumetric hydrogen densities of a selection of
possible hydrogen storage alternatives. The purple markers indicate metal hydrides
while the orange markers indicate complex hydrides. Liquid and gaseous hydrogen
are also indicated. The figure is adapted from [13].

without high pressures. The liquid-vapor phase transition does however
occur at -252 ◦C at atmospheric pressure, and the vaporization enthalpy
amounts to 449 kJ/kg [15]. The substance must therefore be maintained
at cryogenic temperatures to prevent the resultant liquid from evaporating
back into its gas phase. Liquid hydrogen has been the fuel of choice in the
space industry [16] since the 1970s and the required cryogenic techniques for
storage is therefore an established technology. The large amounts of energy
associated with the phase-transition is however a significant drawback of
this storage option.

The final alternatives involve materials in their solid state that store hy-
drogen through different interactions. These are often subdivided into two
categories depending on the physical state of the stored hydrogen. Certain
solid state compounds, such as metal organic frameworks (MOFs), are able
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to store molecular hydrogen through physisorption. In this case the hydro-
gen molecules adhere onto the host substance through weak van-der-Waals
type forces. The hydrogen storage capacity of these materials are therefore
closely linked to the materials specific surface area. The gravimetric density
of hydrogen in MOFs have been reported as high as 7 wt.% [17], but this
is at liquid nitrogen temperatures (-196 ◦C). At room-temperature the cor-
responding values are much lower, but the material represent a completely
reversible alternative for hydrogen storage [17].

In the other scenario the hydrogen molecule dissociate into two hydrogen
atoms under interaction with the storage material. This process is often
referred to as chemisorption since the hydrogen becomes chemically bonded
to the host material. The hydrogen atoms furthermore tend to diffuse into
the host material to alter the structure and properties of the host. In certain
cases the host compound turn ionic or covalent in the hydride phase which
is appropriately referred to as a complex hydride. The gravimetric hydrogen
densities of complex hydrides can be as high as 18 wt.% for LiBH4 [18].
Such hydrides are however generally quite stable and LiBH4 do for instance
only partially decompose below 600 ◦C [19]. The sorption reactions are
furthermore seldom reversible and the associated kinetics are often slow.

Reversibility is usually not the problem with metal hydrides where the
hydrogen atoms enter interstitial sites in the host metal lattice. Such hy-
drides, like the classic formed from LaNi5, generally show high volumetric
hydrogen densities, but the gravimetric hydrogen densities are usually quite
modest as shown in figure 1.2. Such compounds are therefore difficult to im-
plement into hydrogen-based vehicles, but they are nevertheless interesting
for stationary applications. They furthermore form a safe hydrogen storage
alternative, and toxic elements can in many cases be avoided.

1.2 Research definition

A special type of metal hydrides form from body-centred cubic alloys such
as solid solutions of titanium and vanadium. These hydrides can achieve
decent gravimetric hydrogen densities around 3 wt.%, but suffer from slow
kinetics and the demand of an activation treatment to enable absorption
to commence at an appreciable rate. Vanadium is furthermore an expen-
sive element in its purest form and is available at 99.5% purity for about
∼ 350 e/kg [20]. As titanium can be purchased for about ∼ 10 e/kg [20],
vanadium is by far the most expensive part of the system. 80% purity fer-
rovanadium can however be obtained at a price of ∼ 15 e/kg [20]. For an
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alloy of Ti0.70V0.30 the substitution of vanadium by ferrovanadium repre-
sent a significant cost-reduction of ∼ 90%, and the price can probably be
reduced even further for a large scale production. As the resultant 20%
of ferrovanadium mostly consist of iron1 it is of fundamental interest to
determine how the introduction of iron influence the crystal structure and
hydrogen sorption properties of the titanium rich Ti-V metal hydrides.

It has already been shown [22] that the activation treatment can be elim-
inated by the addition of small amounts of iron into an Ti0.70V0.30 alloy. In
that case the absorption commenced at room-temperature and the absorp-
tion kinetics were described as fast. The desorption process has however
not been considered, and neither have the hydrogen capacity of the mate-
rial or the structural changes imposed by the iron. This study therefore
aim to investigate the structure and properties of the metal hydride system
(Ti0.70V0.30)1-zFez with different amounts of iron present in the alloy. In
particular it seeks to investigate

• the synthesis of the different alloys under consideration.

• the crystal structure and phase composition of the materials in their
pure and hydrogenated state.

• the hydrogen-sorption properties of the alloys.

It has furthermore been suggested that Zr7Ni10 might have a catalytic effect
[23] [24] on the hydrogen sorption by similar systems. In these prior studies
the substance was however introduced into the alloy in small amounts during
arc-melting which, strictly speaking, make it part of the main alloy. In
this work it will be considered whether the Zr7Ni10 exhibit truly catalytic
behaviour on the sorption processes of the Ti-V-Fe system when it is mixed
into the system by mild ball-milling.

1Possible elements include C (max 0.25%), Si (max 1.5%), S (max 0.05 %), P (max
0.1%) and Al (max 1.5 %) [21].



Chapter 2

Theoretical background

2.1 The solid crystalline state

2.1.1 Chemical bonding in crystals

Consider some substance that consist of atoms, molecules or ions that are
bound together by attractive forces to form a solid substance. Such forces are
generally of electrostatic origin and act between the negatively charged elec-
trons and positively charged nuclei of the atoms, but the strength and nature
of these attractive interactions depend on the properties of the atoms that
constitute the substance under consideration. As the atoms are attracted
towards each other their electron distribution will at some point start to
overlap. At this instance the Pauli exclusion principle manifests itself in the
form of a strong, albeit reasonably short-range, repulsive force between the
atoms that act to oppose the attractive electrostatic forces. The atoms in
the substance are therefore exposed to an effective potential field in which
the atoms reside in the vicinity of certain equilibrium positions where their
potential energy assume a minimal value as shown in figure 2.1.

At absolute zero temperature the atoms of the crystal will be at rest in
these equilibrium positions and the crystal can therefore be considered as a
three dimensional periodic array of identical building blocks. The periodicity
can however be broken by certain crystalline imperfections or impurities that
accidentally may have been included into the structure when the crystal
was originally formed. If energy is added to the crystal in the form of heat
or work the atoms will start to vibrate about the equilibrium positions in
the effective potential and the temperature of the crystal increases. When
sufficient amounts of energy is supplied the vibrations can become violent
enough for the atoms to escape the effective potential. In this case the

19
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x

V (x)

x0

Emin

Figure 2.1: The effective potential V (x) of an atom in a crystalline solid. At
absolute zero temperature the atom will be positioned at a distance x0 from its
nearest neighbours in the lattice with potential energy Emin.

crystal starts to melt into a liquid for which there is no macroscopic ordering
of the atoms which now move about freely. The energy of the atoms is
however still sufficiently small for the interatomic attractive forces to have
a significant effect on the bulk fluid which sticks together and occupy a
constant yet moldable volume. The amplitude of such thermal oscillations is
however relatively small below the melting point of the substance. The solid
substance do therefore possess a highly ordered microscopic structure even
at finite temperatures and it is usually referred to as a crystal or crystalline
solid.

2.1.2 The direct lattice

In order to treat a crystalline solid mathematically we need to define some
practical constructions. It is common to assume that the crystal extends
infinitely in all directions. This assumption is acceptable for all practical
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Figure 2.2: A two-dimensional crystal containing two different atoms in the basis
indicated as blue and red. The Bravais lattice is also indicated as the series of black
points.

purposes as the number of atoms in most bulk crystals is very large, and
therefore most of the atoms are situated deep within the bulk crystal. This
enables us to neglect surface effects.

The characteristic feature of a crystalline solid is that a certain unit
containing one or several atoms, ions or molecules is repeated throughout
the volume that is occupied by the crystal. Such a unit is known as the
basis of the crystal and a two-dimensional example containing two different
atoms is shown in figure 2.2. From this figure we see that a mathematical
point can be assigned to every basis element. These points generate what is
known as a Bravais lattice which for emphasis is rendered in figure 2.3.

Under our assumption that the crystals extent is infinite, the atomic
arrangement is identical around every single lattice point and it is therefore
invariant under translation by vectors

~R =
d∑
i=1

{ni~ai} (2.1)

where d is the dimension of the crystal1, {ni}di=1 ∈ Z and {~ai}di=1 is a set
of d vectors referred to as the primitive vectors that generate the Bravais
lattice. It should be noted that these vectors are not uniquely defined and
different choices are possible for a given lattice as is illustrated for a two
dimensional Bravais lattice in figure 2.3.

Next we define a primitive unit cell as the volume that enclose a single
lattice point such that the total volume occupied by the crystal is spanned by
translating this unit cell by any of the primitive unit vectors chosen through

1A physical crystal is three dimensional and henceforth we shall set d = 3.
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~a1

~a2

~a′1

~a′2

Figure 2.3: A two dimensional Bravais lattice alongside two different choices of
primitive vectors, {~a1,~a2} and {~a′1,~a′2}.

the lattice without overlap. For a three dimensional crystal this volume V
is given as

V = ~a1 · (~a2 × ~a3) (2.2)

where {~ai}3i=1 are the primitive vectors. Any point within such a unit cell
can be represented by

~r = x1~a1 + x2~a2 + x3~a3 (2.3)

where {~ai}3i=1 are the primitive lattice vectors that have been chosen, but
in this case {xi}3i=1 ∈ [0, 1]2. For certain lattices there is however more
useful to apply a so called conventional unit cell that contain more than
one lattice point to indicate the symmetry of the lattice more clearly. It is
however customary to choose the smallest unit-cell that is able to render the
full symmetry of the lattice.

A lattice plane is any plane that contains at least three different lattice
points that cannot be connected by a single straight line. If the lattice plane
is shifted in parallel one obtains a series of parallel lattice planes. A given
plane can be characterized by its interceptions with the axes defined by the
primitive vectors as is illustrated in figure 2.4 or by the inverse interceptions
which is more practical.

This serves to define the Miller-indices of a lattice plane which is a set
of three integer numbers h, k, l that is inversely proportional to the inter-
ceptions x1, x2, x3 with the respective primitive vectors

2To simplify the notation in this chapter I have chose the notation {~ai}3i=1 for the
primitive vectors. In the rest of this work I will however switch to the more widespread
notation of ~a1 = ~a, ~a2 = ~b and ~a3 = ~c and x1 = x, x2 = y and x3 = z
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~a1

~a2

~a3

x1

x2

x3

Figure 2.4: A lattice plane can be characterized by the three points (x1, 0, 0),
(0, x2, 0) and (0, 0, x3) where the lattice plane intercepts the three lattice vectors
{~ai}3i=1.

h : k : l =
1

x1
:

1

x2
:

1

x3
(2.4)

The plane is then referred to as (hkl). It should be noted that the Miller
indices h, k, l assume integer values.

The crystal structure is defined by the basis and the Bravais lattice. All
crystals have translational symmetry per definition, but a rotation3 about an
axis or a reflection through a plane might also map the crystal onto itself.
There might also be more complicated symmetries, but these can always
be represented by a combination of translations, rotations and reflections4

and henceforth we refer to these as the three fundamental operations of
symmetry. The international system for the nomenclature of the operations
of symmetry for crystals is known as the Hermann-Mauguin symbols in
which a rotation axis is represented by n ∈ {2, 3, 4, 6}, an inversion axis by
p ∈ {1, 3, 4, 6} and a mirror plane by m. A rotation and a mirror reflection
is distinguished from translation by the fact that they keep at least one of
the lattice points in the associated Bravais lattice at rest. Therefore we refer

3Since the rotational symmetry of a rotation by an angle Φ = 2π is trivial the rotations
of symmetry can be represented by Φ = 2π

n
where n ∈ Z. The translational symmetry

does however impose a restriction on the allowed angles of rotation that might map a
Bravais lattice onto itself and one can show that the allowed values of n is restricted to
2, 3, 4 or 6.

4A rotation about a two-fold rotation axis followed by a reflection through a plane
containing the rotation axis yields for instance an inversion.
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Figure 2.5: The seven crystal systems (capital letters) holding the fourteen Bravais
lattices (lower case letters). It should be noted that the angle between two axes is
90◦ unless the angle is marked specifically. The figure is adapted from [25].

to these operations of symmetry and their combinations as point operations.
The collection of all possible operations of symmetry for a given structure is
known as the structures space group. Of these it is often expedient to single
out the operations of symmetry that only includes point operations, the
collection of which is referred to as the structures point group. For a three
dimensional crystal it can be showed that there exists a total of 230 different
space groups while the total number of point groups are 32. These properties
of symmetry might furthermore serve as a criteria for classification of crystal
structures. In this respect it has been shown that any given crystal structure
can be classified by the 14 Bravais lattices and seven crystal systems that
are rendered in figure 2.5. In accordance with this figure we shall henceforth
denote a primitive unit cell by P, a body-centred unit cell by I, a face-centred
unit cell by F and a end face-centred unit cell by C.
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2.2 Diffraction of waves by crystals

The short interatomic spacing and periodicity of the constituents in a crys-
talline solid makes it an ideal diffraction grating for studying interference
by short wavelength radiation in the Angstrom-regime. Waves with suitable
wavelength can therefore be applied to probe crystals to investigate their
properties. An obvious choice of such probes are the quantum of electro-
magnetic radiation, the photon, with wavelength λ given by the relation

λ =
c

ν
(2.5)

where c is the speed of light and ν is the frequency of the photon. Other
possibilities include neutrons and electrons, but as X-rays are applied exclu-
sively in this work the emphasis is in the following subsection placed upon
this probe. It should however be stressed that the established scattering
theory is similar for the other possibilities5.

2.2.1 Interactions between photons and matter

There are three substantial processes by which photons interact with matter.
These are the photoelectric effect, pair-production and Compton scattering
[27]. The probability per second per incident photon for the respective
processes to occur can be derived from quantum mechanics as differential
cross-sections dσ/dΩ.

In the photoelectric effect a photon with energy Eγ = hν is incident
upon an atom with atomic number Z and knocks out an electron from one
of the bound states within the atom. In its final state the electron is given
a momentum p in the continuous spectrum of the atom. A half-classical
treatment, such as the one given by Hemmer [28], show that the photoelectric
effect become increasingly probable when the scattering angle increases and
when the photon interacts with an atom of larger atomic number Z. The
probability is on the other hand diminished as the incoming photon becomes
more energetic. It is usually the most tightly bound electron of the 1s-state
in the K -shell of the atom that is subjected to this effect. The excitation of
this so-called photoelectron introduce a vacancy in the atom and, since this
represent an unstable state, electrons from the outer shells are transferred
towards the vacancy to return the atom to its most stable configuration.
The energy difference between the binding energy of the electrons in their
initial and final states are given off as a photon that is characteristic of the

5See for instance [26] for an excellent treatment of thermal neutron scattering.
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atomic element. Such photons are usually referred to as fluorescence and
the effect is significantly increased if the initial energy of the incident photon
coincides with the energy difference between two bound states within the
atom.

In pair-production the incident photon interacts with the field of an atom
to generate an electron-positron pair. Through conservation of energy there
is a lower threshold for the incident energy of the photon that is required
to enable this process to occur. This is equal to two electron rest-masses
Eγ,min = 2mec

2 = 1.022 MeV. The excess energy of the photon is converted
to kinetic energy of the electron and positron. As the positron is the anti-
particle of the electron it will be attracted towards an electron once it slows
down. The two particles are subsequently annihilated in such a way that
the electron and positron are converted into two photons, both with energy
equal to the electron rest-mass of 512 MeV, which are emitted in opposite
directions to conserve momentum.

|Ψi〉

~k, λ

|Ψf 〉
φ

~k′, λ′

2θ

Figure 2.6: A photon with wave-vector ~k and wavelength λ is incident upon a
free electron in the state |Ψi〉 and scattered into a state with wave-vector ~k′ and
wavelength λ′. In the final state |Ψf 〉 the electron moves in the direction defined
by the angle φ relative to the direction of the incident photon. The scattering angle
between the incident and scattered photon is similarly 2θ.

In the Compton scattering process a photon with wavelength λ and
wavevector ~k is incident upon some charged particle, say an electron with
charge e and mass me, and scattered into the state with wavelength λ′ and
wave-vector ~k′. The situation is shown in figure 2.6. The differential cross-
section for this process is given from quantum electrodynamics by the Klein-
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Nishina formula6. It is however only a special case of Compton scattering
that is able to yield coherent photons that are able to interfere with one
another. This occur in the non-relativistic limit where Eγ � mec

2 and the
scattering is elastic λ = λ′. The differential cross-section is then reduced to
the Thompson differential cross-section (dσ/dΩ)Thompson given as(

dσ

dΩ

)
Thompson

=
1

2
r20
(
1 + cos 2(θ)

)
(2.6)

where r0 is the Bohr radius and θ the scattering angle. It is interesting
that this differential cross-section is independent of the incident energy of
the photon. If the photon should be able to probe a crystalline solid it
must however possess a wavelength in the X-ray regime. Such energies do
fortunately lie within the non-relativistic limit as Eγ,X−ray ∼ 0.01 MeV �
512 MeV = mec

2. Another fortunate effect is that such energies also lie
below the pair-production threshold prohibiting this effect to occur. Fluo-
rescence due to the photoelectric effect is however unavoidable, but as these
photons are incoherent in their nature it will manifest itself as a background
that is superimposed upon the coherent Compton scattering7.

2.2.2 The reciprocal lattice

Let us consider the elastic scattering of a beam of photons with wavelength
λ that is incident upon some crystalline solid and neglect all the other inter-
actions that has been discussed above. Such a treatment is motivated from
the final argument that was made in the prior subsection. Any photon can
be represented as a plane wave with wave-vector ~k and angular frequency
ω as exp (i(~k · ~r − ωt)). The condition for observing constructive interfer-
ence between two such waves is that the difference between their traversed
distances is an integer number of wavelengths. When X-rays with incident
wavelength λ and wave-vector ~k is incident upon some crystalline and scat-
tered elastically off the family of lattice planes having Miller indices (hkl)
the condition could be formulated mathematically as

2dhkl sin (θ) = nλ n ∈ Z (2.7)

where 2θ is the scattering angle and dhkl is the inter-planar distance of the
lattice planes. The situation is illustrated in figure 2.7 and the result is

6See for instance [29]
7With a qualified choice of the X-ray wavelength λ, the fluorescence can however be

reduced to insignificant values.
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Figure 2.7: An incoming plane wave with wave-vector ~k and angular frequency
ω is scattered from two basis elements in some crystal situated at the two points
separated by the lattice vector ~R to yield a scattered wave with wave-vector ~ks
and angular frequency ωs. The angle between the incoming and scattered wave is
denoted 2θ and the two basis-elements belong to the family of lattice planes having
Miller-indices (hkl) and an interplanar distance dhkl.

known as the Bragg law. If ~R is a lattice vector between two scattering
agents the condition could alternatively be formulated as

~R ·
~k

|~k|
− ~R ·

~ks

|~ks|
= nλ n ∈ Z (2.8)

where ~ks is the wave-vector of the scattered photon with angular frequency
ωs. The situation is shown in figure 2.7. If the scattering process is elastic
the absolute values of the incoming and scattered wave-vector will be equal
|~k| = |~ks| = 2π/λ. If equation 2.8 is multiplied through by a factor 2πi/λ
with subsequent exponentiation we see that

ei
~R· ~Q = ei

~R·(~k−~ks) = ei(2πn) = 1 n ∈ Z

where ~Q = ~k−~ks and the last equality follows by exploiting Eulers formula.
Due to the translational symmetry of the Bravais lattice there will be an
infinite amount of points for which the interference condition is satisfied and
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the scattered plane wave must therefore be invariant against translation by
any lattice vector ~R′ so that

ei
~Q·(~R+~R′) = ei

~Q·~R

which means that exp (i ~Q · ~R′) = 1 for any lattice vector ~R′ and hence we
must have that

~Q · ~R′ = 2πn n ∈ Z (2.9)

This has to hold for any lattice vector ~R′ and therefore we must impose
some conditions on the difference between the incoming and scattered wave-
vectors ~Q for constructive interference to occur. Since any lattice vector ~R′

can be represented as in equation 2.1 we can construct the vectors

~b1 =
2π

V
~a2 × ~a3

~b2 =
2π

V
~a3 × ~a1 (2.10)

~b3 =
2π

V
~a1 × ~a2

where V is the unit cell volume in the direct lattice given by equation 2.2
for which the relation ~ai ·~bj = 2πδij hold8. If the vectors ~Q are restricted to

~Q = m1
~b1 +m2

~b2 +m3
~b3 (2.11)

with {mi}3i=1 ∈ Z it is clear that the relation 2.9 holds for all lattice vectors
~R′ so that we have constructive interference. A consequence of this result is
that of all the possible incoming plane waves the ones that yield constructive
interference is represented by a point given by equation 2.11 in the so called
reciprocal lattice of the crystalline solid under consideration that is spanned
by the vectors {~bi}3i=1.

A property of the reciprocal lattice vectors ~Q = h~b1+k~b2+l~b3 is that they
are orthogonal to the lattice plane (hkl). One can furthermore show that
the distance, dhkl, between two adjacent lattice planes with Miller indices
(hkl) is given by

dhkl =
2π

|h~b1 + k~b2 + l~b3|
(2.12)

8δij is the Kronecker delta.
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2.2.3 Powder diffraction

A consequence of the mathematical treatment in the former section is that
any family of lattice planes can be represented by a mathematical point
in the reciprocal lattice that is associated with the Bravais lattice of the
crystal. Constructive interference occur whenever the difference between
the incoming wave-vector ~k and the scattered wave-vector ~ks is equal to
some reciprocal lattice vector ~Q that fulfil

~Q = ~k − ~ks = ~R (2.13)

where ~R is a lattice vector. This result is known as Laues interference con-
dition. This condition can be further clarified by a geometrical construction
in the reciprocal space known as a Ewald sphere. In this construction the
incoming wave-vector ~k terminates on an arbitrary reciprocal lattice point
and the other end of the wave-vector then define the center of the Ewald-
sphere which has radii |~k| = 2π/λ. The wave-vector is now located on the
surface of the sphere and Laues interference condition states that we will
have constructive interference if and only if another reciprocal lattice point
can be found on the surface. The reciprocal space of a single crystal can
therefore be observed in direct space as distinct points. If the direction of the
incoming photons are held fixed and the crystal is made to rotate the lattice
can be observed in its entirety. It is however quite common that the material
is only available as a powder. If diffraction is performed on such a powdered
sample the effect of rotating the crystal is achieved instantaneously. As the
powder crystallites are oriented at random the corresponding reciprocal lat-
tices will also be randomly oriented. The distance from the origin of the
reciprocal lattices to the lattice point that yield constructive interference
is however the same. The result is therefore that the scattered waves with
wave-vectors ~ks from the crystalline powder will be oriented along the sur-
face of a cone9 whose base define what is known as a Debye-Scherrer ring
as illustrated in figure 2.8. The result of a powder diffraction measurement
is therefore a one-dimensional projection of the directions of constructive
interference from the crystallites. If the amount of randomly oriented crys-
tallites approach infinity the density of scattered wave-vectors ~ks on the
Debye-Scerrer rings will be constant and it is customary to only measure on
a small rectangular portion of the rings.

9The apex of this cone is the origin of the so-called Ewald-sphere and its base lies in
the plane that is orthogonal to the incoming wave-vector ~k.
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Figure 2.8: A beam of photons is incident on a crystalline powder and scattered
from the crystalline grains with suitable orientation into an angle 2θ to generate a
diffracted cone. The figure is adapted from [30].

2.2.4 The intensities of the Bragg peaks

So far we have only considered the allowed scattering directions from a
crystalline solid. These are solely determined from equation 2.7 and is in-
dependent of what is contained within the crystalline basis and whether the
applied probes are photons, neutrons or electrons. The observed intensities
of the Bragg peaks having Miller indices (hkl) is however dependent on these
matters. The observed intensity Ihkl of the Bragg peak having Miller indices
(hkl) is proportional to the squared modulus of the so-called structure factor
F ( ~Q) which is given as

F ( ~Q) =
N∑
j=1

{
fj( ~Q)ei

~Q·~rje−
1
2
Q2〈u2

j 〉
}

(2.14)

where ~Q is the scattering vector and the sum is over all N atoms that are
centred at positions {~rj}Nj=1 within the unit cell. The final exponential in
this expression is known as the Debye-Waller factor and take into account
that the atoms oscillate through thermal vibration about their centred po-
sitions with a temperature T and time t dependent amplitude u(T, t). 〈uj〉
is the thermal average of the oscillation of atom j. The exponential pre-
factor fj( ~Q) depends on the interaction between the probe and the scatter-
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ing agents. For photons these are charged particles of which there are two,
both holding a charge e = 1.602 · 10−19 C, present in the atom, namely the
proton and the electron. The protons are however situated in the atomic
nuclei and as the electrons are situated about this entity it is essentially the
latter particles that scatter. The electrons are furthermore situated in an
electron-cloud about the atomic nuclei at positions specified by a probabil-
ity distribution given from their quantum mechanical wave-functions. As
analytical expressions for most real-world systems are unavailable it is com-
mon to treat fj( ~Q) as a Fourier transform of a spatial density ρj(~r) of the
electron-cloud about its center of mass ~r = 0 as

fj( ~Q) =

∫
ρj(~r)e

i ~Q·~rd3r (2.15)

where ~Q is the scattering vector10. In this case fj( ~Q) is referred to as the
atomic form factor and it is not surprising that it depends on the num-
ber of electrons present in the atom Z. Photons are therefore unable to
probe lighter elements such as hydrogen. This is all very different if the
applied probes are neutrons. The neutron acts as a point scatterer as it
is uncharged11 and therefore interacts with the atomic nucleus itself. The
ability of the different atoms to scatter neutrons must however be deter-
mined experimentally in the absence of any complete theory of nuclear
forces. The exponential pre-factor is therefore taken as a so-called scat-
tering length fj( ~Q) → bj which have been measured experimentally and
compiled into extensive tables. From such tables it can be seen that neu-
tron scattering are similar in magnitude for all elements. These scattering
lengths are furthermore dependent on the nuclear isotope and spin relative
to that of the neutron. Neutrons therefore provide a valuable alternative
to photons as it is able to probe lighter elements, magnetic structures and
allow for so-called contrast variation.

10It should be noted that the atomic form factor is generally a complex property fj( ~Q) ∈
C.

11It does however possess a magnetic moment and is therefore able to probe magnetic
structures.
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2.3 Physical and chemical properties of metal hy-
drides

2.3.1 Thermodynamics of sorption reactions

Let us consider the configuration where a single hydrogen molecule H2 is
situated infinitely far away from the surface of some metal M. The reference
energy level E0 is chosen as the energy of this infinitely separated ”H2+M”-
system. The two hydrogen atoms comprising the hydrogen molecule are
bound together by a covalent bond that can be broken if an energy of
ED = 218 kJ/mol H is supplied. The potential energy difference between the
”H2+M”- and the ”2H+M”-systems is therefore equal to this heat of disso-
ciation ED when the hydrogen atoms and molecule is situated infinitely far
away from the metal surface. As the hydrogen molecule is brought towards
the metal attractive van der Waals forces enable the molecule to adsorb onto
the metal surface to lower the potential energy of the ”H2+M”-system in
the process referred to as physisorption. At some point the repulsive forces
associated with the Pauli exclusion principle will however become dominant
so that the potential energy of the system once again increase. There is
therefore a characteristic energy minimum given by the heat of adsorption
EP as shown in figure 2.9. Under the assumption that the metal surface
has an affinity for electrons the situation is entirely different when the two
hydrogen atoms are brought towards it. In this case it will at some point
be energetically favourable for the two electrons to bond chemically to the
metal surface which mean that the potential energy of the ”2 H+M”-system
must decrease as illustrated in figure 2.9. At some distance from the metal
surface the potential energy of the two systems will therefore intersect so
that EH2+M = E2H+M and beyond this point the molecular hydrogen will
dissociate into two hydrogen atoms under interaction with the metal surface.
If this event occur above the reference energy E0, as indicated by the red
and blue lines in the figure, the dissociation is an endothermic reaction and
an activation energy EA must be supplied to enable the reaction to com-
mence. If the intersection occurs below the reference energy, as indicated
by the green and yellow lines, the dissociation is on the contrary exothermic
and will therefore commence spontaneously with the release of an energy
ENA. At this point the electrons of the two hydrogen atoms are shared with
the metal and the two hydrogen atoms are therefore more tightly bound to
the surface than was the case for physisorption. This enable a new set of
interactions to occur that are collectively referred to as chemisorption. Ini-
tially the hydrogen atoms are situated on the metal surface with a minimal
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potential energy EC that is referred to as the heat of chemisorption. At
some point the hydrogen atoms might diffuse into the bulk of the metal.
In this process the hydrogen atoms move between energetically favourable
positions with potential energy ES relative to the reference energy E0 in-
side the effective potential field that is set up by the atoms that constitute
the metal. These interstitial sites are separated by potential energy barriers
with energy EDIFF that are characteristic of the atoms that constitute the
metal.

Figure 2.9: A schematic overview of the potential energies EH2+M and E2H+M of
the hydrogen molecule and metal system ”H2+M” and the two hydrogen atoms and
metal system ”2 H + M” as a function of the distance R between the hydrogen and
the surface of the metal. The red and blue lines correspond to a system where an
activation energy EA is necessary to initiate the dissociation of molecular hydrogen
while the green and yellow lines correspond to a system where the dissociation
commence spontaneously. The figure is adapted from Gross et al. [31].

Next we assume the chemists point of view and consider the reaction
where 1

2x moles of hydrogen gas react with some solid state metal M through
the reaction

M(s) +
x

2
H2(g) −−⇀↽−− MHx(s) (2.16)
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to form a metal hydride MHx. It can be shown [32] that the equilibrium
constant K of this reaction when it commence in an environment of constant
pressure P and temperature T is given as

K =

(
P

P ◦

) x
2

= e−
∆G◦
RT (2.17)

where P ◦ is any convenient reference pressure, R is the universal gas con-
stant and ∆G◦ is the standard Gibbs free energy of the reaction giving the
hypothetical change in G when one mole of metal M reacts with x

2 moles
of pure H2 gas to form one mole of the metal hydride MHx at pressure
P ◦ = 1 bar.

As the chemical reaction 2.16 commence more and more hydrogen atoms
diffuse into the metallic bulk to increase the concentration of hydrogen x
within the metal. The structural phase of the metal typically change during
this process. Initially the hydrogen atoms enter the solid solution alongside
the metal to occupy interstitial sites of minimal potential energy ES within
the metal lattice. This phase is often denoted by α. Once interactions
between the different hydrogen atoms start to become important a second
phase - often denoted as β - is formed locally. This β-phase is also referred
to as the hydride phase. As the phase-transition from the α- to the β-phase
commence the equilibrium pressure between the H2-gas and the metal hy-
dride ideally assume a constant value which often is referred to as the plateau
pressure12. This plateau-region is usually studied through so-called pressure-
composition-isotherms which are two-dimensional projections of the metal-
hydride phase diagram onto an isotherm where the hydrogen-to-metal ratio
is plotted as a function of the equilibrium H2-gas pressure P . For appli-
cations it is usually deemed beneficial that the phase-transition commence
over an as large as possible range of hydrogen-to-metal ratios since this en-
able relatively large amounts of hydrogen to be absorbed and subsequently
released with only modest changes in the equilibrium pressure. The thermo-
dynamic regions where such phase-transitions occur in metal-hydrides are
hence of fundamental importance.

The equilibrium constant K can be applied to estimate the standard
enthalpy ∆H◦ and standard entropy ∆S◦ of phase-transitions in metal-
hydrides as the pressure P assume a constant value throughout the tran-
sition. When such analyses are to be conducted equation 2.17 is usually
rewritten by taking the natural logarithm of both sides and expanding the
standard Gibbs free energy ∆G◦ of the right-hand side into its standard

12In practice this plateau pressure might be sloped.
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enthalpy related term and its standard entropy related term as

x

2
ln(

P

P ◦
) = − 1

RT
∆H◦ +

1

R
∆S◦ (2.18)

If several equilibrium constants K are collected at different temperatures T
and ln(K) is plotted as a function of the inverse temperature the standard
enthalpy ∆H◦ and standard entropy ∆S◦ of the reaction can respectively
be extracted from the slope and the point of interception by the resultant
line with the second axis. A typical phase diagram for a metal hydride is
shown in figure 2.10 with three different pressure-composition-isotherms and
a corresponding van’t Hoffs plot.

Figure 2.10: A general phase diagram depicting the hydrogen-to-metal ratio as
a function of the equilibrium H2-gas pressure P for three pressure-composition-
isotherms (left) and the corresponding van’t Hoff diagram (right) for the classic
metal hydride system LaNi5. The dashed line indicate the domain of the α− to
β-phase transition which above the critical temperature Tc occurs instantly. The
figure is adapted from Schlapbach and Züttel [18].

2.3.2 The kinetics of sorption reactions

From the prior subsection it is clear that the thermodynamics of the hy-
drogen and metal system dictates that it might be energetically feasible for
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the metal to sorb hydrogen. Thermodynamics is however unable to state
anything about how fast such a reaction would commence. For that pur-
pose one need to consider the system kinetically. There are a wide variety
of factors that might slow the kinetics of the sorption. A common limiting
factor is the formation of thin, passivated layers of oxide on the surface of
the metal preventing the chemisorption of atomic hydrogen to commence.
The reaction is in this case unable to commence until the passivated layer
has been reduced. Another reaction limiting possibility is the formation of
a hydride barrier on the surface of the material preventing further diffusion
into the bulk. Sample properties such as the particle size, packing density,
the shape of the sample and the thermal contact between the sample and
its enclosing environment might also affect the kinetics of the reaction. It is
however difficult to separate out the rate-limiting interaction.

When considering the kinetics of the sorption reaction 2.16 one usually
consider the extent of conversion ξ which is given by

ξ =
xt

xt=∞
(2.19)

where xt is the molar hydrogen-to-metal ratio in the metal hydride MHx at
time t while xt=∞ is ditto when the chemical reaction 2.16 is completely
finished. The rate of the reaction dξ/dt can generally be modelled as a
function of the extent of reaction ξ, temperature T and pressure P as

dξ

dt
= f(ξ)k(T )h(P ) (2.20)

The temperature dependence has been observed empirically to follow the
Arrhenius relation which state that

k(T ) = Ae−
EA
RT (2.21)

where EA is the activation energy of the system, R is the universal gas
constant and A is a pre-exponential factor. The pressure dependence can
according to Ron [33] be taken as

h(P ) =
|Peq − P |
Peq

(2.22)

for brittle metal hydrides where Peq is the equilibrium pressure of the hy-
dride. It is however possible that the pressure dependent term can take on
more complicated forms and it is therefore fortunate that it can be taken
as constant h(P ) = B if a large excess of molecular hydrogen is supplied
in a hydrogenation experiment or if the desorbed gas is effectively removed
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from the sample during a desorption experiment [34]. The extent of reaction
dependent term f(ξ) is finally taken as a reaction model for which several
theoretical expressions have been derived.

We now strictly assume that the pressure dependent term can be taken
as constant h(P ) = B so that the reaction rate dξ/dt is given by

dξ

dt
= Ãe−

EA
RT f(ξ) (2.23)

where Ã = AB, EA is the activation energy, R is the universal gas constant,
T is the temperature and f(ξ) is some reaction model describing how the
extent of reaction ξ varies with time t. The reaction rate will assume its
maximal value once d2ξ/dt2 = 0 giving

d2ξ

dt2

∣∣∣∣
m

=
dξ

dt

∣∣∣∣
m

[
EAβ

RT 2
m

+ Ãe−
EA
RTm ḟ(ξm)

]
= 0 (2.24)

where β = dT/dt is the heating rate, and the index m denote a property
measured at the point where the reaction rate assume its maximal value. If
this expression is massaged somewhat further we wind up at the final result
that is known as the Kissinger equation which is given as

ln (
β

T 2
m

) = ln (−ÃR
EA

ḟ(ξm))− EA
R

1

Tm
(2.25)

From this equation it is possible to achieve an estimate of the activation
energy from the slope of the line of regression that is established based on
several recorded measurements at constant heating rates β where the right-
hand side is plotted as a function of 1/Tm. It should however be noted that
in so doing one strictly assume that ḟ(ξm) is independent of the heating
rate. If this assumption is not satisfied one should observe a significant
and systematic deviation from linearity. Such analyses are in the following
referred to as Kissinger analyses.

2.4 Prior studies of Ti-V based hydrides

2.4.1 The raw materials

Selected properties of the applied raw-materials in their elemental form are
shown in table 2.1 while the crystallographic data for their crystalline phases
are shown in table 2.2.

Elemental titanium Ti is present in many mineral deposits such as rutile
(TiO2) and ilmenite (FeTiO3) which are widely distributed throughout the
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Table 2.1: Selected properties of elemental titanium, vanadium and iron. The
melting- and boiling points are measured at a pressure P = 101.325 kPa and the
electro-negativity is measured on the Pauling scale. The values are taken from [35].

Element
Ti V Fe

Property Symbol Value Unit

Atomic number Z 22 23 26 -
Relative atomic mass M 47.88 50.94 55.85 g

mol
Density ρ 4.506 6.0 7.87 g

cm3

Melting point TM 1668 1910 1538 ◦C
Boiling point TB 3287 3407 2861 ◦C

Atomic radius, non bonded rnb 2.11 2.07 2.04 Å

Table 2.2: The space group, lattice parameters a, b and c, unit cell volume V and
fractional coordinates (x, y, z) for the crystallographic phases of the Ti, V and Fe
raw-materials. A reference to the respective data is also indicated.

Phase Space group a [Å] b [Å] c [Å] V [Å3] (x, y, z) Ref.

α-Ti P63/mmc 2.9511 2.9511 4.6843 35.33 (13 ,
2
3 ,

1
4) [36]

β-Ti Im3̄m 3.3111 3.3111 3.3111 36.30 (0, 0, 0) [37]
α-V Im3̄m 3.0278 3.0278 3.0278 27.76 (0, 0, 0) [38]
α-Fe Im3̄m 2.8665 2.8665 2.8665 23.55 (0, 0, 0) [39]
γ-Fe Fm3̄m 3.6544 3.6544 3.6544 48.80 (0, 0, 0) [40]
δ-Fe Im3̄m 2.9315 2.9315 2.9315 25.19 (0, 0, 0) [41]

Earths crust and upper mantle. Titanium can therefore be purchased at
a rather low price of about ∼ 10 e/kg [20]. The element crystallize in a
hexagonal-close-packed structure denoted α-Ti below 882 ◦C where it un-
dergo a phase transition to a body-centred cubic phase denoted β-Ti. This
phase persist until it melts at 1668 ◦C. It is a quite ductile material and has
the highest strength to density ratio of any metallic element. This make it
ideal for lightweight, high-strength applications such as medical implants,
sporting goods, mobile phones, jet-engines and airframe components. It is
also characterized by a very high corrosion resistance which is due to a pro-
tective film of titanium oxide that spontaneously form on the surface of the
material if the least trace of oxygen or water is present in its environment.

Elemental vanadium crystallize in a body-centred cubic phase denoted
α-V that is stable until it melts at 1910 ◦C. Like titanium it is present in
many crustal minerals such as vanadinite (Pb5(VO4)3Cl), patronite (VS4)
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and carnotite (K2(UO2)2(VO4)2·3 H2O). The element is however signifi-
cantly more expensive to isolate and is therefore available at 99.5% purity
for about ∼ 350 e/kg [20]. It is by far the most expensive component
in the Ti-V-Fe system, but 80% purity ferrovanadium can interestingly be
purchased at about ∼ 15 e/kg [20]. Due to its high price vanadium is
primarily used as an alloying additive to steel, aluminium and titanium to
increase the strength of the materials. Such materials can be found in bi-
cycle frames, crankshafts, airframe components, surgical instruments and
tools. Vanadium is also applied in the nuclear sector as it is nearly trans-
parent to neutrons and hence ideal for containing samples during scattering
experiments.

At room temperature and atmospheric pressure elemental iron crystallize
in a body-centred cubic phase that is commonly referred to as ferrite and
denoted by α-Fe. At 910 ◦C the structure undergoes a phase transition into
a face-centred cubic phase that is commonly referred to as austenite and
denoted γ-Fe. At 1394 ◦ there is yet another phase transition back into
a body-centred cubic phase that is denoted δ-Fe before the crystal melts
at 1538 ◦C. Elemental iron do like titanium react readily with oxygen, but
the oxides that tend to form are remarkably different. They tend to form
porous oxide layers that easily penetrate into the bulk of the substance
making it extremely prone to corrosion. Elemental iron is therefore only
found naturally as iron oxide in crustal minerals such as hematite (Fe2O3),
magnetite (Fe3O4) and limonite (∼2 Fe2O3·3 H2O). It is the most abundant
element in the Earth’s crust and can be purchased for about ∼ 0.20 e/kg
[20].

2.4.2 Prior studies of vanadium hydride

It has been known since the late 1920s and early 1930s that vanadium reacts
with hydrogen at appreciable temperatures and pressures to form hydrides.
The successful synthesis of vanadium hydride was reported by Maeland et
al. in 1961 [42] with the highest observed composition VH1.77±0.05. The
structure of these hydrides were determined through powder X-ray diffrac-
tion as a body-centred tetragonal mono-hydride phase that for the highest
hydrogen contents was accompanied by a face-centred cubic phase in a mul-
tiphase composition. The hydrogen atoms was for the face-centred cubic
phase inferred by Maeland et al. to occupy the tetrahedral interstitial sites.

Maelands investigations were extended in 1964 [43] when X-ray diffrac-
tion was applied to established a tentative phase diagram for the vanadium-
hydrogen system. The hydrides that were studied by Maeland could be
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subdivided into three different aliquots depending on the applied raw mate-
rials and preperation of the hydrides. This compromise a granular vanadium
based aliquot, an aliquot based on crystal bar vanadium and an aliquot of
hydrides prepared under high hydrogen pressures as described in Maelands
prior paper of 1961 [42]. Maelands original result is rendered in figure 2.11
alongside pressure-composition isotherms that were measured later by Reilly
and Wiswall [44]. When the primary body-centred cubic vanadium samples
were exposed to pressurized hydrogen gas Maeland observed through X-ray
diffraction that, depending on the temperature and absorbed amount of
hydrogen, either a body-centered tetragonal phase or a face-centered cubic
phase was formed. As is clear from figure 2.11, these two phases were ob-
served to coexist in certain regions. In these regions it was observed that
the lattice parameters of the phases were constant but in the body-centered
tetragonal single phase region the lattice parameters were observed to in-
crease linearly with respect to the hydrogen-to-metal ratio x = H/V. The
maximum hydrogen content reported by Maeland is for the VH1.80 system
which corresponds to a hydrogen content of ηVH = 3.44 wt.%.

(a) (b)

Figure 2.11: A tentative phase diagram (a) as prepared by Maeland [43] and
pressure-composition isotherms (b) from Reilly and Wiswall [44] for vanadium hy-
dride. The primary body-centred-cubic phase is denoted by α while the β designates
a body-centred tetragonal hydride and the γ is assigned to a face-centred-cubic hy-
dride. The markers shown as an inlet of Maelands figure represent the three different
aliquots of samples that was prepared.
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2.4.3 Prior studies of ternary titanium vanadium hydrides

Hexagonal-close packed α-Ti do, like α-V, react with hydrogen to form a
face-centred cubic hydride [45]. When the composition approach TiH2 the
cubic unit cell has been observed [45] to deform into a tetragonal configura-
tion. The reaction rate is also in this case modest at room temperature and
significant only at elevated temperatures [22]. For titanium it has further-
more been shown [46] that the body-centred cubic β-Ti phase of table 2.2 can
be stabilized through alloying with vanadium and subsequently quenching
the melt. The phase diagram for this binary Ti1-yVy system is shown in part
(a) of figure 2.12. The system has been reported to absorb hydrogen to form
ternary hydrides Ti1-yVyHx, but extensive activation procedures are also in
this case necessary to enable the absorption to commence. A phase diagram
for this ternary hydride system has been determined from a crystallographic
investigation performed with X-ray diffraction at 295 K by Hagi et al. [47].
The resultant phase diagram is shown in part (b) of figure 2.12. As can be
seen from the figure there are five stable phases, a hexagonal-close packed
phase denoted by α, a body-centred cubic phase denoted by β, a face-centred
cubic phase denoted by γ, a face-centred tetragonal phase13 denoted by δ
and a body-centred tetragonal phase denoted ε. The hexagonal α-phase is
claimed by the authors to be α-Ti that segregates out of the body-centred
cubic β-phase matrices as the hydrogen free samples are obtained from the
hydrides by degassing at 1073 K. This is motivated from observing through
X-ray diffraction that the extent of the α-phase increased with the number
of hydrogenation/dehydrogenation-cycles that the substance was exposed
to. It should also be noted that the β + γ/ε + γ phase transition has been
confirmed by the authors through ”further experiments” to exist somewhere
between y=0.40 and y=0.45 but the nature of these experiments are not
discussed any further and neither are the corresponding data. It is finally
stressed that there exist some conflicting results in the literature concern-
ing the δ-phase as it was found to be body-centred tetragonal in an in-situ
SR-PXD study that was conducted by Suwarno et al. in 2013 [48].

The thermodynamic properties of the ternary Ti1-yVyHx in the vana-
dium rich region were investigated in a 1995 paper by Akio Kagawa [49].
Desorption pressure-composition isotherms were collected for five different
samples with molar ratios y ∈ {0.80, 0.85, 0.90, 0.95, 1.0} and the obtained
results are shown in figure 2.13. From these measurements Kagawa was led
to conclude that

13The face-centred tetragonal phase is associated with a tetragonal distortion of the
face-centred cubic γ phase.
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(a) (b)

Figure 2.12: Phase diagrams for the binary titanium-vanadium system (a) and the
associated ternary hydride Ti1-yVyHx at temperature T = 295 K (b). The binary
phase diagram is adapted from Murray [46] while the ternary phase diagram is
taken from Hagi et al. [47].

• a homogenization heat-treatment at 1373 K for 1 week followed by
cooling the samples in a furnace gave no detectable influence on the
pressure-composition isotherms.

• activation was easily attained by degassing at 723 K in vacuum.

• there was no apparent traces of pulverization observed after the per-
formed hydrogenation/dehydrogenation-cycles.

• the plateau pressure is reduced with increasing content of titanium in
the alloy.

• there seem to be no significant reduction in the hydrogen absorption
capacity or the plateau pressure of the pressure-composition isotherm
for the y=0.90 sample even after 100 hydrogenation/dehydrogenation-
cycles.

• the absolute values of enthalpy change |∆H| increased with increasing
titanium content for both the formative and dissociative reaction while
the associated absolute values of entropy change |∆S| increased gently
with increasing titanium content.



44 CHAPTER 2. THEORETICAL BACKGROUND

• the slope of the plateau pressure increase gradually with titanium con-
centration until y=0.90 before it increase steeply for the higher tita-
nium concentrations that were considered.

Figure 2.13: Desorption pressure-composition isotherms for Ti1-yVyHx hydrides
with different stoichiometric coefficients y. The figure is adapted from the 1995
paper by Kagawa [49] while the reproduced data from Lynch and Ono is adapted
from [50] and [51] respectively.

A broader range of molar compositions for the ternary system Ti1-yVyHx

were furthermore studied by Matsuda and Akiba in 2013 [52]. The pressure-
composition isotherms were collected at elevated temperatures to counter
the effect of a decreasing plateau pressure with increasing titanium content
and the results are rendered in figure 2.14. As can be seen from the figure,
the plateau region for the highest considered titanium contents have rel-
atively low equilibrium pressures even at the high temperatures that were
considered. The figure also show that the hydrogen uptake by the vanadium
rich samples seem rather stable over two absorption/desorption-cycles while
the hydrogen uptake for the titanium rich samples decrease from the first to
the second cycle.



2.4. PRIOR STUDIES OF TI-V BASED HYDRIDES 45

(a) (b)

(c)

Figure 2.14: Pressure-composition isotherms for Ti1-xVxHy with (a) x=0.6 and
x=0.8 and (b) x=0.4 and x=0.5. The pressure-composition isotherms for two con-
secutive cycles are also shown in (c) for Ti1-xVxHy with x=0.5 and x=0.8. The
figure is adapted from [52]. Note that the curves are collected at different temper-
atures and that the notation in this figure differ from that adapted in the rest of
the text as the molar ratios are switched y↔x.

The microstructure of these ternary titanium vanadium hydrides were
investigated through transmission electron microscopy (TEM) by Matsuda
and Akiba in 2013 [52]. It was found that twin boundaries and stacking
faults seem to be introduced into the alloy during the first hydrogena-
tion/dehydrogenation cycle. The density of the twin boundaries were ob-
served to be higher for the titanium rich part of the alloy than for the
vanadium rich part.
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2.4.4 Eliminating the dependency on activation

Extensive activation procedures were needed in the above mentioned studies
to enable the absorption of hydrogen by bcc alloys to commence at room-
temperature. If we take Maelands 1964 study [43] as an example such acti-
vation involved out-gassing the sample under vacuum at 700 ◦C before the
sample was exposed to 1 bar of gaseous hydrogen at 400 ◦C. The sample
was then cooled to room-temperature under the hydrogenous atmosphere.
Without such an activation procedure it was observed for a pure vanadium
sample that no reaction commenced for a 24 hour period under exposure to
55 bar pressure of hydrogen at room temperature [53]. In this paper it was
however found that the kinetics of the reaction could be greatly enhanced
at comparable experimental conditions by introducing a small amount of a
second metal M, such as Fe, Co or Ni, with radii at least 5 % smaller than
that of vanadium to produce alloys V1-yMy. Similar investigations were
made for body-centred cubic Nb1-yMy alloys and for a series of hexagonal
and face-centred cubic phases exposed to the same constraint. As a similar
enhancement in the hydrogen absorption kinetics occurred for the Nb-based
system, but not for any hexagonal or face-centred cubic phase, the authors
were led to conclude that the effect was reserved to body-centred cubic
phases. To verify this hypothesis Maeland et al. added 10 at.% of Fe, Mn,
Cr and Co respectively to a body-centred cubic Ti0.70V0.30 alloy [22]. With
such additions the absorption was observed to be complete within minutes
without any activation treatment of the samples. No reaction was observed
for the unaltered Ti0.70V0.30 alloy during the first 24 hours of exposure to
hydrogen at room temperature.

2.4.5 Some relevant considerations of quaternary Ti−V based
hydrides

Several studies have been made of the quaternary Ti-V-Cr and Ti-V-Mn
hydrides. It has for instance been shown [54] that the addition of chromium
to titanium rich Ti-V cause

• the unit cell of both the body-centred cubic alloy and face-centred
cubic dihydride to contract

• the hydrogen absorption kinetics to slow down.

• the incubation time before hydrogenation initiates to increase.

• a reduction in the apparent activation energy for desorption.



2.4. PRIOR STUDIES OF TI-V BASED HYDRIDES 47

The Ti-V-Mn system has been shown to crystallize in a body-centred cubic
and C14 Laves multiphase composition [55]. Such a multiphase composition
has been shown by Akiba and Iba [56] to enhance

• the activation procedure.

• the flatness of the plateau pressure.

• the sorption kinetics.

Relatively little attention has however been paid to the quaternary Ti-V-Fe
hydrides. The few relevant studies that are known to the author has been
directed towards the vanadium rich part of the system. It has for instance
been observed by Kagawa et al. [57] that the presence of iron within the
vanadium-rich alloy impose a significant decrease in the reversible hydrogen
storage capacity of the material as the number of hydrogenation cycles is
increased. An extensive study of the lattice parameter variation and thermo-
dynamics of the dihydride formation in the vanadium-rich (Ti1-yVy)1-zFezHx

system has also been undertaken by Lynch et al. in 1985 [50]. This study
indicate that the addition of iron to the system seem to

• increase the plateau pressure.

• decrease the reaction enthalpies |∆H| and entropies |∆S| of both the
absorption and desorption reactions in a linear fashion.

• cause a linear contraction of the lattice parameters of both the body-
centred cubic phase of the pure alloy and the face-centred cubic phase
of the dihydrides.

It was furthermore observed that an annealing treatment of the alloys seemed
to have no significant effect on the measured pressure-composition isotherms.
In this final study it was also indicated that it seems to be a critical electron
to atom ratio of (e/a)c = 5.1 that indicate whether a dihydride is able to
form or not. The dihydride is observed to form below this critical value
while it is absent above it.

2.4.6 Addition of catalysts

For the Ti-V-Cr system it has been shown [23] [24] that the hydrogen sorp-
tion kinetics could be enhanced if a small weight percentage of Zr7Ni10 is
introduced in the alloy. The Zr7Ni10 were in the cited studies introduced
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into the alloys by arc melting, and it is believed [23] that the enhanced ki-
netics is due to the formation of a C14 Laves phase. An investigation of the
microstructure in these samples indicated that the Zr and Ni dopants were
only present in an intergranular phase that formed a network distributed
throughout the body-centred cubic matrix.



Chapter 3

Experimental

3.1 The instruments

Unless it is specified explicitly the equipment that are presented in this
section are owned and maintained by the Institute for Energy Technology.

3.1.1 The balances

Quantitative measurements of mass are in the present work performed with
three different balances shown in figure 3.1.

(a) (b) (c)

Figure 3.1: The Sartorius Extend ED124S balance (a), the Mettler Toledo AG204
DeltaRange balance (b) and the Mettler PM460 DeltaRange balance (c). The
drawings are taken from [58] (a), [59] (b) and [60] (c).

49
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3.1.2 The electric arc furnace

An electric arc furnace is a construction that applies an intense electric
current to heat charged materials. Due to the high temperatures that can
be achieved it is a common method for the synthesis of intermetallic phases
with high melting points. A schematic drawing of the furnace that is applied
in the present work is shown in figure 3.2. The system can be considered
to consist of an electric circuit (black line), a gas circuit (green line) and a
cooling system (blue line) which are brought together under a glass dome
that define an enclosed volume. The sample that is to be melted is placed
in one of the cavities in the copper crucible that is located within the glass
dome. The dome can be put under vacuum and filled with argon gas by
operating a gas tank, two butterfly-valves and an Edwards RV12 oil filter
pump that is connected in the gas circuit. The current flowing in the electric
circuit can be operated by a WECO Discovery 160T advanced inverter power
source which is connected to a wolfram tip acting as a cathode and the

Figure 3.2: A schematic drawing of the electric arc furnace that is applied in
the present work. The constituents of the apparatus are: 1) argon gas bottle, 2-3)
valves, 4) pump, 5) exhaust outlet, 6) mounting stand with connected glass dome,
7) wolfram tip (cathode), 8) copper crucible (anode), 9) steering handle, 10) current
source, 11) cooling water inlet, 12) cooling water outlet. The inserted image shows
the wolfram tip above the copper crucible with its four cavities tilted upwards.
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copper crucible which act as an anode. The position of the cathode can
be altered by operating a handle situated outside the glass dome that also
hold a switch which allow the closure of the electric circuit. As the current
is increased a voltage is built up across the argon gap between the cathode
and anode and eventually the voltage enables dielectric breakdown to occur.
When this happens an electric arc flows from the cathode to the anode
through the material placed in the cavity which is necessarily exposed to
ohmic heating. The crucible is at the same time prevented from overheating
by water flowing in the cooling circuit situated inside it.

3.1.3 The ball mill

Another frequently applied solid state processing technique is ball milling.
When material synthesis is performed by this technique the different materi-
als are placed inside a vial alongside a number of balls of some hard material
such as ceramic, flint or stainless steel. The vial is then sealed off by a lid
and placed in an external frame that is mounted to a rotational mechanism.
The vials are then made to rotate causing its contents to be energetically
slung around. The materials are hence exposed to numerous impacts with
the balls attritionally grinding the materials to a fine powder. By altering
design parameters such as the rotational speed, milling time, the amount
and type of balls, milling atmosphere and the temperature under which the
milling occurs both amorphous and crystalline materials can be synthesised.

A wide range of ball mills are commercially available and in this work a
Fritsch GmbH Planetary Micro Mill Pulverisette 7 was applied. This ball
mill is based on a planetary rotational geometry where two vials are mounted
to external frames rotating circularly about the rotational origin. The vials
and the balls are made of tempered steel. When the lid is sealed to the vial
a teflon gasket is inserted to ensure that the vials are closed hermetically.

3.1.4 The X-ray diffractometer

X-ray diffraction patterns can be collected in the laboratory from an X-ray
diffractometer. This instrument can be considered to consist of an X-ray
source and an X-ray detector which are mounted to a mechanical construc-
tion referred to as a goniometer by two arms. These arms can be stationary
or made to rotate about the goniometer axis where the sample that is under
investigation is placed either in a cavity in a plate or inside a capillary which
is mounted to a goniometer head. This enables a wide range of operational
geometries for the diffractometer. A simple schematic of a goniometer is
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Figure 3.3: A simple schematic of the diffractometer hardware known as a go-
niometer. The X-ray tube (1) and the X-ray detector (2) are mounted to the
goniometer arms which both can be made to rotate about the goniometer axis (3)
going out of the paper plane by angles ω1 and ω2 respectively. The polychromatic
beam of X-rays which are generated in the X-ray source is collimated by a system
of divergence and Soller slits both after the X-ray tube (4) and before the detector
(5). The angle between the two goniometer arms is 2θ.

shown in figure 3.3.

In the present study a Bruker AXS D8 Advance diffractometer was
applied which utilize the Debye-Scherrer geometry. This mean that the
goniometer arms rotates symmetrically about the goniometer axis1. The
X-ray source of the diffractometer is a copper anode supplying X-rays of
wavelength

λCu−Kα1 = 1.54060 Å (3.1)

and

λCu−Kα2 = 1.54444 Å (3.2)

The detector of the instrument is a Lynx-Eye silicon strip detector.

1This imply that if the X-ray tube is situated at an angle ω1 the detector is situated
at an angle given by ω2 = −ω1 with respect to figure 3.3
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3.1.5 The BM01A beamline at ESRF

The synchrotron radiation source

It is a fundamental principle of physics that an accelerated charged par-
ticle emit electromagnetic radiation in accordance with Larmors radiation
formula

P = − q2

6πε0m2c3
dpµ
dτ

dpµ

dτ
(3.3)

where P is the radiated power, q is the charge of the accelerated particle, m
is the mass of the particle, ε0 is the permittivity of free space, c is the speed of
light and p is the relativistic four-momentum of the particle. Hence a facility
utilizing this principle, such as a synchrotron, might replace the X-ray tube
of the diffractometer discussed in the previous subsection if the parameters of
equation 3.3 are chosen appropriately. In a synchrotron the charged particles
are electrons with charge e = 1.602 · 10−16 C and mass me = 9.11 · 10−31 kg
and the electrons move at velocities approaching the speed of light for the
emitted electromagnetic radiation to have X-ray wavelength. To achieve
this experimentally the electrons are accelerated by exposing them to an
assembly of strong magnetic fields which cause the electrons to precess about
the axis normal to both the magnetic field and the electrons direction of
movement.

A schematic drawing of a synchrotron facility is depicted in figure 3.4.
The electrons are produced in bunches by an electron gun and accelerated
to 6 GeV energies by a linear particle accelerator2 coupled to a booster
synchrotron before they are injected into the storage ring. Here the electrons
precess in a tube that is maintained at very low pressures about an axis
normal to the plane in which the synchrotron is situated. The precession is
governed by a series of strong dipole magnets situated around the ring known
as bending magnets causing the electrons to emit electromagnetic radiation
by equation 3.33. The electromagnetic radiation are subsequently directed
away from the bending magnets towards a hutch known as a beamline where
the experimental set-up is situated.

In the present study the synchrotron experiments where conducted at the
Swiss-Norwegian Beamline (SNBL) BM01A which is situated at a bending
magnet source at the European Synchrotron Radiation Facility (ESRF) in
Grenoble, France.

2The linear particle accelerator is often abbreviated LINAC.
3The electromagnetic radiation can also be generated by more complex magnetic ar-

rengements known as wigglers and undulators.
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Figure 3.4: A schematic drawing of a synchrotron. The figure is adapted from [61].

The powder diffractometer

The X-ray beam enters the beamline hutch through a beamline channel of
fixed orientation and is incident upon the goniometer and the detector. The
diffractometer is based on the Dectris Pilatus 2M detector [62] which is
a fast and low-noise area detector that can be tilted and translated both
horizontally and vertically. The horizontal range of the detector is ∆x ∈
[146 mm, 700 mm] with respect to the goniometer axis while the vertical
range is ∆z ∈ [0 mm, 500 mm] where 0 mm corresponds to the case where
the beam nearly hits the center of the detector. The detector tilt is currently
limited to φ = 35◦.

The blower

The temperature of the sample can be controlled by a hot blower which
has been developed locally at the ESRF and operates in the temperature
regime T ∈ [25 ◦C, 500 ◦C]. The blower consist of a heating element that
is situated at the end of a metallic cylinder which is open at the other end.
A fan blows the heated air through the cylinder and out onto the sample
that is subsequently heated. The temperature of the blower is measured by
a thermocouple that is situated at the center of the tube in the cylinder
opening. A calibration must be performed to know the temperature at the
sample position as the hot stream of air cools when it flows out of the blower
towards the sample. The blower should be mounted close to the sample to
reduce their temperature difference, but if the they are mounted too close
the blower will project its shadow onto the detector and hence reduce its
resolution. A compromise must therefore be made when considering these
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issues.

The hydrogen gas rig

By placing the sample in sapphire capillaries that can be mounted to a high
pressure cell the sample can be exposed to either H2-gas or some inert gas
under high pressures. To achieve this the high pressure cell is connected to
a gas circuit as is shown schematically in figure 3.5. By operating the valves
(1-8) the gases can be made to flow through the circuit. The pressure in the
circuit can be measured by a pressure sensor that is situated at (17). When
hydrogen gas is filled into the circuit it is customary to do this indirectly
through the volume (21). A rotationally operated pump (22) enables the
circuit to be emptied of gas and put under dynamic vacuum.

Figure 3.5: A schematic diagram of the hydrogen gas rig at the BM01A beam-
line. 1-5) user operated pneumatic valves, 6-8) manually operated valves, 9-11)
flow restricting needle valves, 12-14) check valves, 15-16) safety relief valves, 17)
pressure sensor, 18-20) Swagelok VCR gaskets, 21) reservoir volume, 22) pump,
23-24) exhaust outlets, 25) sapphire capillary holding the sample, 26) goniometer
mounting point, 27) H2-gas inlet, 28) Ar-gas inlet.
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Figure 3.6: A simpliefied schematic drawing of a scanning electron microscope.
The figure is adapted from [63].

3.1.6 The scanning electron microscope

Figure 3.6 show a simplified schematic drawing of a scanning electron mi-
croscope. The instrument applies an intense beam of electrons to study
the composition and topography of subjected samples. Since electrons are
charged particles they are prohibited from penetrating deep into the sub-
jected specimen. This restrict the technique to studies of the sample com-
position and topography in the close proximity of the sample surface.

The electrons are produced by an electron gun in the uppermost part
of the instrument and directed downwards towards a series of electromag-
nets. These generate magnetic fields that the charged electrons interact
with in such a way that the beam can be controlled and focused4. The elec-

4In a typical measurement the electromagnets are operated in such a way that the
electron beam scan an area of the surface which is why the instrument is called a scanning
electron microscope.
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tromagnets therefore act as the condenser lenses of the microscope. The
primary electrons from the electron gun are subsequently incident upon the
sample which it interacts with through a variety of processes. Certain elec-
trons are back-scattered off the sample, while others are absorbed by it.
If this happen in the closest proximity of the surface, the excited surface
atom might emit one of its own electrons. These electrons are referred to
as the secondary electrons and are detected by the instrument to generate
two-dimensional images of the sample surface. If absorption occur deeper
down in the specimen the absorbed energy is given off as photons instead.
These photons can provide information about the elemental composition of
the sample since each element has its own distinct electromagnetic emission
spectrum. The photons are therefore detected by an energy-dispersive spec-
trometer and the elemental composition of the sample is deduced through a
so-called Energy-Dispersive X-ray spectroscopy (EDX) analysis.

3.1.7 The Sieverts apparatus

A Sieverts apparatus is an instrument that enable the exposure of different
samples to gas pressures in ambient or heated environments. To achieve
this experimentally a supply of gas and a container holding the sample, that
is henceforth referred to as a sample-holder, are connected by a circuit of
several pipelines. The circuit is subdivided into numerous parts by pneu-
matically actuated valves that can be operated from a computer program.
The gas flow through the circuit can therfore be arranged for specific experi-
ments. A detailed description of the instrument and its different components
are provided elsewhere [64] but a simplified schematic of the main part of
the rig is shown in figure 3.7. As can be seen from this figure the rig can
be considered to consist of four volumes of which V1, V2 and V3 constitute
the instrument manifold while the final volume V4 is the sample-holder that
accommodate the sample and must be mounted to manifold by a mechanical
connection. The volumes are often gathered together and referred to as the
large volume, Vlarge = V1 + V2 + V3, or the small volume, Vsmall = V2 + V3.
An oven is mounted to a sliding rack underneath the assembly point of the
sample-holder. As the oven can be set to temperatures as high as 538 ◦C
and lifted to partially surround the sample-holder the temperature of the
sample environment can be designed to the experiment. The temperature
is measured by two thermal resistors that are coupled to the sample-holder
and instrument manifold respectively while the pressure within the system
is monitored by a pressure transducer connected to the volume V2.

There are currently two such Sieverts apparatuses in the hydrogen labo-
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Figure 3.7: The main part of the Sieverts apparatus holding the different volumes
V1, V2, V3 and V4. The valves (4-8) are pneumatically actuated and the pressure
transducer (16) is custom made by Presens. The pipelines continue towards the
rest of the rig that is described in [64].

ratory at IFE that is henceforth referred to as the B-side and C-side rig. Each
of these have their own sample-holder that is respectively referred to as #10B
and #12B. The different volumes were determined volumetrically through
several volumetric measurements performed during the calibration [64] that
was performed by the author. Based upon these measurements the resul-
tant mean values were taken as the best estimates and the corresponding
standard deviation as the measurement uncertainties. The final estimates
are given in table 3.1. It should be noted that the measurement uncertainty
of the pressure transducer δP has been found to be

δP = 0.04 bar (3.4)

while the thermal resistors were calibrated to an internal standard [64] so
that their measurement uncertainties δT fulfil

δT = 0.3 ◦C (3.5)
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Table 3.1: The different volumes within the B-side and C-side Sieverts apparatus
and the two sample-holders #10B and #12B that was determined in the calibration
[64].

Rig/Sample-holder B/#10B C/#12B

Vrig,1 [mL] 152.08± 0.02 301.29± 0.55
Vrig,2 [mL] 9.97± 0.08 9.93± 0.08
Vrig,3 [mL] 6.24± 0.05 6.18± 0.07

Vsample−holder,4 [mL] 13.04± 0.04 12.89± 0.21

3.1.8 The TG/DSC

Thermal analysis is a set of experimental techniques for investigating dif-
ferent properties of a sample as it is exposed to a predefined temperature
program. It is the property of interest that dictates which technique one has
to apply. Differential scanning calorimetry (DSC) is for instance applied to
investigate the heat of reaction as the sample undergoes a physical or chem-
ical change while thermogravimetric analysis (TGA) monitors the mass of
the sample.

In the present work TGA and DSC are performed simultaneously with
a Netzsch STA 449 F3 Jupiter apparatus. A schematic drawing of the op-
erational principle of such a heat flux type DSC is rendered in figure 3.8.
The sample is placed within a small crucible which is sealed by a perfo-
rated lid and placed upon a thermally conducting disc. An identical albeit
empty reference crucible is placed alongside the crucible holding the sample.
The property that is monitored is hence a differential between the proper-
ties of the two crucibles. With regard to this principle two thermocouples
are mounted inside the disc underneath the respective crucibles so that the
temperature difference ∆T between the sample TS and reference crucible TR
can be monitored. The disc is furthermore situated on the top of a pedestal
which is mounted to a high precision weight that enable TGA to be per-
formed in-situ. A cylindrical oven is mounted above the pedestal which can
be lowered to enclosed the system as it is heated. The cylindrical volume
is furthermore connected to a gas circuit through pipe entries at the top
and bottom of the cylinder. This is implemented so that an inert gas can
be made to flow through the system to fix its pressure and atmosphere and
remove gases that are desorbed from the sample. As the disc that carries
the crucibles are made of a material with good thermal conductivity the
heat from the oven is primarily transported to the sample and reference
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Figure 3.8: A schematic drawing of the operational principle behind a heat flux
type DSC. The sample is situated inside the crucible on the left side of the thermally
conducting disc. An empty reference crucible is placed next to the sample and the
temperature difference ∆T = TS − TR between the two crucibles is measured by
two thermocouples. The system is placed upon a pedestal that is mounted on a
high precision weight within a cylindrical oven through which an inert gas can be
made to flow as indicated by the arrows.

by thermal conduction through Fouriers law of heat conduction. During
steady-state conditions the measured temperature difference between the
sample and reference is ideally zero but if the sample undergo a physical or
chemical change the rate of heat transfer to the sample will differ from that
of the reference. This effect is manifested through the measured tempera-
ture difference through which the heat of reaction can be determined from
Fouriers law of heat conduction

Φ =
∆T

R
(3.6)

where Φ = dQ/dt is the heat flow into or out of the sample, ∆T is the
measured temperature difference between the sample and the reference and
R is the thermal resistance. If the apparatus is properly calibrated and the
so-called baseline5 is known the heat flux into or out of the sample can be
assigned to any temperature difference ∆T that is measured in-situ.

5This is the background contribution to the heat flux signal that is generated in the DSC
at steady-state conditions by the empty crucibles and the differences in heat capacities of
the sample and reference crucible.
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3.2 Methodology

3.2.1 Sample preparation

All the samples that have been prepared in the present work have been
handled under an argon atmosphere inside an MBraun Unilab glove-box.
During the preparation of a sample the number of necessary moles n of
each element present in the sample is determined from the desired molar
relationship of the different constituents and the corresponding masses m
are determined from the relation

m = nM (3.7)

where M is the molar mass of the element. The different masses are de-
termined with either the Sartorius Extend ED124S balance or the Mettler
Toledo AG204 DeltaRange balance depending on which glove-box the prepa-
ration is handled within. Selective specifications for the different balances
that are relevant for our investigations are rendered in tables 3.2, and 3.3.
An unsuccessfull effort were also made to track down the datasheet of the
Mettler PM460 DeltaRange. This prevent error analysis to be performed
for this balance.

The measurement uncertainties δm can be determined with application
of the technical specifications given in tables 3.2 and 3.3 following the strat-
egy outlined in a technical doument from Mettler Toledo [66]. This docu-
ment state that under the assumption that the balance measurement devi-
ation is normally distributed the uncertainty δm of a single measurement
can be taken as the normalized standard deviation that is given by

Table 3.2: Selective specifications from the Sartorius Extend ED124S datasheets
[58] [65].

Property Symbol Value

Readability sREAD 0.0001 g
Repeatability sREP 0.0001 g
Non-linearity sN−L 0.0002 g

Temperature coefficient sTEMP 2.0·10−6 1
K

External calibration weight mCAL 100 g
Tolerance sCAL 0.001 g

Calibration weight tolerance sCAL, REL 1.0·10−5
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Table 3.3: Selective specifications from the Mettler Toledo AG204 DeltaRange
datasheet [59].

Property Symbol Value

Readability sREAD 0.0001 g
Repeatability sREP 0.0001 g
Non-linearity sN−L ± 0.0002 g

Temperature coefficient sTEMP 1.5·10−6 1
K

Internal calibration weight mCAL 200 g
Tolerance sCAL 0.006 g

Calibration weight tolerance sCAL, REL 3.0·10−5

δm =

√
1

m2

(
s2REP +

2

3
s2N−L

)
+

1

3

(
s2CAL, REL +

1

3
(sTEMP · dt)2

)
(3.8)

where sREP , sN−L, sCAL, REL and sTEMP are the specified repeatability,
non-linearity, calibration weight tolerance and temperature coefficient re-
spectively in the data-sheet of the balance while m is the measured mass. dt
is the width of the temperature band in which the temperature of the balance
environment might fluctuate and in this work it is assumed as dt = 2 K.

After preparation, the samples are brought out of the glove-box inside
sealed argon-filled glass vessels and loaded into one of the crucibles in the
arc-melter. A titanium piece is also loaded into another crucible. In this
loading-manoeuvre the samples are exposed to air for a short amount of time
until a vacuum of ∼ 10−2 mbar is drawn inside the glass dome of the arc-
melter. The system is subsequently flushed with argon gas to a final pressure
of 0.75 bar on three occasions before the titanium piece is melted under argon
at a pressure of 0.75 bar to purify the atmosphere inside the dome even
further. The sample is then melted under similar conditions. To prevent
the powdered raw-materials from bursting out of the cavity the set current
is ramped in increments of 20 A from an initial current of 30 A to a final
current of 70 A. At the final set current the sample is turned and remelted
five times to ensure homogeneity before the glass dome again is dismantled
from the arc-melter. The sample is then in the shape of a spherical button
that is crushed by application of an anvil and hammer before it is brought
back into the glove-box for storage. From the sample is brought out of
the glove-box its mass is monitored by application of the Mettler PM460
DeltaRange balance throughout the preparatory steps outlined above. The
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observed changes are due to measurement errors and losses associated with
raw-materials bursting out of the cavity in the arc-melter or pieces that are
lost when the sample is crushed.

The micro-structure of some samples might subsequently be altered by
ball-milling in the Fritsch GmbH Planetary Micro Mill Pulverisette 7. For
this purpose the mass of the sample is measured initially inside the glove-box
before it is loaded into a vial alongside an appropriate number of tempered
steel balls. The vials are sealed under argon and loaded out of the glove-box
before they are mounted inside the ball-mill. Care is taken so that two vials
are always situated inside the planetary ball-mill to ensure symmetry. After
the milling is complete vials are transported back into the glove-box where
the sample is retrieved and its mass measured once again to assure that the
mass losses over the process are insignificant.

3.2.2 X-ray diffraction studies

Laboratory X-ray diffraction pattern

Preliminary structure analysis is performed on the Bruker AXS D8 Advance
diffractometer at IFE. In a typical experiment the diffractometer is in the
Debye-Scherrer geometry and the powdered sample is placed inside 0.5 mm
inner diameter Hilgenberg borosilicate glass capillaries. The sample is aided
into such a capillary with application of 0.3 mm glass rod until the powder
occupy at least 3 cm of the capillarys vertical extent. The capillary is then
cut with a nail-clipper approximately 1 cm above the powder surface and the
open end is glued shut with Precision Super Glue delivered by Loctite. When
the glue is dry the capillary is brought out of the glove-box and mounted to
the diffractometers goniometer-head in a lump of beeswax. The goniometer
head is then levelled and mounted at the goniometer axis of the instrument
before the experimental parameters are set in the Bruker software and the
diffraction pattern is collected. The resultant laboratory powder diffraction
(lab PXD) patterns will however have much lower signal-to-noise ratio than
synchrotron measurements and it is therefore only applied for preliminary
structure analysis and phase determination in this work.

Synchrotron X-ray diffraction pattern

Synchrotron radiation powder X-ray diffraction (SR-PXD) patterns is ob-
tained on the Swiss-Norwegian beam-line at the European Synchrotron Ra-
diation Facility in Grenoble, France. The applied wavelength λSNBL of the
X-rays was set to



64 CHAPTER 3. EXPERIMENTAL

λSNBL = 0.6973 Å (3.9)

throughout the entire beam time and several ex-situ and some in-situ mea-
surements were conducted.

In the typical ex-situ measurement the powdered sample is loaded into
0.5 mm inner diameter Hilgenberg borosilicate glass capillaries following
the exact same procedure as when the lab PXD patterns were collected.
The sample is then brought out of the glove-box and embedded in beeswax
inside a small metal tube that is subsequently mounted through a magnetic
coupling to a goniometer head. The assembly is then brought into the beam-
line hutch, mounted on the goniometer axis and properly levelled before the
hutch can be sealed off and the measurement recorded.

In the typical in-situ measurement the powdered sample is placed in the
center of a sapphire capillary with 0.8 mm inner diameter that is open in
both ends. The handling is done under an argon atmosphere inside a glove-
box. The powder is compacted with application of two 0.6 mm diameter
glass rods from both ends of the capillary. The rods are eventually left
inside the capillary as to prevent the sample from blowing away when it
is exposed to a dynamic vacuum or a H2-gas pressure. The rods are then
cut approximately 1 cm outside the extent of the capillary before the entire
assembly is mounted to the pressure-cell by tightening two bolts - one in
each end of the capillary. The pressure-cell is then brought out of the glove-
box and into the beam-line hutch where it is mounted at the goniometer
axis. The pressure-cell is connected to the high pressure gas rig shown in
figure 3.5 and exposed to a dynamic vacuum and if a sufficient level of
vacuum is reached the hutch is sealed off. A temperature program is then
set for the blower and the measurement is started. Depending on whether
an absorption or a desorption process is studied the sample can be exposed
to H2-gas by operating the high pressure gas rig software.

In either case the detector is set at ∆x = 246.38 mm and ∆z = 490 mm
and the measured raw-data is in either case integrated to a powder pattern
by the pyFAI-based tool Bubble [62].

Rietveld refinement

In the present work selected PXD patterns have been exposed to a Ri-
etveld refinement using the General Structure Analysis System (GSAS) [67].
This is a structural refinement technique that was originally developed by
the Dutch crystallographer Hugo M. Rietveld over two papers published in
1967 [68] and 1969 [69] respectively. The technique was originally developed
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for neutron powder diffraction but can equally well be applied when consid-
ering diffraction patterns measured with X-rays. Such a pattern generally
consist of a finite amount of N data-points {i}Ni=1 giving the measured in-
tensities of scattered photons Ii,meas as a function of the scattering angle
2θi. As elaborated in subsection 2.2.3 it is clear that the random orientation
of the crystallites in a powder diffraction experiment inflict a projection
of the full diffraction pattern of the crystalline samples three-dimensional
structure into a one-dimensional recording. An inevitable consequence of
such a projection is the loss of information associated with the overlap of
originally independent peaks in the three-dimensional diffraction pattern.
In the years before Rietveld developed his technique it was not possible to
distinguish overlapping peaks from each other and refinement had to rely
on the integrated intensities of the observed Bragg-peaks in the measured
powder diffraction pattern. Rietvelds ground-breaking idea was to fit a cal-
culated profile with intensities Ii,calc to the measured pattern by means of a
non-linear regression to minimize the expression

M =

N∑
i=1

{
wiM

2
i

}
=

N∑
i=1

{
wi|Ii,meas − Ii,calc|2

}
(3.10)

where {Ii,meas}Ni=1 are the measured intensities, {Ii,calc}Ni=1 are the calculated
intensities predicted by the model and wi is a statistical weight that is
often taken as the statistical squared inverse standard deviation of Mi =
|Ii,meas − Ii,calc| so that

wi =
1

σ2Mi

(3.11)

One therefore considers the entire pattern as opposed to the integrated in-
tensities of the observed Bragg-peaks separately. The advantage of such a
strategy is that overlapping Bragg-peaks can be considered without attempt-
ing to deconvolute them into separately, observed integrated intensities.

The theoretical model giving the calculated intensities {Ii,calc}Ni=1 in our
N data-points is given in accordance with the discussion of section 2.2 as

Ii,calc = S
∑
h,k,l

{
mhklLhklPhklAi|Fhkl|2f(2θhkli )

}
+ Ii,background (3.12)

where S is a scaling factor6, the sum is over all the Bragg peaks with Miller
indices h, k, l that contribute to the measured intensity in measurement point

6The scaling factor S is dependent on the wavelength λ of the incident photons, the
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i, mhkl is a multiplicity factor, Lhkl is the Lorentz factor, Phkl is a factor
taking into account the preferred orientation of the sample, Ai is a factor
taking into account the absorption of photons within the sample, Fhkl is the
structure factor and f(2θhkli ) is some function describing the profile of the
contributing peak with Miller indices h, k, l in the measurement point i due
to instrumental and sample broadening. These peak profiles can in general
be described by a so-called Pseudo-Voigt function that is a linear combi-
nation of a normalized Gaussian- and a normalized Lorentzian function so
that

f(2θhkli ) =
2

π

Γhkl
Γ2
hkl + (2∆2θhkl)2

+
4√
π

√
ln (2)

H2
hkl

e
−2 ln (2)

(
∆2θhkl

Hhkl

)2

(3.13)

where ∆2θhkl = 2θhkl − 2θhkli with 2θhkl as the centred position of the
Bragg peak with Miller-indices h, k, l, Hhkl is the Gaussian full-width at
half maximum of the peak that is given by the Cagliotti equation7 as

H2
hkl = GU tan 2(θhkli ) +GV tan (θhkli ) +GW (3.14)

with GU , GV and GW as adjustable parameters and Γhkl is the Lorentzian
full-width at half maximum given by

Γhkl = LX tan (θhkli ) +
1

cos θhkli

LY (3.15)

with LX and LY as refineable parameters that are related to the crystallite
size and the strain within the sample respectively. Ii,background is finally
a polynomial describing the background radiation that contributes to the
measured diffraction pattern.

volume of the irradiated sample, the intensity of the incoming beam of photons, the
distance between the sample and the detector, the area of the detector and the unit-cell
volume within the sample.

7This equation was originally established by Cagliotti et al. [70] through a detailed
treatment of the dependence of the observed full-width at half-maximum Hhkl of the
Bragg-peaks in powder neutron diffraction patterns on the divergence of the incident
neutron beam that was introduced between the neutron source and the monochromator,
the monochromator and the sample and finally between the sample and the detector. The
influence of the mosaic spread of the monochromator was also taken into consideration.
When the technique is applied with X-rays there is however no corresponding physical
explanation for the parameters GU , GV and GW and they must be viewed as empirical
constants.
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The ability of the theoretically determined model to explain the mea-
sured intensities is finally quantified through application of three different
measures. The first two of these are the weighted profile R-factor and the
weighted profile R-factor that are given by

Rp =

∑N
i=1 {|Ii,meas − Ii,calc|}∑N

i=1 {Ii,meas}
(3.16)

and

wRp =

√∑N
i=1 {wi|Ii,meas − Ii,calc|2}∑N

i=1 {wi|Ii,meas|2}
(3.17)

with Ii,meas as the measured intensities, Ii,calc as the calculated intensities, N
as the total amount of measurements, P as the number of refined parameters
and wi as a statistical weight. For the weighted profile R-factor it might
furthermore be advantageous to consider the limit where all the observed
discrepancy between the measured and calculated intensities are statistical
so that the average Mi = |Ii,meas − Ii,calc| equals the statistical standard
deviation σMi . In this case the weighted R-factor is reduced to

wRp →

√√√√ ∑N
i=1

{
wiσ2Mi

}
∑N

i=1 {wi|Ii,meas|2}
=

√√√√ N∑N
i=1 {

1
σ2
Mi

|Ii,meas|2}
(3.18)

where the statistical weight has been chosen as the squared statistical stan-
dard deviation wi = 1

σ2
Mi

. It is furthermore customary to correct the total

number of measurements N by subtracting the number of refined param-
eters P so that we can define a statistically expected profile R-factor eRp
as

eRp =

√√√√ N − P∑N
i=1 {

1
σ2
Mi

|Ii,meas|2}
(3.19)

The final measure of quality on the theoretically calculated intensities is then
given by the so-called reduced χ2 which is defined as the fraction between
the squared weighted profile R-factor and the squared statistically expected
profile R-factor as
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χ2 =
wRp

eRp
=

∑N
i=1 {

1
σ2
Mi

|Ii,meas − Ii,calc|2}

N − P
(3.20)

where the statistical weight wi has been taken as the squared inverse statis-
tical standard deviation σMi .

3.2.3 Thermodynamic analysis in Sieverts-apparatus

The main goal of the thermodynamic analysis within the Sieverts-apparatus
is to determine the hydrogen content in some subjected sample by volumetric
techniques. Such analyses are heavily reliant on the ideal gas law which is
given from simple thermodynamics as

PV = NkBT (3.21)

which through the relations N = nNA and kB = R/NA also can be expressed
as

PV = nRT (3.22)

where NA is Avogadros number, R is the universal gas constant and n is
the number of moles of gas in our system. It should be stressed that the
fundamental assumptions that has been imposed on the system in arriving
at this result is that it has to be in thermodynamic equilibrium with its
environment and that the gas is sufficiently dilute so that the gas molecules
won’t interact with each other. A question then arises naturally: what
constitutes sufficiently diluted? Or put another way: how much does a real
gas at a temperature T and pressure P deviate from ideal gas behaviour?
To account for this we introduce the so-called compressibility factor Z(P, T )
which is defined as

Z(P, T ) =
PV

nRT
(3.23)

From the definition it is clear that a purely ideal gas would have Z(P, T ) = 1
and that the deviation from unity for the compressibility factor is a measure
of the actual deviation of the real gas from ideal gas behaviour.

Several empirical models describing the compressibility factor of hydro-
gen gas Z(P, T ) has been developed over the years and throughout this work
we will apply the model that was developed by Lemmon et al. in 2008 [71] to
provide consistency with the calculations from the NIST Standard Reference
Database. The resulting expression for the compressibility factor is
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Z(P, T ) = 1 +

8∑
i=0

{ai
(

100 K

T

)bi ( P

10 bar

)ci
} (3.24)

where T is the temperature measured in K and P is the pressure measured in
bar while {ai}8i=0, {bi}8i=0 and {ci}8i=0 are dimensionless constants that has
been fitted to the experimental data. All the relevant constants are given in
table 3.4. This model has been reported to agree with the current standard
of within 0.01% throughout the temperature range 220 K to 1000 K with
H2-pressures as high as 120 MPa which means that the uncertainty δZ must
be taken as the worst case scenario which is given by

δZ

Z(Pmax = 1200 bar, Tmin = 220 K)
= 0.0001 ⇒ δZ = 0.0002 (3.25)

Table 3.4: Constants {ai}8i=0, {bi}8i=0 and {ci}8i=0 associated with the compress-
ibility factor Z(P, T ) for normal hydrogen given in equation 3.24.

i ai bi ci
0 0.05888460 1.325 1.0
1 −0.06136111 1.87 1.0
2 −0.002650473 2.5 2.0
3 0.00271125 2.8 2.0
4 0.001802374 2.938 2.42
5 −0.001150707 3.14 2.63
6 0.9588528 · 10−4 3.37 3.0
7 −0.1109040 · 10−6 3.75 4.0
8 0.1264403 · 10−9 4.0 5.0

Based upon the results of the calibration [64] and the theoretical frame-
work that is established in appendix A the amount of hydrogen that is sorbed
by a sample that is situated inside one of the sample-holders of the Sieverts
apparatus can be determined.

Kinetics measurements

In the typical kinetics measurement a pressure Pi is filled into either the
small Vsmall or the large volume Vlarge while a vacuum is drawn inside the
sample-holder volume Vj holding the sample of volume Vsample. After ther-
modynamic equilibrium is reached the valve separating the two volumes are
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opened allowing the gas to interact with the sample and the sorbed amount
of moles after k recordings nk are calculated through either equation A.9
or A.23 depending on whether the sample is at ambient or elevated tem-
perature. The measurement uncertainty in the sorbed amount of moles δnk
is calculated as described in appendix A where it is assumed that all the
measurement uncertainties are independent and randomly distributed.

Pressure-composition-isotherm measurements

The typical measurement of a pressure-composition isotherm can be con-
sidered as several kinetics measurements that are collected consecutively.
As for the kinetics measurement a pressure Pi is filled into either the small
Vsmall or the large volume Vlarge while a pressure Pj is established inside
the sample-holder volume Vj holding the sample of volume Vsample. After
thermodynamic equilibrium is reached the valve separating the two volumes
are opened allowing the gas to interact with the sample and the absorbed
amount of moles after k recordings nk are calculated through either equation
A.9 or A.23 depending on whether the sample is at ambient or an elevated
temperature. The measurement uncertainty in the sorbed amount of moles
δnk is calculated as described in appendix A where it is assumed that all the
measurement uncertainties are independent and randomly distributed. It
should be noted that the measurement uncertainty will increase as a function
of the number of data-points that are collected on the pressure-composition
isotherm since the measurement uncertainty of the sorbed amount of moles
at measurement k is dependent on the measurement uncertainty at step
k − 1.

3.2.4 Thermodynamic analysis by TG/DSC

In the present work all samples have been placed inside alumina (Al2O3) cru-
cibles with masses mcrucible = 299±8 mg when TG/DSC measurements have
been conducted. As the standard deviation of these masses only amounts
to ∼ 3 % of the total mass it was concluded that the same baselines could
be applied for all measurements. Five baseline signals having temperature
programs consisting of a linear heating segment at different heating rates
β from room temperature to 800 ◦C followed by a one hour isotherm at
800 ◦C were therefore measured once with an alumina crucible of mass
mbaseline
crucible = 322.57 mg. The heating rates were chosen as β ∈ [2, 5, 10, 15, 20]

K
min to enable apparent activation energies EA to be determined through
Kissinger analyses of the collected datasets. The isotherm was included to
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ensure that all the hydrogen was removed from the sample. To prevent the
introduction of further measurement errors the same reference crucible with
mass mref

crucible = 322.44 ± 0.13 mg was applied for all measurements. A
typical measurement for the experimental set-up described above is shown
in figure 3.9 for a sample of msample= 21.896 mg of Ti0.70V0.30Hx. Several
interesting properties can be extracted from such a measurement such as
the mass percentage of hydrogen that is present in the sample, η, that is
given by

η =
∆m

mtot
· 100% (3.26)

where ∆m is the absolute change in the mass of the sample through the
desorption and mtot is the initial mass of the sample. In so doing it is
strictly assumed that no other substance is added or removed from the
sample during the experiment so that the mass of hydrogen initially present
in the sample was mH = ∆m.

Figure 3.9: Measured TG/DSC signal for a linear heating at β = 10 K/min from
room temperature to 800 ◦C followed by an hour long isotherm (not shown) at the
final temperature for msample= 21.896 mg of Ti0.70V0.30Hx.

By integrating the measured heat flow into the sample Φm from the des-
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orption is initiated at time tξ=0 to it is complete at time tξ=1 one can fur-
thermore determine the reaction enthalpy of desorption ∆H. In the present
work the integration was performed in the Netzsch PROTEUS evaluation
software. The determined enthalpies are however given in µVs/mg and a
calibration constant C must be determined to convert these into the de-
sired unit of J/mol. In the present configuration of the Netzsch STA 449
F3 Jupiter TG/DSC instrument such a calibration constant is however un-
determined and therefore we can only compare the desorption enthalpies
on a relative basis. For our purposes it is natural to choose the desorption
enthalpy of the iron-free compound ∆Hz=0 as the reference value so that
the property that can be compared is ∆Hz/∆Hz=0 with z as the content
of iron in the system (Ti0.70V0.30)1-zFez. Thus qualitative considerations of
the influence of iron on the desorption enthalpies can still be made.

When performing a Kissinger analysis the temperatures Tm must be
extracted from the measured heat-flow signals. These are associated with
peaks in the heat-flow. In certain cases these peaks might be overlapping,
and the measured signal must in those cases be deconvoluted to extract
the peak positions. This has in the present work been done using gaussian
functions in the Fityk software [72]. Once the peaks are extracted a linear
regression is performed and the activation energy can be obtained from
the slope of the resultant line. The associated uncertainty is furthermore
proportional to the uncertainty of the slope which has been determined
through standard error analysis [73].



Chapter 4

Results and discussion

4.1 Sample preparation

Six samples of (Ti0.70V0.30)1-zFez one for each of the iron contents z ∈
{0, 0.03, 0.06, 0.10, 0.20, 0.30} were initially prepared from -200 mesh pow-
ders of titanium and iron (Alfa Aesar, 99.5% purity; metal basis) and vana-
dium cut from a 0.5 mm thick sheet (Aldrich Chemistry 99.7% purity; metal
basis) following the procedure outlined in subsection 3.2.1 with the Sartorius
Extend ED124S balance. The measured masses can be found in table C.1
and the corresponding amount of moles are given in table C.2. Based upon
these measurements the stoichiometric coefficients of the prepared samples
were determined as indicated in table 4.1. Four batches of Zr7Ni10 were
also prepared from zirconium (ABCR, 99.5% purity; metal basis) and nickel
(Goodfellow, 99.99% purity; metal basis) powders following the same pro-
cedure as for the (Ti0.70V0.30)1-zFez alloys albeit with the Mettler Toledo
AG204 DeltaRange balance. The measured properties can be found in ta-
bles C.3 and C.4 and the corresponding stoiciometric relations are given in
table 4.1. As annealing treatments seem to have little influence upon the
pressure-composition isotherms of similar systems [49] [50] it was decided
against exposing the samples to such treatments.

∼ 1 g batches of the as-cast (Ti0.70V30)1-zFez were subsequently loaded
into the Sieverts apparatus and exposed to the treatments outlined in table
4.2. The samples were activated through two consecutive cycles of dynamic
vacuum and 20 bar H2 gas at 350 ◦C. The samples were finally exposed to a
20 bar pressure of H2 gas at room temperature before the resultant hydrides
were loaded out of the Sieverts apparatus and into the glove-box where they
were easily ground to a fine powder with an agate mortar and pestle. Since

73
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Table 4.1: The stoichiometric coefficients y and z for the different samples
(Ti1-yVy)1-zFez and the measured number of moles of the elements present within
the sample given in table C.2. The corresponding stoichiometric coefficient w = nZr

nNi

for the four prepared batches of (ZrwNi)10 that were determined from the measured
amount of moles given in table C.4 are also shown.

Sample Batch y [∅] z [∅] w [∅]
Ti0.70V0.30 #1 0.30014 - -

± 0.00010 - -
Ti0.70V0.30 #2 0.30000 - -

± 0.00010 - -
(Ti0.70V0.30)0.97Fe0.03 #1 0.29995 0.0300 -

± 0.00010 ± 0.0011 -
(Ti0.70V0.30)0.94Fe0.06 #1 0.29994 0.0601 -

± 0.00010 ± 0.0004 -
(Ti0.70V0.30)0.90Fe0.10 #1 0.30004 0.1000 -

± 0.00011 ± 0.0003 -
(Ti0.70V0.30)0.80Fe0.20 #1 0.29998 0.20002 -

± 0.00017 ± 0.00014 -
(Ti0.70V0.30)0.70Fe0.30 #1 0.30005 0.30006 -

± 0.00018 ± 0.00010 -
Zr7Ni10 #1 - - 0.7013

- - ± 0.02
Zr7Ni10 #2 - - 0.7009

- - ± 0.02
Zr7Ni10 #3 - - 0.7015

- - ± 0.02
Zr7Ni10 #4 - - 0.7014

- - ± 0.02

the as-cast materials were very ductile it was impossible to crush these
directly into fine powders. The powdered alloys were therefore obtained
from the powdered hydrides by subjecting these to an additional desorption
in the Sieverts-apparatus under dynamic vacuum at 500 ◦C as outlined in
table 4.3. The resultant powders were retrieved from the Sieverts-apparatus
and loaded back into the glove-box for storage.

Preliminary phase identification of the respective materials were per-
formed ex-situ on the Bruker AXS D8 Advance diffractometer at IFE. The
data was collected as described in subsection 3.2.2 and the resultant PXD-
patterns that were measured for the Ti-V(-Fe) alloys, hydrides and catalyst
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Table 4.2: Conditions for hydrogenation in the Sieverts apparatus. Note that the
logger was accidentally stopped for the measurement where the duration is marked
by a question mark.

Sample Treatment Duration

Ti0.70V0.30 dyn. vac. at 350 ◦C 22.4 hrs
20 bar H2 at 350 ◦C 4.42 hrs
dyn. vac. at 350 ◦C 18.1 hrs
20 bar H2 at 350 ◦C 7.09 hrs
dyn. vac. at 350 ◦C 17.0 hrs

20 bar H2 at RT 5.55 hrs
(Ti0.70V0.30)0.97Fe0.03 dyn. vac. at 350 ◦C 18.6 hrs

20 bar H2 at 350 ◦C 5.4 hrs
dyn. vac. at 350 ◦C 18.2 hrs
20 bar H2 at 350 ◦C 5.67 hrs
dyn. vac. at 350 ◦C 17.2 hrs

20 bar H2 at RT 1.87 +? hrs
(Ti0.70V0.30)0.94Fe0.06 dyn. vac. at 350 ◦C 23.3 hrs

20 bar H2 at 350 ◦C 6.23 hrs
dyn. vac. at 350 ◦C 16.2 hrs
20 bar H2 at 350 ◦C 8.02 hrs
dyn. vac. at 350 ◦C 17.6 hrs

20 bar H2 at RT 5.82 hrs
(Ti0.70V0.30)0.90Fe0.10 dyn. vac. at 350 ◦C 22.5 hrs

20 bar H2 at 350 ◦C 9.76 hrs
dyn. vac. at 350 ◦C 17.6 hrs
20 bar H2 at 350 ◦C 6.27 hrs
dyn. vac. at 350 ◦C 14.7 hrs

20 bar H2 at RT 7.23 hrs
(Ti0.70V0.30)0.80Fe0.20 dyn. vac. at 350 ◦C 13.4 hrs

20 bar H2 at 350 ◦C 10.1 hrs
dyn. vac. at 350 ◦C 14.0 hrs
20 bar H2 at 350 ◦C 11.3 hrs
dyn. vac. at 350 ◦C 15.5 hrs

20 bar H2 at RT 5.72 hrs
(Ti0.70V0.30)0.70Fe0.30 dyn. vac. at 350 ◦C 23.7 hrs

20 bar H2 at 350 ◦C 7.40 hrs
dyn. vac. at 350 ◦C 15.9 hrs
20 bar H2 at 350 ◦C 6.87 hrs
dyn. vac. at 350 ◦C 19.2 hrs

20 bar H2 at RT 3.95 hrs
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Table 4.3: Conditions for dehydrogenation of hydrides in the Sieverts apparatus.

Sample Treatment Duration

Ti0.70V0.30 dyn. vac. at 500 ◦C 22.3 hrs
(Ti0.70V0.30)0.97Fe0.03 dyn. vac. at 500 ◦C 21.4 hrs
(Ti0.70V0.30)0.94Fe0.06 dyn. vac. at 500 ◦C 23.4 hrs
(Ti0.70V0.30)0.90Fe0.10 dyn. vac. at 500 ◦C 19.3 hrs
(Ti0.70V0.30)0.80Fe0.20 dyn. vac. at 500 ◦C 16.5 hrs
(Ti0.70V0.30)0.70Fe0.30 dyn. vac. at 500 ◦C 22.1 hrs

materials are shown in figure 4.1, 4.2 and 4.3 respectively. From the PXD
patterns of the alloys it was inferred through a PDF-search in the EVA soft-
ware that the main phase is body-centred cubic regardless of the amount of
iron z present in the alloy (Ti0.70V0.30)1-zFez. There is however an observ-
able hexagonal impurity phase present in all the alloys. Such an impurity
phase has earlier been observed by numerous authors in similar systems and
there exist some controversy in the literature concerning its nature. There
has for instance been proposed that it might be

• an oxide.

• a solid solution of Ti and V [48].

• α-Ti that segregates out of the BCC phase matrices as the hydrogen
free samples are obtained from the hydrides by degassing [47].

It should be noted that the hexagonal phase is hexagonal-closed packed for
the alloys with an iron content z ≤ 0.20 while it is Laves C14 for the system
with z = 0.30. The phase composition discussed above were later confirmed
through a Rietfeld refinement performed on the measured laboratory PXD
patterns of the different samples. The results from these refinements can be
found in appendix D.1.

It is interesting to observe that there is no trace of the hexagonal phase
in the PXD patterns of the hydrides with iron content z ≤ 0.20 which seem
to be single phase structures at a first glance. An explanation can be posed
for either proposition stated above as

• the oxide is mainly situated on the surface of the material and is
reduced through interaction with hydrogen.

• the structure form a γ-Ti-like hydride that is hidden underneath the
diffraction peaks of the main phase.
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Figure 4.1: The normalized Cu-Kα PXD patterns of the (Ti0.70V0.30)1-zFez sam-
ples that was prepared following the procedure outlined in table 4.2. The patterns
were measured on the Bruker AXS D8 Advance diffractometer at IFE with an X-ray
wavelength of λ = 1.5406 Å.
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Figure 4.2: The normalized Cu-Kα PXD patterns of the (Ti0.70V0.30)1-zFezHx

samples that was prepared following the procedure outlined in table 4.2. The
patterns were measured on the Bruker AXS D8 Advance diffractometer at IFE
with an X-ray wavelength of λ = 1.5406 Å.
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Figure 4.3: The normalized Cu-Kα PXD patterns of three batches of Zr7Ni10
with the measured compositions shown in table 4.1. The patterns were measured
on the Bruker AXS D8 Advance diffractometer at IFE with an X-ray wavelength
of λ = 1.5406 Å.

• same as above.

For the samples having iron concentrations z = 0.20 and z = 0.30 the body-
centred cubic phase of the alloy is however still present in the PXD patterns
of the corresponding hydrides. This might indicate that the applied H2

pressure during synthesis lies on or below the plateau pressure of the system,
but it might also result from a reduction in the potential hydrogen storage
capacity of the material. The diffraction peaks in the the hydride PXD
patterns are quite broad which complicates the analysis of the material as it
is demanding, especially for laboratory PXD measurements, to deduce what
is hidden underneath such peaks. As it is expected that the systems with low
concentrations of iron show a similar hydrogenation behaviour as that of the
reference system Ti0.70V0.30 it is clear that we might expect the presence of
twin boundaries and stacking faults. This is based upon the TEM study that
was reported by Matsuda and Akiba [52]. The phase diagram in figure 2.12
do furthermore indicate that we should expect a two-phase region with a bcc
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and fcc hydride before the single phase fcc dihydride is formed. It is therefore
possible that small amounts of the body-centred cubic hydride might be
hidden underneath the broad peaks of the dihydride. It was however found
through a Rietveld refinement performed on the laboratory PXD pattern
of the Ti0.70V0.30Hx hydride that a reasonable fit could be achieved under
the assumption that the structure is single phase face-centred cubic. The
results of this analysis can be found in appendix D.2.

The composition of the as-cast Ti0.70V0.30, (Ti0.70V0.30)0.90Fe0.10 and
(Ti0.70V0.30)0.70Fe0.30 systems were furthermore investigated through EDX
analyses performed on the SEM micrographs depicted in figure 4.4. From
this figure it can be seen that the composition of the alloys are close to
the nominal composition. It is however observed that some contaminating
Al seem to be present in the Ti0.70V0.30 system and that certain oxygen-
rich areas are found on the surface of the investigated (Ti0.70V0.30)0.90Fe0.10
particle1. The Al signal might be due to the block the samples were mounted
on during the analysis while the latter observation is expected considering
that the samples were exposed to air as they were loaded into the scanning
electron microscope.

Several EDX analyses were also undertaken for the second batch of pre-
pared Zr7Ni10 of which one measurement is shown in figure 4.5. The analysis
seem to indicate that there is a slight surplus of Zr in the sample and since
the other measurements yield similar results they have been omitted from
the figure. It must however be kept in mind that such EDX analyses are
only able to give a rough indication of the sample composition as the limited
penetrability of the electrons only enable the parts of the sample in vicinity
of the surface to be probed. Furthermore only selective parts of the sample
are actually studied and hence there is no guarantee that the observed result
is representable for the sample as a whole. It is however reassuring that no
other element than Zr and Ni are observed in the analysis. From the SEM
micrographs of figure 4.5 it seems to be a distribution of particle sizes with
characteristic lengths ranging from about 1 µm to 70 µm. It is furthermore
clear that the characteristic lengths lie mostly in the large part of this range.

The size and shape of the crystallites constituting the metal powders
were investigated in the set of SEM micrographs shown in figure 4.6. The
distribution in particle sizes range from smaller than 1 µm to about 60 µm
and their morphology seem arbitrary and do not seem to vary with the iron

1This was observed in the area marked 2 in the SEM micrograph of the as-cast
(Ti0.70V0.30)0.90Fe0.10 particle. The EDX analysis of this area has been omitted from
the figure for brevity.
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Al Ti V

wt.% 0.60 68.67 30.73
±0.08 ±0.86 ±0.55

at.% 1.08 69.62 29.30
±0.14 ±0.87 ±0.53

(a) (b)

Ti V Fe

wt.% 60.69 29.03 10.27
±0.80 ±0.72 ±0.46

at.% 62.70 28.20 9.10
±0.83 ±0.70 ±0.41

(c)
(d)

Ti V Fe

wt.% 47.21 21.83 30.96
±0.38 ±0.34 ±1.30

at.% 50.07 21.77 28.16
±0.40 ±0.34 ±1.18

(e)
(f)

Figure 4.4: EDX analyses of the areas marked 1 in the SEM micrographs of
the surface of a large as-cast particle of Ti0.70V0.30 (a)+(b), (Ti0.70V0.30)0.90Fe0.10
(c)+(d) and (Ti0.70V0.30)0.70Fe0.30 (e)+(f).
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Zr Ni

wt.% 50.32 49.68
±0.93 ±0.63

at.% 61.14 38.86
±1.13 ±0.49

(a)

(b) (c)

Figure 4.5: EDX analysis (a) of the area marked 1 in the SEM micrograph (b)
of the surface of a powdered particle of Zr7Ni10. The particle size distribution is
shown in the SEM micrograph (c).

content. It is however clear that the majority of alloy particles are smaller
than the general Zr7Ni10 particles displayed in figure 4.5.

The obtained alloy and hydride powders were finally ball-milled with
5wt.% of Zr7Ni10 from the second batch that was prepared. The milling was
performed as described in subsection 3.2.1 with 7 tempered steel balls for
1 hour and at a rotational speed of 360 rpm. The mass of the samples were
measured both before and after the milling and the obtained results can be
found in table C.5. From this table it should also be noted that the amount
of catalyst that was added to the samples were below the measurement
uncertainty of the balance and therefore the exact amount of catalyst present
in the ball-milled products are very uncertain.
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(a) z = 0 (b) z = 0.03

(c) z = 0.06 (d) z = 0.10

(e) z = 0.20 (f) z = 0.30

Figure 4.6: SEM micrographs of the powdered (Ti0.70V0.30)1-zFez samples that
was prepared as described in table 4.3. Notice that the magnification is twice as
large as the other micrographs in micrograph (a).
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4.2 Ex-situ SR-PXD structural analysis

Measurements conducted following the strategy outlined in subsection 3.2.2
at SNBL enabled a more extensive analysis to be performed. The measured
SR-PXD patterns of the alloy materials and the hydrides are shown in fig-
ure 4.7 and 4.8 respectively. From these measurements it was readily found
through a PDF-search in the EVA software that another fcc phase is present
in the two systems with the highest content of iron z = 0.20 and z = 0.30 in
addition to the bcc and hexagonal structures that were observed in the pre-
liminary phase identification. This fcc phase seem to be the oxide Ti4Fe2O
which is consistent with the fact that the phase is also present in the cor-
responding hydrides. The presence of this oxide in the two most iron-rich
systems indicate that we should not be surprised if oxides have formed on
the other alloys as well since the samples were handled similarly. There are
several possible sources for such a contamination such as leakage into the
arc-melter, Sieverts apparatus or glove-box. Some oxides might even have
been present in the starting materials. Apart from these possible sources the
materials were exposed directly to air during synthesis. Oxides does however
tend to reside in nm thick layers on the surface of titanium-rich compounds
impeding detection through X-ray diffraction. Following this line of reason-
ing the hypothesis of the hexagonal-close packed impurity phase being an
oxide seem to weaken. This could be verified through transmission-electron
microscopy which is beyond the scope of this work.

The SR-PXD patterns of the alloy materials were subsequently analysed
by Rietveld refinement to accurately determine the lattice parameters of
the different phases. The refinement results and obtained fits are rendered
in appendix D.5 and the lattice parameter variation as a function of the
amount of iron present in the alloy z is shown in figure 4.9 for the bcc and
hcp phases. From this figure it is clear that the lattice parameter of the
bcc phase, aBCC, decrease linearly with increasing amount of iron present
in the alloy. This is similar to what was observed for the vanadium-rich
part of the (Ti1-yVy)1-zFez alloy by Lynch et al. [50] and for the titanium-
rich Ti-V-Cr system by Suwarno et al. [54]. It should also be observed that
the lattice parameters of the hexagonal-close-packed structure, ahcp and chcp,
varies with the concentration of iron and that there is a significant difference
between these and the α-Ti lattice parameters aα-Ti and cα-Ti even for the
system with no iron present in the alloy. This exclude the possibility of the
impurity phase being α-Ti that has segregated out of the bcc phase which
leave the hypothesis that the hexagonal close-packed structure is a solid
solution of Ti, V and Fe as the most likely candidate.
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Figure 4.7: The normalized SR-PXD patterns of the (Ti0.70V0.30)1-zFez samples
that was prepared following the procedure outlined in table 4.3. λ = 0.6973 Å
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Figure 4.8: The normalized SR-PXD patterns of the (Ti0.70V0.30)1-zFezHx sam-
ples that was prepared following the procedure outlined in table 4.2. λ = 0.6973 Å.
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Figure 4.9: The lattice parameters for the BCC phase, abcc, and the HCP
phase, ahcp and chcp, as a function of the iron content z present in the alloy
(Ti0.70V0.30)1-zFez. The lattice parameters of pure α-Ti from table 2.2 are dis-
played for comparison in the latter figure. The numerical values of the different
lattice parameters were determined by Rietveld refinement on the collected SR-
PXD patterns shown in figure 4.7. It should be noted that the vertical axis of the
lower figure is broken to render the detailed variation of the lattice parameters more
clearly.
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Several attempts were made to perform a structural refinement of the
hydride Ti0.70V0.30Hx with different plausible phases present in the model.
The observed deviation between the measured intensity Imeas and the cal-
culated intensity Icalc are shown for several solution candidates in figure
4.10 alongside the background Ibackground and the measured SR-PXD pat-
tern. The statistical parameters Rp, wRp and χ2 of the Rietveld refine-
ment are somewhat improved with increasing number of parameters in the
model but it is still clear from the difference plots that the models do not
fully describe the SR-PXD pattern. Similar analyses were performed on the
(Ti0.70V0.30)1-zFezHx systems with z ∈ {0.03, 0.06, 0.10} and as can be seen
from figure D.20 and D.21 we observe similar deviations from the measured
intensities for the z = 0.03 and z = 0.06. For the z = 0.10 system it is
apparent from figure 4.11 that the simplest models give a very poor fit to
the measured intensities. For the two final systems; a body-centred cubic
hydride is furthermore visible in the diffraction pattern. In fact no other
hydride can be observed for the most iron rich system which also lack the
characteristic broadening of the diffraction peaks that is present in the other
hydrides. The Laves C14 phase is however still present.

The structural problem of Ti0.70V0.30 treated in figure 4.10 is most read-
ily observed in the first two peaks having Miller-indices (111) and (200).
From the intensity deviations it seems that the measured (111) peak is
slightly shifted towards a higher scattering angle than what is suggested by
the calculated profiles while the (200) peak seem to be shifted in the opposite
direction. According to Warren [74] such deviations are exactly what one
would observe for face-centred cubic structures2 with stacking faults which
has later been verified through a series of computer simulations [76]. It is
furthermore discussed by Balogh et al. [77] that such planar defects might
cause the diffraction peaks to take on asymmetric and broadened profiles.
Similar observations were also made in the TEM analysis conducted by Mat-
suda and Akiba for the Ti1-yVy hydrides [52]. Hence planar defects seem to
explain the difficulties that were encountered during the structural refine-
ment of the synthesised hydrides. As the deviations from an undistorted
face-centred cubic profile increase with increasing amounts of iron present
in the alloy it seems that the iron has an aggravating effect on the planar
defects and eventually the face-centred cubic related phase is unable to form
for the most iron rich compound. A Rietveld refinement performed on this
latter hydride revealed that the unit-cell volume of the Laves C14 phase

2According to Dupraz et al. [75] this is a fairly common problem encountered in face-
centred cubic metals.
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Figure 4.10: The measured SR-PXD pattern of the hydride Ti0.70V0.30Hx that
was synthesised following the procedure outlined in table 4.2 shown alongside
the background Ibackground and the intensity deviation Imeas − Icalc between the
measured scattering intensity Imeas and the calculated intensity Icalc determined
through Rietveld refinement for several different solution candidates. The statistical
parameters Rp, wRp and χ2 of the refinements are indicated.
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Figure 4.11: The measured SR-PXD pattern of the hydride
(Ti0.70V0.30)0.90Fe0.10Hx that was synthesised following the procedure out-
lined in table 4.2 shown alongside the background Ibackground and the intensity
deviation Imeas − Icalc between the measured scattering intensity Imeas and
the calculated intensity Icalc determined through Rietveld refinement for several
different solution candidates. The statistical parameters Rp, wRp and χ2 of the
refinements are indicated.
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increased during hydrogenation indicating the accommodation of hydrogen
within the structure. It was also observed that the unit cell of the face-
centred cubic phase assumed to be the oxide Ti4Fe2O also expanded. A
similar observation was made for the (Ti0.70V0.30)0.80Fe0.20Hx hydride.

A Rietveld refinement was also performed on the SR-PXD pattern of
Zr7Ni10 from the batch that was ball-milled with the different samples. The
refinement is shown in figure 4.12 and it is clear that a small fraction of an
unidentified impurity phase is present. The bulk of the catalyst does however
seem to possess the desired phase which is reassuring considering the excess
of Zr that was indicated by the EDX analyses discussed in the prior section.
SR-PXD patterns were finally measured of the ball-milled alloys and hy-
drides to verify the presence of the added catalyst in the final powders. The
2θ ∈ [10◦, 30◦] region of the results are given in figures 4.13 and 4.14 for the
alloys and hydride materials respectively. In these figures the measured pat-

Figure 4.12: Rietveld refinement on the SR-PXD pattern of the second batch
of prepared Zr7Ni10 that were subsequently ball-milled together with the different
alloys and hydrides. λ = 0.6973 Å.
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Figure 4.13: SR-PXD patterns of the (Ti0.70V0.30)1-zFez + 5wt.% Zr7Ni10 sam-
ples. The data has been normalized to the corresponding SR-PXD pattern of
Zr7Ni10 that is shown for comparison as the solid black line. λ = 0.6973 Å.
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Figure 4.14: SR-PXD patterns of the (Ti0.70V0.30)1-zFezHx + 5wt.% Zr7Ni10
samples. The data has been normalized to the corresponding SR-PXD pattern of
Zr7Ni10 that is shown for comparison as the solid black line. λ = 0.6973 Å.
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terns have been normalized to the maximum intensity observed in the mea-
sured SR-PXD pattern of Zr7Ni10 to facilitate the comparison between the
catalyst and the ball-milled samples. The Zr7Ni10 can be readily observed
in certain measurements like that of (Ti0.70V0.30)0.94Fe0.06 and Ti0.70V0.30Hx

while it is apparently absent in others like that of (Ti0.70V0.30)0.97Fe0.03.
Furthermore only a selected few Zr7Ni10 peaks are observed. The final is-
sue might indicate certain preferred orientations of the Zr7Ni10 crystallites
inside the borosilicate glass capillaries when the measurements were con-
ducted. This is plausible as the average catalyst-crystallite is larger than
the average sorbent or hydride particle as indicated in the SEM micrographs
of the prior section. It should be stressed that the added amount of catalyst
is very low and hence there is no guarantee that significant amounts are
exposed to the 400 µm broad region that is probed by the X-ray beam to
yield a sufficiently intense signal in the SR-PXD pattern.

4.3 In-situ SR-PXD structural analysis

The structural transformation of selected systems during hydrogen sorption
were studied through in-situ SR-PXD at SNBL. The experiments were pre-
pared as outlined in subsection 3.2.2 and the observed phases throughout
the sorption processes are presented in table 4.4 where they are associated
with distinct labels.

Table 4.4: The different phases that are observed in the sorption processes studied
bt in-situ SR-PXD at SNBL. The phases are associated with distinct labels and
the corresponding space groups are also shown.

Label Phase Space group

α body-centred cubic alloy Im3̄m
β body-centred cubic hydride Im3̄m
β′ body-centred cubic hydride Im3̄m
γ face-centred cubic related hydride Fm3̄m
δ hexagonal-close packed alloy P63/mmc
ε face-centred cubic hydride Fm3̄m

Figure 4.15 show an in-situ SR-PXD measurement conducted during
desorption of hydrogen from the (Ti0.70V0.30)0.97Fe0.03Hx system under dy-
namic vacuum. From the figure it is readily visible that the intensity in the
high scattering angle regime diminish as the temperature is increased. This
is due to the blower that upon heating expands thermally to partially cover
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(a)

(b)

Figure 4.15: In-situ SR-PXD during desorption of hydrogen from
(Ti0.70V0.30)0.97Fe0.03Hx visualized by a waterfall diagram (a) and a contour plot
for which the colorbar yield the logarithmic intensity (b). The known phases are
indicated for four selected measurements (c) that is also marked in the waterfall
diagram. The heating rate was set to 20 K/min in the first heating segment while
it was changed to 5 K/min in the second. The temperature of the sample Tsample

was determined from the measured temperatures through the calibration curve
displayed in figure B.2.
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(c)
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the detector. Once cooling is initiated the intensity recovers back to nor-
mal values. Nothing seem to happen to the system before the temperature
reach 432 ◦C where the γ-fcc-related peaks of the hydride phase suddenly
disappear and strong β-bcc peaks appear instead. The high temperature of
hydrogen desorption indicate that the sample has been passivated by a thin
oxide layer residing on the the particle surfaces which is reduced once the
temperature reach sufficient values enabling the reaction to initiate abruptly.
If this is the case one should expect different processes to occur in parallel
which is supported by the data. The different peaks were traced through the
measurements and were subsequently indexed with reference to table 4.4 in
part (c) of figure 4.15. Attempts were made to perform Rietveld refinements
with the selected measurements shown in the figure but no unambiguous so-
lution were obtained. A portional misfit in the β-bcc and γ-fcc phases were
however discovered in the attempt at t = 1.10 hrs and t = 1.11 hrs. As
discussed in the prior section this might be due to stacking faults, twin
boundaries and other planar defects present in the material. Eventually a
second face-centred cubic phase denoted by ε emerge with a lattice param-
eter that is slightly larger than that of the initial γ-fcc phase. It is possible
that this is the hydride phase of the hexagonal-close packed δ phase but
this hypothesis can not be confirmed based on this measurement alone. It is
finally evident when one compare the lattice parameter of the β-bcc phase
in the final measurement to that of the pure α-bcc alloy that some hydro-
gen is still left inside the system. The blower is therefore unable to reach
sufficient temperatures to completely desorb the hydrogen and the SR-PXD
measurement can only provide a partial picture of the desorption process.

An in-situ SR-PXD measurement was also conducted during absorp-
tion of hydrogen by the system (Ti0.70V0.30)0.90Fe0.10 + 5 wt.% Zr7Ni10 as
shown in figure 4.16. The H2-gas was introduced in small pulses to pre-
vent the powder from blowing out of the beam. It should be noted that
the pressure signal shown in the figure is based on handwritten notes and
therefore only serve as a rough indication of the true experimental condition
under which the sample resides. As can be seen from the six highlighted
measurements the hydrogenation consist of several sequential steps. The
different phases were traced through the reaction, indexed with reference to
table 4.4 and successful Rietveld refinements were finally obtained for some
of the highlighted measurements in the figure. These refinements can be
found in appendix D. From the first three highlighted measurements it is
observed that the lattice parameter of the body-centred cubic α phase in-
crease slightly. This indicate that the hydrogen first enter interstitial sites in
this phase to form a solid solution. Figure 4.17 show an enlarged section of
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(a)

(b)

Figure 4.16: In-situ SR-PXD during absorption of hydrogen by
(Ti0.70V0.30)0.90Fe0.10 + 5 wt.% Zr7Ni10 visualized by a waterfall diagram
(a) and a contour plot for which the colorbar yield the logarithmic intensity (b).
The known phases are indicated for six selected measurements (c) that are also
marked in the waterfall diagram. The heating rate was in all linear temperature
regions set to 20 K/min and the temperature of the sample Tsample was determined
from the measured temperatures through the calibration curve displayed in figure
B.3. Notice that the experiment was paused on two occasions in order to raise the
H2-pressure within the reservoir volume of the high-pressure gas rig.
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(c)
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Figure 4.17: The enlarged 2θ ∈ [12.0◦, 17.5◦] range of the in-situ SR-PXD absorp-
tion of hydrogen by (Ti0.70V0.30)0.90Fe0.10+5 wt.% added Zr7Ni10 shown in figure
4.16.
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the 2θ ∈ [12◦, 17.5◦] range of the absorption measurement. From this figure
it is readily observed at about t = 0.81 hrs that the hexagonal-close packed
δ phase is shifted towards lower scattering angles. This corresponds to an
increase in the unit cell volume Vδ which might either be due to thermal
expansion or that the phase is absorbing hydrogen. On closer inspection it
can however be observed that the expansion continues past the first linear
heating segment which exclude the possibility of the expansion being solely
due to thermal expansion. It is furthermore interesting to observe that the
ε-fcc phase appear at about the same time as the unit cell volume of the δ-
hcp phase start to increase. With respect to this observation it seem rather
probable that the δ-hcp phase could be a α-Ti like solid solution of Ti, V and
Fe that form a γ-Ti like ε-fcc hydride phase upon hydrogenation. From figure
4.18 it can furthermore be seen that the δ-hcp phase disappear altogether
at about t = 1.69 hrs when the sample temperature reach Tsample = 397 ◦C
and the hydrogen pressure is about 72 bar. At this point the peaks of the
β-bcc-phase appear and its intensity grow rapidly over the next couple of
minutes. The sudden initiation of the reaction can once again be explained
by a thin layer of oxide that has formed on the particle surfaces to prevent
the absorption to initiate. The peaks of the ε-fcc-phase also increase sig-
nificantly as can be seen from figure 4.17 before it again diminish at about
t = 2.81 hrs when the sample temperature is Tsample = 450 ◦C and the
hydrogen pressure is about 80 bar. It is interesting to observe that a new
diffraction peak appear and start to grow at about 14.5◦ at about the same
time as the ε-fcc phase diminish which seem to link the two events. This
peak has however not been associated with any phase. It is probable that
other peaks might be hidden underneath the main diffraction peaks which
at this point has broadened and assumed odd profiles as observed in the
ex-situ SR-PXD measurements discussed in the prior section. It is possible
that the observed peak might be due to a deformation in the ε-fcc phase
to a tetragonal structure as was reported by Sidhu et al. [45] to occur in
the face-centred cubic γ-Ti deuteride when the composition approach TiD2.
Figure 4.19 does finally show the enlarged 2θ ∈ [18.8◦, 22.5◦] region. In this
part of SR-PXD pattern there are several minor diffraction peaks that fit
reasonably well with the added Zr7Ni10 as illustrated in the figure. The
peaks are furthermore shifted towards lower scattering angles as the sample
is heated indicative of thermal expansion.

When the absorption seemed to have finished the hydrogen was removed
from the cell and replaced by a dynamic vacuum in an attempt to desorb
the sample back to its initial state. The collected SR-PXD measurement of
the process is rendered in figure 4.20. The unidentified peak discussed above
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Figure 4.18: The enlarged 2θ ∈ [22.6◦, 25.0◦] range of the in-situ SR-PXD during
absorption of hydrogen by (Ti0.70V0.30)0.90Fe0.10+5 wt.% added Zr7Ni10 shown in
figure 4.16.
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(a)

(b)

Figure 4.19: The enlarged 2θ ∈ [18.8◦, 22.5◦] range of the in-situ SR-PXD absorp-
tion of hydrogen by (Ti0.70V0.30)0.90Fe0.10+5 wt.% added Zr7Ni10 shown in figure
4.16. The Zr7Ni10 also seem to be present in the sample as indicated in (c) where
the measurement at t = 0.00 hrs (blue) is shown alongside the ex-situ SR-PXD
pattern of Zr7Ni10 (black). The signals have been normalized to their observed
maximum intensities in the region to facilitate the comparison.



104 CHAPTER 4. RESULTS AND DISCUSSION

(c)

disappeared once the desorption was initiated. This indicate that the phase
is an unstable hydride. Another set of diffraction peaks did furthermore
appear that unfortunately has been identified as rutile (TiO2). This reveal
that the system is not completely sealed and that the sample have oxidized.
As an overpressure of hydrogen inside the cell prevent air from entering
the system the problem did not unfold until the sample was exposed to a
dynamic vacuum and it is therefore recommended that the desorption is
carried out under a slight hydrogen back-pressure in the future.

To summarize this subsection we state that the hydrogen sorption seem
to follow

α
H2−−⇀↽−− β

H2−−⇀↽−− γ (4.1)

δ
H2−−⇀↽−− ε (4.2)

where α is the bcc-alloy, β is the bcc hydride, γ is the fcc-related hydride,
δ is the hcp impurity phase and ε is an fcc hydride that form from the δ
phase.
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(a)

(b)

Figure 4.20: In-situ SR-PXD during desorption of hydrogen from
(Ti0.70V0.30)0.90Fe0.10 + 5 wt.% Zr7Ni10 that was hydrogenated during the mea-
surement displayed in figure 4.16. (a) show a waterfall diagram while (b) yield the
corresponding contour plot for which the colorbar yield the logarithmic intensity.
The known phases are indicated for four selected measurements (c). The tem-
perature of the sample Tsample was determined from the measured temperatures
through the calibration curve displayed in figure B.3.
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(c)
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4.4 Thermodynamic analysis in Sieverts appara-
tus

4.4.1 Kinetic analysis

Two measurement series were conducted in the Sieverts apparatus to ex-
plore the hydrogen absorption kinetics of (Ti0.70V0.30)1-zFez. In the first
series ∼ 190 mg of the as-cast samples were placed inside the sample-holder
and mounted Sieverts apparatus. A detailed description of the masses and
particle morphology of the considered samples are rendered in table 4.5.

The samples were initially exposed to an activation treatment consisting
of dynamic vacuum and a temperature of 500 ◦C. The samples were left
to dwell in this environment for at least 8 hours before they were cooled
to room-temperature and exposed to ∼ 20 bar3 of H2-gas once the valve
separating the small volume within the Sieverts apparatus and the sample-
holder was opened at time t = 0 hrs. The small volume was applied to
maximize the pressure reduction associated with absorption by the sample
to facilitate the analysis. After the absorption was complete the hydrogen
was removed from the sample by re-exposing it to the dynamic vacuum and
500 ◦C environment for at least 8 hrs. This procedure was repeated three
times and the extent of reaction ξ during each of these absorption cycles
are shown in figure 4.21. From this figure it can readily be observed that
the hydrogen absorption kinetics of the system is very fast. For the samples
with z ≤ 0.10 there is a notable improvement in the kinetics between the
first and two subsequent cycles which is probably due to an increase in the
metal surface through which the hydrogen can diffuse into the bulk metals.
This is supported by observing that the relatively large sample particles that
were initially loaded into the sample-holder had been decomposed into fine
powders after the third absorption was complete. In the two final cycles it
can be observed that the introduction of iron seem to have an enhancing
effect on the absorption kinetics. It is however interesting to notice that the
hydrogen absorption by the (Ti0.70V0.30)0.97Fe0.03 sample commence at a
slower rate than that of the reference system Ti0.70V0.30 during the first two
cycles. This effect might be explained by the deviant particle morphology
of (Ti0.70V0.30)0.97Fe0.03 as opposed to the particle morphology of the other
systems.

Figure 4.22 show the development of the molar hydrogen-to-metal ratio
x within the hydride (Ti0.70V0.30)1-zFezHx during the first hour of the mea-

3It should be noted that the (Ti0.70V0.30)0.80Fe0.20 system were exposed to molecular
hydrogen at ∼ 70 bar in the first cycle as opposed to 20 bar.
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Figure 4.21: The extent of reaction ξ for the three consecutive hydrogen ab-
sorption cycles by as-cast (Ti0.70V0.30)1-zFez when exposed to an initial hydrogen
pressure of ∼ 20 bar. Note that the extent of the reaction initially assume val-
ues ξ > 1 because of the temperature development associated with the exothermic
reaction and the Joule-Thompson effect.
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Table 4.5: The masses msample and particle morphology of the samples that were
loaded into sample-holder #12B on the Siverts apparatus C-side in the first series
of hydrogen absorption kinetics measurements.

Sample (Batch) Rig msample [mg] Particle morphology

Ti0.70V0.30 (2) C 191.7 Mostly small particles
(Ti0.70V0.30)0.97Fe0.03 (1) C 195.2 Plate-like particles
(Ti0.70V0.30)0.94Fe0.06 (1) C 198.4 Mostly small particles
(Ti0.70V0.30)0.90Fe0.10 (1) C 197.3 Mostly small particles
(Ti0.70V0.30)0.80Fe0.20 (1) C 189.7 Mostly small particles
(Ti0.70V0.30)0.70Fe0.30 (1) C 190.2 Mostly small particles

surements in figure 4.21 alongside the associated temperature development.
From this figure it is readily observed that there is a significant tempera-
ture development associated with the reaction. This is partly due to the
exothermicity of the reaction and partly due to the Joule-Thompson effect4

when the hydrogen expands into the sample-holder. As can be seen from
figure 4.21 it is simply not possible to consider the absorption kinetics until
the developed heat has been transferred away from the sample. It is this
heat-development that cause the extent of reaction ξ to take on values ξ > 1
in figure 4.21. It can be seen from figure 4.22 that this take about 30 min
after which the reaction is almost complete.

The maximal hydrogen-to-metal ratio xmax at the end of each cycle
are shown in figure 4.23 for the respective systems. The measurement un-
certainties are quite large but it is apparent that there is no significant
reduction in the hydrogen capacity of the hydrides until the iron content
exceed z > 0.10. The hydrogen content do furthermore seem reasonably
stable during the first three cycles with the exception of the first cycle of
(Ti0.70V0.30)0.80Fe0.20. The measurement uncertainty is also quite large for
this measurement which is due to the fact that the applied pressure was 70
bar instead of 20 bar.

A second measurement series were also conducted to determined whether
the theoretical maximal hydrogen-to-metal ratio of x ∼ 2 could be reached

4The Joule-Thompson effect describe the temperature change of a real gas or liquid
when it is forced through a valve adiabatically in a throttling process. At first the reasoning
presented in the text might be surprising as most real gases at room-temperature cool when
they expand through a valve, but hydrogen, helium and neon deviates from this common
behaviour at room temperature and warms instead as they are throttled. It should however
be noted that also hydrogen, helium and neon experience the same behaviour as the other
gases at lower temperatures.
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Figure 4.22: The development of the molar hydrogen-to-metal ratio x within the
hydride (Ti0.70V0.30)1-zFezHx during three consecutive hydrogen absorption cycles
conducted at room-temperature by exposing the samples to an initial pressure of
∼ 20 bar. The solid lines correspond to the first measurement, the dashed lines to
the second and the dashed dotted to the third. The associated black lines give the
corresponding temperature development as measured by the thermistor coupled to
the sample-holder.
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Figure 4.23: The maximal hydrogen-to-metal ratio xmax observed in the
three consecutive H-absorption cycles displayed in figure 4.21 for the system
(Ti0.70V0.30)1-zFezHx.

for the hydrides (Ti0.70V0.30)1-zFezHx within the allowed pressure-range of
the Sieverts apparatus. The maximal pressure that can be achieved is ∼
190 bar but such large pressures would cause unreasonable measurement
uncertainties for the molar hydrogen-to-metal ratio δx as was the case in
the first absorption cycle of (Ti0.70V0.30)0.80Fe0.20 when it was exposed to
70 bar of molecular hydrogen. Appendix A.4 does however show that δx ∝
1/nM ∝ 1/mM and the applied sample mass was therefore increased to
∼ 600 mg to counter the increasing measurement uncertainty imposed on
the system by the high hydrogen pressure. The samples that are described
in table 4.6 were loaded into either the #10B sample-holder and mounted to
the B-side Sieverts apparatus or #12B sample-holder and mounted to the
C-side Sieverts apparatus. Three sorption cycles were measured following
the same procedure as for the first measurement series with the exception
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that the applied pressure was set to ∼ 190 bar. The large volume within
the Sieverts apparatuses were also applied to decrease the drop in pressure
during absorption5. The extent of reaction ξ during each of these sorption
cycles are shown in figure 4.24. From this measurement it is readily observed
that the measured signals are more stable on the B-side than on the C-side.
This is likely due to differences between the pressure transducers applied
in the two apparatuses and it seems that the C-side transducer has either
been broken or that the applied pressure is outside its range of stability.
This behaviour is also apparent in figure 4.25 which show the development
of the molar hydrogen-to-metal ratio x during the first two hours of the
measurements alongside the associated temperature development. It should
be noted that the temperature increase is much higher than was the case
for the measurements with initial pressures of ∼ 20 bar shown in figure
4.22. The maximal hydrogen-to-metal ratio xmax observed at the end of the
measurements are shown in figure 4.26. The measurement uncertainties are
as expected quite large but the maximal hydrogen-to-metal ratio seem to
approach the expected limit of xmax = 2 for the z = 0 and z = 0.06 systems.
It is however interesting that the z = 0.03 system seem to have a lower
capacity than even the z = 0.10 system. This might however be explained
by considering that the measurement uncertainties are larger for the C-side
than for the B-side and recalling that this system was measured under the
apparent problems with the pressure transducer discussed above.

Table 4.6: The masses msample and particle morphology of the samples that were
loaded into the sample-holder of the specified Sieverts apparatus rig during the
second series of hydrogen absorption kinetics measurements.

Sample (Batch) Rig msample [mg] Particle morphology

Ti0.70V0.30 (2) B 638.0 Mostly large particles
(Ti0.70V0.30)0.97Fe0.03 (1) C 584.0 Mostly large particles
(Ti0.70V0.30)0.94Fe0.06 (1) B 581.7 Mostly large particles
(Ti0.70V0.30)0.90Fe0.10 (1) B 631.4 Mostly small particles
(Ti0.70V0.30)0.80Fe0.20 (1) C 593.6 Mostly small particles
(Ti0.70V0.30)0.70Fe0.30 (1) C 587.5 Mostly small particles

5The small volume was however applied for the first cycles of the Ti0.70V0.30 and
(Ti0.70V0.30)0.80Fe0.20 systems
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Figure 4.24: The extent of reaction ξ for the three consecutive hydrogen ab-
sorption cycles by as-cast (Ti0.70V0.30)1-zFez when exposed to an initial hydrogen
pressure of ∼ 190 bar. Note that the extent of the reaction initially assume val-
ues ξ > 1 because of the temperature development associated with the exothermic
reaction and the Joule-Thompson effect.
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Figure 4.25: The development of the molar hydrogen-to-metal ratio x within the
hydride (Ti0.70V0.30)1-zFezHx during three consecutive hydrogen absorption cycles
conducted at room-temperature by exposing the samples to an initial pressure of
∼ 190 bar. The solid lines correspond to the first measurement, the dashed lines to
the second and the dashed dotted to the third. The associated black lines give the
corresponding temperature development as measured by the thermistor coupled to
the sample-holder.
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Figure 4.26: The maximal hydrogen-to-metal ratio xmax observed in the
three consecutive H-absorption cycles displayed in figure 4.24 for the system
(Ti0.70V0.30)1-zFezHx.

4.4.2 Pressure-composition isotherms

Pressure-composition isotherms (PCI) were measured for selected systems.
As there is no computerized set-up to enable automatic data-collection all
measurements had to be conducted manually. The upper part of figure 4.27
show a PCI curve measured at room-temperature for the Ti0.70V0.30Hx sys-
tem. From this curve it seems that the system hold a plateau that is below
the detection limit of the pressure transducer until the molar hydrogen-to-
metal ratio reach about x ∼ 1.05. The equilibrium pressure then seem to
increase but when the initial pressure were set to P = 1.28 bar in the ninth
absorption the pressure followed the trend shown in the lower part of figure
4.27. As the equilibrium pressure at the end of this measurement lies below
the earlier values it seem that something has happened to the sample. A
possible explanation is that the surfaces of a fraction of the particles had
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been passivated by an oxide layer and that the hydrogen was able to reduce
this layer once the pressure reached a sufficiently high value. Another at-
tempt was therefore made to measure the room-temperature PCI for this
system as shown in figure 4.28. It is however clear that something similar
has happened to the system during this measurement. As the equilibrium
pressure was increased way beyond what seemed to be necessary for the
system to reach a molar hydrogen-to-metal ratio of x ∼ 1.54, and the sam-
ple did not absorb more than a molar hydrogen-to-metal ratio of 1.21±0.18.
The hydride was subsequently desorbed in the TG/DSC apparatus and it
was revealed that its weight percentage of hydrogen was η = 2.30%. This
correspond to a molar hydrogen-to-metal ratio of 1.14. This is considerably
less than what was observed in the kinetics measurements, but it is reas-
suring that the value is within the uncertainties in the PCI. The resultant
hydride was also studied by lab XRD where it was observed that both the
β-bcc and γ-fcc-related hydrides were present. At this point it seem rather
likely that the oxidation discussed in the 4.1, 4.2 and 4.3 sections might have
occurred in the Sieverts apparatus.

Figure 4.27: The upper figure show the pressure-composition isotherm for the
Ti0.70V0.30Hx system at room-temperature TRT . The lower figure show the mea-
sured pressure from the valve was opened during the ninth absorption. The mea-
surement was conducted on the B-side Sieverts apparatus.
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Figure 4.28: Pressure-composition isotherm for the Ti0.70V0.30Hx system at room-
temperature TRT . The measurement were conducted on the B-side Sieverts appa-
ratus.

Following this line of reasoning one should expect something similar
to happen to the other systems. A PCI curve was therefore measured at
room-temperature for the (Ti0.70V0.30)0.80Fe0.20Hx as shown in figure 4.29.
From this figure it can be seen that this system also inhibit a plateau be-
low the detection limit of the pressure transducer. This plateau seem to
end when the molar hydrogen-to-metal ratio reach about x ∼ 1.56, which
is close to the maximal value that was observed in the first series of kinet-
ics measurements. It is therefore clear that the effect that prevented the
hydrogenation of the Ti0.70V0.30 system to commence further is not present
for the (Ti0.70V0.30)0.80Fe0.20 system. It does furthermore seem to be an-
other plateau in the range x ∈ [1.56, 1.67] but the measurement uncertainty
has increased significantly at this point in the data accumulation. It is
furthermore surprising that the molar hydrogen-to-metal ratio seemingly
starts to decrease at the end of this region towards a final value of x = 1.39,
which is below the observed maximal values in either of the kinetics mea-
surements, at an equilibrium pressure of P = 171.7 bar. The measurement
uncertainties are however unreasonably large in these final measurements
making precise considerations difficult to achieve. As can be seen from the
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(a)

(b)

Figure 4.29: Pressure-composition isotherms for the (Ti0.70V0.30)0.80Fe0.20Hx

system at room-temperature TRT (a) and the (Ti0.70V0.30)0.90Fe0.10Hx system at
T = 120 ◦C (b). The measurements were conducted on the C-side and B-side
Sieverts apparatus respectively.
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figure similar observations can be made from the PCI at T = 120 ◦C for the
(Ti0.70V0.30)0.90Fe0.10 system.

The two hydrides were subsequently desorbed in the TG/DSC appara-
tus to reveal their hydrogen contents. The weight percentage of hydrogen
was found to be 2.87% for the (Ti0.70V0.30)0.80Fe0.20 hydride, and 3.70% for
the (Ti0.70V0.30)0.90Fe0.10. These values correspond to a molar hydrogen-
to-metal ratio of x = 1.47 and x = 1.89 respectively. Once again it is
reassuring that these values is within the measurement uncertainties in the
pressure-composition isotherms. Lab XRD patterns were also measured
which revealed that the hydrides were similar to the ones shown in figure
4.2.

It is clear that the plateau pressure associated with the phase transi-
tion from the β-bcc hydride phase to γ-fcc-related hydride phase is below
atmospheric pressure for the system (Ti0.70V0.30)1-yFeyHx. In subsection
2.4.3 it was shown that the plateau pressure of the Ti0.6V0.4 assumed a low
value even for high temperatures [52]. With respect to Kagawas observation
that increasing titanium contents tend to lower the plateau pressure [49]
we should expected a low value also for our Ti0.70V0.30 system. According
to Lynch et al. [50] we should however expect that the iron might raise
the plateau pressure. This does not seem to be the case at the considered
temperatures. It might however be possible that such observations can be
made at higher temperatures, but this has not been pursued further in this
work. We are therefore unable to obtain standard enthalpies and entropies of
the hydride phase transition from the strategy outlined in subsection 2.3.1.
These values are therefore yet to be determined.

4.5 Thermodynamic analysis by TG/DSC

4.5.1 The hydrogen capacity

Three batches of hydrides have been synthesised at this point; the batch
that was prepared initially (first batch), the end product from the kinetics
measurements with a hydrogen pressure of ∼ 20 bar (second batch) and the
end product from the final kinetics measurements (third batch). The hydro-
gen content of these hydrides were determined gravimetrically by TG/DSC
following the procedure outlined in subsection 3.2.4. The determined mass
percentage of hydrogen, η, that is present in the different hydrides are shown
in figure 4.30. The volumetric estimates from the kinetics measurements fol-
lowing the procedure outlined in appendix A are also shown for comparison.
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Figure 4.30: The mass percentage of hydrogen η present in the hydrides
(Ti0.70V0.30)1-zFezHx determined by TGA in the TG/DSC apparatus and volu-
metrically from the kinetics measurements conducted in the prior subsection.
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From the figure it is clear that the hydrogen content decrease with in-
creasing amount of iron present in the alloy. It is also clear that the gravi-
metric estimates for the three different batches are similar. The volumetric
estimates of the hydrogen content in the samples with z ≤ 0.10 from the
second batch agree with the gravimetric estimates. This is reassuring con-
sidering that the new Sieverts apparatus calibration [64] is yet to be tested
on well known systems. The volumetric estimates for the samples of higher
iron contents in this batch are higher than the gravimetric estimates. This
might be due to out-gassing from the samples when they were removed from
the high pressure hydrogen atmosphere in the Sieverts apparatus. Another
possibility is that the samples are oxidized during transport to or inside the
TG/DSC apparatus. If this is the case, and the oxide is reasonably stable,
it could be able to trap the hydrogen inside the samples. Oxidation would
increase the sample mass so that the hydrogen content seems lower than
it really is. PXD-patterns were measured of the samples after desorption
in the TG/DSC and the results are shown in figure 4.31. As the lattice
parameters in this case are similar to the ones of the pure alloys it is clear
that no hydrogen is left inside the samples after desorption. It is however
also apparent that the samples have oxidized. Figure 4.32 show two series
of desorption measurements in the TG/DSC conducted at different heating
rates. From this figure it is readily observable that the mass of the sam-
ples increase linearly towards the end of the linear heating segment when
the heating rate is 2 K/min. This is indicative of oxidation. When the
heating rate is 10 K/min the samples behaves differently and there is no
linear increase in the sample mass during the heating segment. It therefore
seems that oxidation only have an observable impact upon the relative mass
changes of the sample if it is exposed to high temperatures over longer time
scales. As a final test, a sample of (Ti0.70V0.30)0.80Fe0.20 was exposed to a
linear heating at 10 K/min in the TG/DSC apparatus. As the sample mass
did not increase over the linear heating segment it was concluded that oxi-
dation effects could safely be neglected if the heating rate is β ≥ 10 K/min.
Moreover, figure 4.33 show that there is no apparent trend between the mass
loss of the sample during the measurement and the applied heating-rate. No
measurement has therefore been excluded from the collected statistics that
are shown in figure 4.30.

It is interesting that the volumetric estimates of the hydrogen content
of the hydrides in batch 3 systematically exceed the gravimetric estimates.
This is also the case in the range of low iron contents. A possible expla-
nation is again that the missing hydrogen is out-gassed from the hydrides
when they are retrieved from the high-pressure hydrogen atmosphere within
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Figure 4.31: The normalized Cu-Kα PXD patterns of the (Ti0.70V0.30)1-zFez sam-
ples that were desorbed in the TG/DSC apparatus after they had been synthesised
in the series of kinetics measurements with an initial hydrogen pressure of ∼ 20 bar.
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Figure 4.32: The relative mass percentage change of the sample 100%− η during
TG/DSC at two different heating rates, β = 10 K/min and β = 2 K/min. The
measured samples were synthesised during the series of kinetics measurement with
an initial pressure of ∼ 20 bar.

Figure 4.33: The mass percentage of hydrogen η shown as a function of the
applied heating rate β. The measured samples were synthesised during the series
of kinetics measurement with an initial hydrogen pressure of ∼ 20 bar.
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the Sieverts apparatus. In the pressure-composition isotherms of figure 4.29
there were some indications of a sloped region at the end of the plateaus.
The large measurement uncertainties did however make it impossible to un-
ambiguously determine whether this is a real effect or not. Out-gassing
is however possible if such a sloped region extend down to a pressure of
about ∼ 1 bar. The final hydrogen content of the resultant hydrides were in
subsection 4.4.2 determined to η = 2.87% for (Ti0.70V0.30)0.80Fe0.20Hx and
η = 3.70% for (Ti0.70V0.30)0.90Fe0.10Hx. These values are close to the volu-
metric estimates in figure 4.30. This observation is interesting if we consider
that the volumetric estimates tend to exceed their gravimetric counterparts.
The main difference between this sample and the ones having hydrogen con-
tents shown in figure 4.30 is the time they spent in the Sieverts apparatus.
The typical measurement of a pressure-composition isotherm lasts several
weeks while the typical kinetics measurement only last a couple of days.
This mean that if oxides are able to form on the sample surfaces within
the Sieverts apparatus one should expect the effect to be enhanced if the
sample is present in the apparatus for a longer time period. It is therefore
possible that such an oxide has formed on the surface of the ”PCI-samples”
while it did not form, or at least not to the same extent, on the samples
originating from the kinetic measurements. Following this line of reasoning
the oxide layer on the surfaces of the ”PCI-samples” traps the hydrogen.
The out-gassing is thereby prohibited from these samples as opposed to the
others when they are retrieved from the high pressure hydrogen atmosphere
within the Sieverts apparatus.

From figure 4.30 it is clear that the deviation between the volumetric
and gravimetric estimates increase with the amount of iron. If the observed
discrepancies are due to out-gassing from the samples we should expect the
iron to destabilize the hydrides. The desorption enthalpies were therefore
determined following the procedure outlined in subsection 3.2.4. This was
done for all three batches of hydrides to enable comparison. Figure 4.34 show
the estimates from the 10 K/min heating rate TG/DSC measurements for
all three batches. These results clearly indicate that an increasing amount
of iron in the alloy lower the desorption enthalpy of the hydrides. This is
as expected from the discussion above. It therefore seem likely that the
observed discrepancies between the volumetric and gravimetric estimates
shown in figure 4.30 are due to out-gassing from the sample.
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Figure 4.34: Hydrogen desorption enthalpies ∆Hz for the system
(Ti0.70V0.30)1-zFezHx normalized to the desorption enthalpy ∆Hz=0 of the iron-free
compound Ti0.70V0.30Hx. The desorption enthalpies for either sample in any of the
three batches are taken from the TG/DSC measurements that were conducted at
a constant heating rate of 10 K/min.

4.5.2 Kissinger analyses

In the metal hydride the hydrogen atoms are bonded to the metal at in-
terstitial sites. If the hydrogen is to be desorbed from the metal hydride
these bonds must be broken. This is often an endothermic reaction. The
strength of these bonds depend on the properties of the neighbouring atoms
and the distance between these and the hydrogen. If the hydrogen atoms
occupy tetrahedral sites in the dihydrides they are bonded to four neighbor-
ing atoms. In our Ti-V-Fe solid solution alloys these neighbouring atoms
can be any combination of the metallic constituents. The binding energies
of the hydrogen atoms within the metal hydride must therefore be described
by an energy spectrum. It is however possible that certain configurations
of neighbouring atoms are more probable than others. The desorption from
such interstitial sites will in that case manifest itself as easily distinguished
peaks in the heat flow during a TG/DSC measurement.

Figure 4.35 show the onset temperatures Tonset for the desorption process
for the three different batches of hydrides. The onset temperature of the
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reference system in the second batch is significantly higher than what is
observed for the other batches. It therefore seem that something prohibit
the sample from desorbing when this process is thermodynamically possible.
The other estimates are however in good agreement and it is clear that
the increased amount of iron present in the alloy tend to lower the onset
temperature. This trend is in accordance with the decreasing desorption
enthalpy with increasing iron content.

Figure 4.35: The onset temperature Tonset for desorption of hydrogen from the
three different batches of (Ti0.70V0.30)1-zFezHx. The values are taken from the
TG/DSC measurements with a constant heating rate of 10 K/min.

Figure 4.36 show the DSC heat flow, Φm, and the corresponding Kissinger
analyses of two hydrides, Ti0.70V0.30Hx and (Ti0.70V0.30)0.90Fe0.20Hx, from
the third batch. For the iron-free sample it seem to be two major events
in the desorption process, as indicated by the two peaks in the heat flow
signal. One of these occur at a significantly higher temperature than the
other. The main part of the desorption is however represented by the first
peak. When iron is introduced into the alloy this main event splits into
two. Such a splitting is observed for all the iron containing hydrides from
the third batch hydrides, regardless of the amount of iron that is present
in the alloy. This can be seen in the figures E.1-E.6. The corresponding
Kissinger analyses are also shown in these figures. The apparent activation
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(a)

(b)

Figure 4.36: Kissinger analysis performed on the DSC measurements of
Ti0.70V0.30Hx (a) and (Ti0.70V0.30)0.90Fe0.10Hx hydrides from the third batch at
different heating rates β. The left part of the figures show the measured heat
flow signals Φm while the right parts show the corresponding Kissinger plot with
a simple linear regression fit for the observed events. The apparent activation en-
ergies (EA,1,) EA,2 and EA,3 were determined following the procedure outlined in
subsection 3.2.4. It should be noted that the peaks are endothermic reactions.
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Figure 4.37: Apparent activation energies EA for the three different events
that was observed by TG/DSC during desorption of hydrogen from the system
(Ti0.70V0.30)1-zFezHx. The numerical values were determined in the Kissinger anal-
yses of figures E.1-E.6.

energies from the Kissinger analyses are shown in figure 4.37. There are
considerable uncertainties associated with certain measurements, but at the
same time some clearly visible trends. The apparent activation energy of
the main event, EA,2, tend for instance to decrease with increasing iron con-
tent. A similar trend is observed for the event that splits out of it, and the
apparent activation energy, EA,1, is generally below that of the main event.
The decreasing activation energies with increasing iron content is similar
to what was observed for the titanium-rich Ti-V-Cr system by Suwarno et
al. [54] under addition of chromium to the alloy. The activation energy of
the high-temperature event, EA,3, finally seem to assume a rather constant
value regardless of content of iron. This final observation indicate that the
third event is associated with hydrogen desorption from iron-free interstitial
sites in the metal hydride. As the event occur at a higher temperature than
the others it seems that this kind of interstitial site bind the hydrogen atoms
stronger than those affected by the iron.

It should be mentioned that an attempt was made to determine whether
the Zr7Ni10 had any influence on the activation energies of the desorption.
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The results are however inconclusive and has therefore been omitted for the
sake of brevity.

In section 4.3 it was observed by in-situ SR-PXD that the hydrogen was
not completely desorbed from the (Ti0.70V0.30)0.97Fe0.03Hx hydride when it
was exposed to a maximum temperature of 500 ◦C. From the DSC heat
flow signals of figure E.2 it can be seen that the on-set temperature of the
high-temperature event for this hydride is in the proximity of the applied
maximum temperature during the in-situ SR-PXD measurement. As the
final state of the (Ti0.70V0.30)0.97Fe0.03Hx hydride in the in-situ SR-PXD
measurement was a body-centred cubic hydride it seems that the high tem-
perature event can be associated with the final desorption of hydrogen from
this phase. It was furthermore observed by in-situ SR-PXD that the reac-
tion did not initiate until the temperature reached about 432 ◦C when the
sample was heated to the maximum temperature at a linear heating rate of
5 K/min. This is higher than any of the observed onset temperatures for
that heating rate in the TG/DSC apparatus6. It therefore seems likely that
the SR-PXD sample was indeed passivated as proposed in section 4.3.

6For the (Ti0.70V0.30)0.97Fe0.03Hx hydride of batch 2 the onset temperature was for
instance Tonset = 377 ◦C in the TG/DSC.
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Chapter 5

Concluding remarks

The synthesis, crystal structure and hydrogen sorption properties of tita-
nium rich, body-centred cubic solid solutions of titanium, vanadium and iron
have been studied. The considered system was chosen as (Ti0.70V0.30)1-zFez
with z ∈ {0, 0.03, 0.06, 0.10, 0.20, 0.30}. The ability of Zr7Ni10 to act as a
sorption catalyst has also been considered.

The alloys were synthesised by arc melting and a body-centred cubic
main phase, α, was obtained for all the considered systems by quenching
the melt. A small amount of impurity phase is however observed alongside
the main phase. This is an hexagonal-close packed phase, δ, for z ≤ 0.20
while it is a C14 Laves phase for z = 0.30. The former seems to be a solid-
solution of Ti, V and Fe. The addition of iron cause the α-bcc unit cell
to contract and the lattice parameter is observed to decrease linearly with
increasing iron content. The lattice parameters of the δ-hcp phase increase
slightly with the addition of iron. Upon hydrogenation the system assume a
face-centred cubic related dihydride phase, γ, for iron contents below 10%.
The term related is utilized to emphasize that it seem to be exposed to
planar defects such as stacking faults and twin boundaries. The peaks in
the X-ray diffraction patterns therefore slightly shift positions and assume
odd profiles which prevent the achievement of a proper structural refinement.
The δ-hcp phase is not readily visible in the X-ray diffraction patterns, but
in-situ SR-PXD measurements indicate that it might form a face-centred
cubic hydride, ε, of its own. In-situ SR-PXD measurements furthermore
indicate that the α-bcc phase initially transform into a body-centred cubic
hydride, β, before the γ-fcc-related hydride form. The hydrogen sorption
therefore seem to follow
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α
H2−−⇀↽−− β

H2−−⇀↽−− γ

δ
H2−−⇀↽−− ε

A pure dihydride phase for the highest contents of iron seem to be unreach-
able under the experimental conditions that has been considered in this
work.

The hydrogen absorption kinetics are fast for all the considered com-
pounds and the reaction is practically finished within minutes when exposed
to an initial hydrogen pressure of ∼ 20 bar at room-temperature. The ability
of Zr7Ni10 to enhance this further has therefore not been considered. The
hydrogen capacities of the different compounds seem to be stable during
the first three hydrogenation/dehydrogenation cycles. Both volumetric and
gravimetric estimates of the final hydrogen contents have been obtained,
and the hydrogen capacity reach ∼ 3.5 wt.% for the iron-free compound.
The capacity decrease with the addition of iron, but it is still around 3.0
wt.% when the iron content reach 10 at.%. The volumetric and gravimet-
ric estimates agree reasonably well, but the volumetric estimate tend to
exceed the gravimetric for higher contents of iron. In this respect it has
been found that the desorption enthalpy decrease as the content of iron
in the alloy is increased. Hence, the iron destabilize the hydride and the
observed discrepancies between the volumetric and gravimetric estimates
seem to be due to out-gassing from the sample. Such deviations become the
general trend when the hydrides are synthesised with an initial hydrogen
pressure of ∼ 190 bar. In this case the volumetric estimate for the iron-free
hydride approach the expected maximum of 4 wt.%, but the gravimetric
estimate is similar to those obtained for the hydrides that were synthesised
at milder experimental conditions. This is once again thought to be due to
out-gassing when the sample is retrieved from the high pressure hydrogenous
atmosphere.

Pressure-composition isotherms have furthermore been measured for se-
lected systems. These hold a single plateau with plateau-pressure below
the detection limit of the applied pressure-transducer. The iron does not
influence this at temperatures below 120 ◦C within the sensitivity of the
measurements.

The desorption process were finally studied by differential scanning calorime-
try. The hydrogen desorption process from the iron-free hydride seem to be
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composed of two major events. The first of these have an onset temper-
ature around 350 ◦C and can be associated with the desorption from the
γ-fcc-related hydride. The second occur at a higher temperature and can be
associated with the final desorption from the β-bcc hydride. The first event
splits into two for the iron-containing alloys and the onset temperature of
the desorption process decrease with the increasing iron content. The split-
ting is thought to be due to local differences between the interstitial sites
that accommodate the hydrogen atoms. Apparent activation energies for
the three different events have been determined through Kissinger analyses.
The activation energies of the two lower temperature events seem to decrease
as the amount of iron in the alloy increase. The activation energy of the high
temperature event is on the contrary independent of the of iron content in
the alloy. This indicate that it can be associated with hydrogen desorption
from interstitial sites that are not surrounded by iron. These sites further-
more seem to bind the hydrogen atoms stronger than those affected by the
iron.

This work was motivated by the possibility to replace the expensive
vanadium by the much cheaper ferrovanadium. This study has shown that
an alloy of Ti0.70V0.30 actually benefit from the addition of up to 10 at.%
iron. With only a modest reduction in hydrogen capacity, the iron elimi-
nate the need for activation procedures [22], lower the onset temperature for
desorption and the hydrogen capacity seems stable over the first three hydro-
genation/dehydrogenation cycles. However, ferrovanadium contain smaller
amounts of other impurities, such as silicon and aluminium and it is therefore
recommended that further studies investigate the influence of these elements
upon the structure and hydrogen sorption properties of the titanium rich Ti-
V-Fe alloys. The long-term cyclability of the material should also be studied
in further detail.
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Appendix A

Sorption experiments in the
Sieverts apparatus

A.1 Summary of calibration

There are two different scenarios under which measurements are conducted
in the Sieverts apparatus. In the simplest case the oven is turned off and
the entire apparatus can be considered as situated inside a large thermal
reservoir at room temperature TRT as shown in figure A.1. In the more
complicated scenario the oven is set at a temperature Toven and raised to
surround part of the sample-holder volume V4 as shown in figure A.2. The
thermistor that is coupled to the sample-holder hence measure a temper-
ature Tsample 6= TRT . The rest of the apparatus is however still at room
temperature TRT and it will therefore be a temperature gradient somewhere
within the rig. In a typical measurement H2-gas is filled into either the large
volume

Vlarge = V1 + V2 + V3 (A.1)

or the small volume

Vsmall = V2 + V3 (A.2)

to a pressure Pi. The sample is situated inside the sample-holder volume V4
where it is assumed to be in equilibrium with the H2-gas at a pressure Pj .
The two volumes are separated by the valve labelled 6 which is closed. As the
valve 6 is opened the environment of the sample is disturbed from its former
equilibrium condition and the sample will - depending on the pressure P
that sets in inside the combined volume - either release or absorb hydrogen
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until a new equilibrium is reached. It is therefore possible to determine the
amount of moles of hydrogen that is released or absorbed by the sample if the
pressure P that would ensue if the sample was not present is known. Two
equations - one for the isothermal case and another for the situation where
the oven is turned on - have therefore been established in the calibration [64]
that predict the final pressure P that would ensue within two volumes Vi
and Vj accommodating gas at pressures Pi and Pj if the valve that initially
separated the volumes are opened and no sample were present inside the
volume Vj .

Figure A.1: The simplified Sieverts apparatus schematic. The volume V1 is the
pre-calibrated volume, V2 is the volume of the Sieverts manifold situated inside the
temperature cabinet, V3 is the volume of the manifold between the temperature
cabinet and the sample-holder volume V4. All four volumes are at room temperature
TRT . The pressure is monitored by a pressure transducer labelled 16. Note how
the numbering of the valves corresponds to the global schematic of figure 3.7.
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Figure A.2: The simplified Sieverts apparatus schematic. The volume V1 is the
pre-calibrated volume, V2 is the volume of the Sieverts manifold situated inside
the temperature cabinet, V3 is the volume between the manifold and the oven and
V4 is the volume of the sample-holder. The volumes V1, V2 and V3 are at room
temperature TRT and the volume V4 can be divided into one part at temperature
TRT and another at temperature Tsample. The temperature gradient between the
respective parts is indicated by the dashed line in accordance with the assumptions
of the model. The pressure is monitored by the pressure transducer labelled 16.
Note how the numbering of the valves corresponds to the global schematic of figure
3.7.

The isothermal model

For the isothermal scenario it can be shown [64] that the final pressure P is
given as

P =

(
Z ′iZ

′
j

ZiZj

)(
T ′iT

′
j

TiTj

)[
ZjTjViPi + ZiTiVjPj
Z ′jT

′
jVi + Z ′iT

′
iVj

]
(A.3)

where Vi and Vj are the two volumes, Zi = Z(Pi, Ti) and Zj = Z(Pj , Tj)
are the initial compressibility factors of the gas within the two volumes at
pressures Pi and Pj and temperatures Ti and Tj while Z ′i = Z(P, T ′i ) and
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Z ′j = Z(P, T ′j) are the final compressibility factors for the gas within the
combined volume V = Vi+Vj at pressure P and temperatures T ′i and T ′j . It
should be noted that the following assumptions has been made upon arriving
at the equation A.3:

• Initially both volumes Vi and Vj are at thermodynamic equilibrium
with the thermal reservoir at temperature T .

• The final combined system with volume V = Vi + Vj is similarly al-
lowed to reach thermodynamic equilibrium before any measurements
are recorded. This includes thermal equilibrium with the thermal
reservoir.

• The thermal reservoir is sufficiently large so that its temperature can
be considered as relatively constant.

• The gas inside the volumes obey the ideal gas law - possibly with a
compressibility factor different from unity - in both the initial and final
state of the systems.

• The system is completely sealed so that there is no leakage of gas from
the system.

The model with a first order temperature gradient

For the heated scenario a model implementing a first order temperature
gradient was assumed and through this approach it was shown [64] that the
final pressure P is given by

P =
1

Λ

Z−
Zi

Ta
Ta,i

Vi
Vi + Vj

Pi +
Λj
Λ

Z−
Zj,−

Ta
Ta,j

Vj
Vi + Vj

Pj (A.4)

where we have introduced the dimensionless parameter Λlabel as

Λlabel = 1− xlabel
(

1−
Zlabel,−
Zlabel,+

Ta,label
Tb,label

)
(A.5)

where the label is either blank or j, and with Vi and Vj as the volumes accom-
modating the gas, Zi = Z(Pi, Ta,i), Zj,+ = Z(Pj , Tb,j) and Zj,− = Z(Pj , Ta,j)
as the initial compressibility factors of volume Vi and the heated and cool
part of Vj at pressures Pi and Pj and temperatures Ta and Tb respectively
while Z+ = Z(P, Tb) and Z− = Z(P, Ta) are the final compressibility factors
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of the hot and cold volumes at pressure P and respective temperatures Tb
and Ta. x is furthermore the heated fraction of the total volume

x =
Vheated

Vi + Vj − Vsample
(A.6)

and xj is the heated fraction of the sample-holder volume given as

xj =
Vheated

Vj − Vsample
(A.7)

It should be noted that the following assumptions has been made upon
arriving at equation A.4:

• Initially the the volume Vi is at thermodynamic equilibrium with the
thermal reservoirs at relatively constant temperature Ta.

• Initially the parts of the volume Vj - Vj,cool and Vj,heated - are at ther-
modynamic equilibrium with their respective thermal reservoirs at rel-
atively constant temperatures Ta and Tb.

• The final combined system with volume V = Vi + Vj is in mechani-
cal and diffusive equilibrium but the two volumes are still in thermal
equilibrium with their respective thermal reservoirs. Hence there is a
temperature gradient at the interstice between the two volumes.

• The extent of the temperature gradient between the volumes is negli-
gible.

• Both thermal reservoirs are very large so that their temperatures Ta
and Tb remain relatively constant.

• The gas inside the volumes obey the ideal gas law - possibly with a
compressibility factor different from unity - in both the initial and final
state of the system.

• The system is completely sealed so that there is no leakage of gas from
the system.

It is finally comforting to verify that the expression A.4 is reduced to the
isothermal result of the equation A.3 when Ta = Tb which means that Z− =
Z+ = Z and Zj,+ = Zj,− = Zj .

The heated volume Vheated was determined in the calibration for the
sample-holder labelled #12B at the B-side Sievert apparatus through a sim-
ple linear regression performed on data that was collected as



142APPENDIX A. SORPTION EXPERIMENTS IN THE SIEVERTS APPARATUS

Vheated = 7.364 + (0.002244
1

K
) · Tsample ± 0.313 mL (A.8)

where Tsample is the temperature measured in kelvin by the thermal resistor
that is coupled to the sample-holder. It was also shown that this relation
yield acceptable results on the C-side Sieverts apparatus with the sample-
holder labelled #10B. This enable the determination of the heated fractions
x and xj for different volumes Vi and Vj where Vi can be either the small vol-
ume Vsmall or the large volume Vlarge while Vj is the sample-holder volume.
There is however still another obstacle that must be worked around before
we can apply these equations since final pressure P is needed for computing
the compressibility factors Z ′i = Z(P, T ′i ), Z

′
j = Z(P, T ′j), Z+ = Z(P, Tb)

and Z− = Z(P, Ta) that are contained in the expressions A.3 and A.4. The
best way to work around this is to perform an iteration of J steps starting
from the assumption that P → P̃1 = Pi in the compressibility factors and
with application of the final expressions for calculating the pressures P de-
termining more and more accurate values for the final pressures {P̃α}Jα=1

to compute more and more accurate values for the compressibility factors
Z̃ ′i = Z(P̃α, T

′
i ), Z̃

′
j = Z(P̃α, T

′
j), Z̃+ = Z(P̃α, Tb) and Z̃− = Z(P̃α, Ta).

With the implementation of such an iteration procedure the proposed set
of equations A.3 and A.4 have been thoroughly tested and the calibration
document [64] show that the results can be considered as satisfactory.

A.2 Sorption at ambient temperatures

Let us consider the situation where two volumes Vi and V ′j are filled with H2-
gas to respective pressures of Pi and Pj and placed within a large isothermal
reservoir of temperature TRT . We assume that a sample occupies the volume
Vsample within the volume V ′j so that Vj = V ′j − Vsample. A typical measure-

ment consist of a series of N + 1 data-points {k}Nk=0 that are collected at
time intervals ∆t = 30 s. A H2-gas pressure Pj is initially established inside
the sample-holder volume Vj . The volume Vi is on the other hand filled
with H2-gas to a pressure Pi and the two volumes are separated by a closed
valve. When the valve is opened the gas will flow towards the sample that
will sorb some of the H2 molecules if it is activated. The pressure that would
establish itself within the combined volume Vi + Vj − Vsample in the absence
of any sorbing sample can in turn be predicted from equation A.3. Let us
therefore determine the sorbed amount of moles of hydrogen by the sample
nk, iso after k data-points has been collected. If the molar amount of H2
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molecules present within the system before the valve is opened is n0 and the
amount of moles present when the k’th data-point is collected is nk we have
that the absorbed molar amount of hydrogen by the sample nk, iso is given
as

nk, iso = 2(n0 − nk)

= 2

(
P calc0 Vi

Zcalci, 0 RTi,0
+

P calc0 Vj

Zcalcj,0 RTj,0
−

Pmeask Vi
Zmeasi,k RTi,k

−
Pmeask Vj

Zmeasj,k RTj,k

)
(A.9)

where the pre-factor 2 is introduced to account for the fact that there are two
hydrogen atoms in a H2 molecule and we in the second step have utilized the
ideal gas law 3.22. It should be noted that P calc0 is the calculated pressure
given by equation A.3, Pmeask is the measured pressure at data-point k,
Ti,k is the temperature measured by the thermistor within the manifold at
data-point k, Tj,k is the temperature measured by the thermistor coupled
to the sample-holder at data-point k, R is the universal gas constant and
Zcalci,0 = Z(P calc0 , Ti,0), Z

calc
j,0 = Z(P calc0 , Tj,0), Z

meas
i,k = Z(Pmeask , Ti,k) and

Zmeasj,k = Z(Pmeask , Tj,k) are the associated compressibility factors.

Error analysis

Under the assumption that all the measurement errors are independent
and randomly distributed the uncertainty in the absorbed amount of moles
δnabs,iso is given by

δnabs,iso =

[(
∂nabs,iso
∂P calc

δP calc
)2

+

(
∂nabs,iso
∂Pmeas

δP

)2

+

(
∂nabs,iso
∂Ti

δT

)2

+

(
∂nabs,iso
∂Tj

δT

)2

+

(
∂nabs,iso

∂Zcalci

δZ

)2

+

(
∂nabs,iso

∂Zcalcj

δZ

)2

+

(
∂nabs,iso
∂Zmeasi

δZ

)2

+

(
∂nabs,iso
∂Zmeasj

δZ

)2

+

(
∂nabs,iso
∂Vi

δVi

)2

+

(
∂nabs,iso
∂Vj

δVj

)2
] 1

2

(A.10)

where the uncertainties δP , δT and δZ are given by relations 3.4, 3.5 and
3.25 respectively, while the uncertainty in the pressure δP calc is determined
as in the calibration document [64] and the derivatives are given as
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∂nabs,iso
∂P calc

=
2

R

[
Vi

Zcalci Ti
+

Vj

Zcalcj Tj

]
(A.11)

∂nabs,iso
∂Pmeas

= − 2

R

[
Vi

Zmeasi Ti
+

Vj
Zmeasj Tj

]
(A.12)

∂nabs,iso
∂Ti

=
2Vi
RT 2

i

[
Pmeas

Zmeasi

− P calc

Zcalci

]
(A.13)

∂nabs,iso
∂Tj

=
2Vj
RT 2

j

[
Pmeas

Zmeasj

− P calc

Zcalcj

]
(A.14)

∂nabs,iso

∂Zcalci

= −2
P calcVi

(Zcalci )2RTi
(A.15)

∂nabs,iso

∂Zcalcj

= −2
P calcVj

(Zcalcj )2RTj
(A.16)

∂nabs,iso
∂Zmeasi

= 2
PmeasVi

(Zmeasi )2RTi
(A.17)

∂nabs,iso
∂Zmeasj

= 2
PmeasVj

(Zmeasj )2RTj
(A.18)

∂nabs,iso
∂Vi

=
2

R

[
P calc

Zcalci Ti
− Pmeas

Zmeasi Ti

]
(A.19)

∂nabs,iso
∂Vj

=
2

R

[
P calc

Zcalcj Tj
− Pmeas

Zmeasj Tj

]
(A.20)

The volumetric uncertainties δVi and δVj will depend on whether the large
or the small volume is applied. In any case the respective uncertainties are
taken from table 3.1 and the combined uncertainty is determined as

δV =

[
N∑
k=1

{
(δVk)

2
}] 1

2

(A.21)

where the sum is over all contributing volumes. It is finally noted as an
experimental curiosity that it is the pressure terms A.11 and A.12 that yield
the dominant contribution to the final uncertainty δnabs,iso in the current
configuration of the Sieverts apparatuses.
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A.3 Sorption at elevated temperatures

Let us next consider the situation where two volumes Vi and V ′j are filled with
H2-gas to respective pressures of Pi and Pj . The volume Vj is furthermore
partially immersed into a thermal reservoir at an elevated temperature T >
TRT while the rest of the system is placed inside a large isothermal reservoir
of ambient temperature TRT . We assume that a sample occupies the volume
Vsample within the volume V ′j so that Vj = V ′j−Vsample. The two volumes are
initially separated by a closed valve. When the valve is opened the gas will
flow inside the system to establish a new thermodynamic equilibrium and
in this process the sample will sorb some H2-molecules. The pressure that
would establish itself within the combined volume Vi + Vj − Vsample in the
absence of any -sorbing sample can in turn be predicted from equation A.4.
Let us therefore determine the sorbed amount of moles of hydrogen by the
sample nk, heated after k data-points has been collected. If the molar amount
of H2 molecules present within the system before the valve is opened is n0
and the amount of moles present when the k’th data-point is collected is nk
we have that the sorbed molar amount of hydrogen by the sample nk, heated
is given as

nk, heated = 2(n0 − nk)
= 2(n0,+ + n0,− − nk,+ − n0,−)

= 2

(
P calc0

Zcalc− RTa
(1− x)(Vi + Vj − Vsample) +

P calc0

Zcalc+ RTb
x(Vi + Vj − Vsample)

−
Pmeask

Zmeas− RTa
(1− x)(Vi + Vj − Vsample)−

Pmeask

Zmeas+ RTb
x(Vi + Vj − Vsample)

)
(A.22)

where we the pre-factor 2 is a manifestation of the fact that there are two
hydrogen atoms in a H2-molecule, in the second step have expanded the
initial amount of moles n0 into the amount of moles present in the hot
thermal reservoir n0,+ and cool thermal reservoir n0,− respectively and ditto
for the k’th measurement before we in the final step have utilized the ideal
gas law 3.22. If the relation is massaged somewhat further we wind up at
the final result given by

nk, heated =
2

RTa

[
ΩcalcP calc0 − ΩmeasPmeas0

]
(Vi + Vj − Vsample) (A.23)
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where we have introduced the dimensionless parameter Ωlabel given by

Ωlabel =
1

Z label−

(
1− x

(
1−

Z label− Ta

Z label+ Tb

))
(A.24)

where label is either meas or calc and P calc0 is the calculated pressure given
by equation A.4, Pmeask is the measured pressure in measurement k, Ta is
the temperature measured by the thermistor within the manifold in mea-
surement k, Tb is the temperature measured by the thermistor coupled
to the sample-holder in measurement k, R is the universal gas constant
and Zcalc− = Z(P calc0 , Ta), Z

calc
+ = Z(P calc0 , Tb), Z

meas
− = Z(Pmeask , Ta) and

Zmeas+ = Z(Pmeask , Tb) are the associated compressibility factors. The effec-
tive heated fraction of the volume x is finally given by equation A.6 with
application of relation A.8.

Error analysis

Under the assumption that all the measurement errors are independent
and randomly distributed the uncertainty in the absorbed amount of moles
δnabs,heated is given by

δnabs,iso =

[(
∂nabs,heated
∂P calc

δP calc
)2

+

(
∂nabs,heated
∂Pmeas

δP

)2

+

(
∂nabs,heated

∂x
δx

)2

+

(
∂nabs,heated

∂Ta
δT

)2

+

(
∂nabs,heated

∂T calcb

δT

)2

+

(
∂nabs,heated

∂Zcalc−
δZ

)2

+

(
∂nabs,heated

∂Zcalc+

δZ

)2

+

(
∂nabs,heated
∂Zmeas−

δZ

)2

+

(
∂nabs,heated
∂Zmeas+

δZ

)2

+

(
∂nabs,heated

∂Vi
δVi

)2

+

(
∂nabs,heated

∂Vj
δVj

)2
] 1

2

(A.25)

where the uncertainties δP , δT and δZ are given by relations 3.4, 3.5 and
3.25 respectively, while the uncertainty in the pressure δP calc is determined
as in the calibration document [64]. The derivatives are given as

∂nabs,heated
∂P calc

=
2(Vi + Vj)

R

[
(1− x)

Zcalc− Ta
+

x

Zcalc+ Tb

]
(A.26)

∂nabs,heated
∂Pmeas

= −2(Vi + Vj)

R

[
(1− x)

Zmeas− Ta
+

x

Zmeas+ Tb

]
(A.27)
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∂nabs,heated
∂x

=
2(Vi + Vj

R
)

[
P calc

Zcalc+ Tb
− P calc

Zcalc− Ta
+

Pmeas

Zmeas− Ta
− Pmeas

Zmeas+ Tb

]
(A.28)

∂nabs,heated
∂Ta

=
2(1− x)(Vi + Vj)

RT 2
a

[
Pmeas

Zmeas−
− P calc

Zcalc−

]
(A.29)

∂nabs,heated
∂Tb

=
2x(Vi + Vj)

RT 2
b

[
Pmeas

Zmeas+

− P calc

Zcalc+

]
(A.30)

∂nabs,heated

∂Zcalc−
= −2

(1− x)P calc(Vi + Vj)

(Zcalc− )2RTa
(A.31)

∂nabs,heated

∂Zcalc+

= −2
xP calc(Vi + Vj)

(Zcalc+ )2RTb
(A.32)

∂nabs,heated
∂Zmeas−

= 2
(1− x)Pmeas(Vi + Vj)

(Zmeas− )2RTa
(A.33)

∂nabs,heated
∂Zmeas+

= 2
xPmeas(Vi + Vj)

(Zmeas+ )2RTb
(A.34)

∂nabs,heated
∂Vi

=
2

R

[
(1− x)P calc

Zcalc− Ta
+
xP calc

Zcalc+ Tb
− (1− x)Pmeas

Zmeas− Ta
− xPmeas

Zmeas+ Tb

]
(A.35)

∂nabs,heated
∂Vj

=
∂nabs,heated

∂Vi
(A.36)

The volumetric uncertainties δVi and δVj will depend on whether the large
or the small volume is applied. In any case the respective uncertainties are
taken from table 3.1 and the combined uncertainty is determined as

δV =

[
N∑
k=1

{
(δVk)

2
}] 1

2

(A.37)

where the sum is over all contributing volumes. As for the isothermal case it
is the pressure terms A.26 and A.27 that yield the dominant contribution to
the final uncertainty δnabs,heated in the current configuration of the Sieverts
apparatuses.



148APPENDIX A. SORPTION EXPERIMENTS IN THE SIEVERTS APPARATUS

A.4 The molar hydrogen-to-metal ratio

Often the property we are after is the molar hydrogen-to-metal ratio x of
the hydride MHx which is given as

x =
nH
nM

(A.38)

where nH is the absorbed amount of moles by the nM moles of metal M.
After N consecutive measurements the total amount of moles that has been
absorbed by the sample nH is given by

nH =
N∑
k=1

{nk} (A.39)

where nk is given by equation A.9 or A.23 depending on whether the sample
is at ambient or elevated temperatures.

Error analysis

Once again we place the assumption on the system that the measurement
uncertainties are independent and randomly distributed so that the uncer-
tainty δx is given by

δx =

[(
∂x

∂nH
δnH

)2

+

(
∂x

∂nM
δnM

)2
] 1

2

(A.40)

with

δnH =

[
N∑
k=1

{(
∂nH
∂nk

δnk

)2
}] 1

2

=

[
N∑
k=1

{
(δnk)

2
}] 1

2

(A.41)

and

δnM =

[(
∂nM
∂m

δm

)2

+

(
∂nM
∂M

δM

)2
] 1

2

(A.42)
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where nk is the amount of moles of hydrogen absorbed by the sample during
measurement k, nH is the total amount of moles of hydrogen absorbed by the
sample, nM is the number of moles of the sorbing metal having mass m and
molar mass M . It is finally often assumed that the uncertainty in the molar
mass δM = 0 so that the uncertainty in the stoichiometric concentration of
hydrogen in the sample δx is finally given by

δx =
1

nM

[
N∑
k=1

{δnk}+
x2

M2
δm2

] 1
2

(A.43)

A.5 The weight percentage of hydrogen

Similarly we would like to determined the mass percentage of hydrogen
present in our hydride η. In this respect we know that

η =
mH

mH +mM
· 100%

=
nHMH

nHMH + nMMM
· 100%

η =
xMH

xMH +MM
· 100% (A.44)

where we in the first step have utilized equation 3.7 and in the second have
simplified the result somewhat with mH as the mass of hydrogen, mM as
the mass of sorbing metal, MH as the molar mass of hydrogen, MM as the
molar mass of the sorbing metal and x as the stoichiometric coefficient of
hydrogen in the hydride MHx.

Error analysis

Under the assumption that all the measurement errors are independent and
randomly distributed the uncertainty in the mass percentage of hydrogen η
is given by
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δη =

[(
∂η

∂x
δx

)2

+

(
∂η

∂MH
δMH

)2

+

(
∂η

∂MM
δMM

)2
] 1

2

=
∂η

∂x
δx

δη =

(
MH

xMH +MM

[
1− xMH

xMH +MM

]
δx

)
· 100% (A.45)

where we in the first step have assumed that δMH = δMM = 0 and in the
second step have performed the differentiation ∂η

∂x .



Appendix B

Calibration of the BM01A
beamline blower

This appendix present the calibrations that was performed for the blower
at the Swiss-Norwegian Beamline. Three different substances were in either
case heated. The melting-points were used for the calibration. A total of
three calibrations was eventually conducted due to different reasons.
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Figure B.1: Calibration curve for the blower at the Swiss-Norwegian Beamline.
The real temperature Tr is given by the line of regression from the measured tem-
perature Tm.
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Figure B.2: Calibration curve for the blower at the Swiss-Norwegian Beamline.
The real temperature Tr is given by the line of regression from the measured tem-
perature Tm.
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Figure B.3: Calibration curve for the blower at the Swiss-Norwegian Beamline.
The real temperature Tr is given by the line of regression from the measured tem-
perature Tm.



Appendix C

Sample preparation tables

This appendix present the sample preparation tables.

Table C.1: The masses of the different elements that were determined with
the Sartorius ED124S balance inside the glove-box for the different samples
(Ti0.70V0.30)1-zFez. The change in sample mass throughout the sample prepara-
tion ∆m = mtot−m′tot where mtot is the total mass measured in the glove-box and
m′tot is the total mass measured by the Mettler PM460 DeltaRange balance in the
laboratory is also shown.

Sample mTi [g] mV [g] mFe [g] mtot [g] ∆m [g]

Ti0.70V0.30 1.4630 0.6675 - 2.1305 0.0085
±0.0001 ±0.0003 - ±0.0003 -

(Ti0.70V0.30)0.97Fe0.03 1.3849 0.6313 0.07130 2.0875 0.0235
±0.0001 ±0.0003 ±0.0027 ±0.0027 -

(Ti0.70V0.30)0.94Fe0.06 1.503 0.6851 0.1600 2.3481 0.0081
±0.0001 ±0.0003 ±0.0012 ±0.0012 -

(Ti0.70V0.30)0.90Fe0.10 1.3466 0.6141 0.2494 2.2101 0.0291
±0.0001 ±0.0003 ±0.0008 ±0.0009 -

(Ti0.70V0.30)0.80Fe0.20 1.1401 0.5198 0.4750 2.1349 0.0329
±0.0002 ±0.0004 ±0.0004 ±0.0006 -

(Ti0.70V0.30)0.70Fe0.30 1.063 0.4848 0.7594 2.3072 0.0362
±0.0002 ±0.0004 ±0.0003 ±0.0005 -
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Table C.2: The moles of the different elements that were determined through equa-
tion 3.7 from the masses in table C.1 for the different samples of (Ti0.70V0.30)1-zFez.

Sample nTi [mmol] nV [mmol] nFe [mmol]

Ti0.70V0.30 30.575 13.104 -
± 0.003 ± 0.006 -

(Ti0.70V0.30)0.97Fe0.03 28.924 12.393 1.28
± 0.003 ± 0.006 ± 0.05

(Ti0.70V0.30)0.94Fe0.06 31.391 13.449 2.69
± 0.003 ± 0.006 ± 0.02

(Ti0.70V0.30)0.90Fe0.10 28.124 12.055 4.466
± 0.003 ± 0.006 ± 0.014

(Ti0.70V0.30)0.80Fe0.20 23.812 10.204 8.505
± 0.004 ± 0.008 ± 0.007

(Ti0.70V0.30)0.70Fe0.30 22.201 9.517 13.600
± 0.004 ± 0.008 ± 0.005

Table C.3: The masses of the different elements that were determined with the
Mettler Toledo AG204 DeltaRange balance inside the glove-box for the different
batches of Zr7Ni10. The change in sample mass throughout the sample preparation
∆m = mTOT − m′TOT where mTOT is the total mass measured in the glove-box
and m′TOT is the total mass measured by the Mettler PM460 DeltaRange balance
in the laboratory is also shown.

Batch mZr [g] mNi [g] mTOT [g] ∆m [g]

#1 0.1307 0.1199 0.251 0.0226
±0.0015 ±0.0016 ±0.002 -

#2 0.1304 0.1197 0.250 0.0271
±0.0015 ±0.0016 ±0.002 -

#3 0.1304 0.1196 0.250 -
±0.0015 ±0.0016 ±0.002 -

#4 0.1305 0.1197 0.250 -0.0162
±0.0015 ±0.0016 ±0.002 -
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Table C.4: The moles of the different elements that were determined through
equation 3.7 from the masses in table C.3 for the different batches of (ZrwNi)10.
The corresponding stoichiometric coefficient w = nZr

nNi
were also determined from

the data.

Batch nZr [mmol] nNi [mmol]

#1 1.433 2.04
± 0.016 ± 0.03

#2 1.430 2.04
± 0.016 ± 0.03

#3 1.430 2.04
± 0.016 ± 0.03

#4 1.431 2.04
± 0.016 ± 0.03
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Table C.5: The masses of the samples ms and Zr7Ni10 catalysts mc that were mea-
sured with the Sartorius ED124S balance inside the glove-box before ball-milling.
The change in sample mass throughout the milling ∆m = mtot −m′tot where mtot

is the total mass measured before milling and m′tot is the total mass measured after
the milling is also shown.

Sample msample [g] mc [g] mtot [g] mc
mtot

[∅] ∆m [g]

Ti0.70V0.30 0.082 0.004 0.087 0.0496 -0.008
± 0.002 ± 0.04 ± 0.002 ± ±0.003

(Ti0.70V0.30)0.97Fe0.03 0.078 0.0041 0.082 0.0501 -0.009
±0.002 ± 0.05 ±0.002 ± ±0.003

(Ti0.70V0.30)0.94Fe0.06 0.212 0.011 0.223 0.0503 -0.0067
± 0.001 ± 0.017 ± 0.0010 ± ±0.0013

(Ti0.70V0.30)0.90Fe0.10 0.040 0.0021 0.043 0.0494 -0.004
± 0.005 ± 0.09 ± 0.005 ± ±0.007

(Ti0.70V0.30)0.80Fe0.20 0.041 0.0022 0.043 0.0509 -0.007
± 0.005 ± 0.09 ± 0.005 ± ±0.007

(Ti0.70V0.30)0.70Fe0.30 0.044 0.0022 0.047 0.0471 -0.021
± 0.004 ± 0.09 ± 0.004 ± ±0.006

Ti0.70V0.30Hx 0.1471 0.0077 0.1548 0.0497 -0.002
± 0.0013 ± 0.03 ± 0.0012 ± ±0.012

(Ti0.70V0.30)0.97Fe0.03Hx 0.1520 0.008 0.1600 0.0500 -
± 0.0013 ± 0.02 ± 0.0012 ± -

(Ti0.70V0.30)0.94Fe0.06Hx 0.1129 0.006 0.1188 0.0505 -0.004
± 0.0017 ± 0.03 ± 0.0016 ± ±0.002

(Ti0.70V0.30)0.90Fe0.10Hx 0.1133 0.006 0.1193 0.0503 -0.003
± 0.0017 ± 0.03 ± 0.0016 ± ±0.002

(Ti0.70V0.30)0.80Fe0.20Hx 0.093 0.0049 0.098 0.0500 -0.009
± 0.002 ± 0.04 ± 0.002 ± ±0.003

(Ti0.70V0.30)0.70Fe0.30Hx 0.1236 0.0066 0.1301 0.0507 -0.006
± 0.0015 ± 0.03 ± 0.0015 ± ±0.002



Appendix D

Rietveld refinements

This appendix present the Rietveld refinements that has been conducted
throughout this thesis.

D.1 Lab PXD patterns of the alloys
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Table D.1: The fitted parameters from GSAS for the Ti0.70V0.30 XRD pattern
that was measured on the Bruker AXS D8 Advance diffractometer at IFE. The
unweighted profile factor was determined to Rp = 0.0162 while the weighted profile
factor was Rwp = 0.0264. The goodness-of-fit was similarly determined to χ2 =
6.858. The scale factor was found to be S=821980. Zero-offset 0.0420263◦. Shifted
Chebyschev with 16 parameters background. Absorption: 11.432.

Phase BCC HCP
Srel [∅] 1.0 0.37440

wt.% [∅] 0.73 0.27
±0.01 ±0.02

a [Å] 3.1794 2.9576
±0.0003 ±0.0003

b [Å] 3.1794 2.9576
±0.0003 ±0.0003

c [Å] 3.1794 4.7368
±0.0003 ±0.0006

V [Å3] 32.14 35.88
±0.01 ±0.01

α [deg] 90 90
β [deg] 90 90
γ [deg] 90 120
GU [∅] 4328.44 3431.97
GV [∅] -3592.76 -2856.98
GW [∅] 920.524 596.958
LX [∅] 0 0
LY [∅] 0 0
UISO 0.07672 0.05389
Atom Ti V Ti V
x 0 0 1

3
1
3

y 0 0 2
3

2
3

z 0 0 1
4

1
4
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Table D.2: The fitted parameters from GSAS for the (Ti0.70V0.30)0.97Fe0.03 XRD
pattern that was measured on the Bruker AXS D8 Advance diffractometer at IFE.
The unweighted profile factor was determined to Rp = 0.0167 while the weighted
profile factor was Rwp = 0.0277. The goodness-of-fit was similarly determined to
χ2 = 10.39. The scale factor was found to be S=1434800. Zero-offset 0.0342144◦.
Shifted Chebyschev with 16 parameters background. Absorption: 16.892.

Phase BCC HCP
Srel [∅] 1.0 0.13071

wt.% [∅] 0.88 0.12
±0.01 ±0.01

a [Å] 3.1710 2.9577
±0.0003 ±0.0005

b [Å] 3.1710 2.9577
±0.0003 ±0.0005

c [Å] 3.1710 4.7372
±0.0003 ±0.0012

V [Å3] 31.884 35.890
±0.007 ±0.011

α [deg] 90 90
β [deg] 90 90
γ [deg] 90 120
GU [∅] 3274.76 3203.61
GV [∅] -2450.74 -3331.26
GW [∅] 709.799 906.003
LX [∅] 0 0
LY [∅] 0 0
UISO 0.05751 0.01944
Atom Ti V Ti V
x 0 0 1

3
1
3

y 0 0 2
3

2
3

z 0 0 1
4

1
4
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Table D.3: The fitted parameters from GSAS for the (Ti0.70V0.30)0.94Fe0.06 XRD
pattern that was measured on the Bruker AXS D8 Advance diffractometer at IFE.
The unweighted profile factor was determined to Rp = 0.0183 while the weighted
profile factor was Rwp = 0.0294. The goodness-of-fit was similarly determined to
χ2 = 4.674. The scale factor was found to be S=541570. Zero-offset 0.0334392◦.
Shifted Chebyschev with 16 parameters background. Absorption: 17.4565.

Phase BCC HCP
Srel [∅] 1.0 0.12594

wt.% [∅] 0.89 0.11
±0.01 ±0.01

a [Å] 3.1571 2.9616
±0.0003 ±0.0006

b [Å] 3.1571 2.9616
±0.0003 ±0.0006

c [Å] 3.1571 4.7444
±0.0003 ±0.0016

V [Å3] 31.468 36.039
±0.009 ±0.013

α [deg] 90 90
β [deg] 90 90
γ [deg] 90 120
GU [∅] 4328.54 3869.95
GV [∅] -3959.65 -3533.2
GW [∅] 943.727 823.132
LX [∅] 0 0
LY [∅] 0 0
UISO 0.06553 0.03824
Atom Ti V Ti V
x 0 0 1

3
1
3

y 0 0 2
3

2
3

z 0 0 1
4

1
4
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Table D.4: The fitted parameters from GSAS for the (Ti0.70V0.30)0.90Fe0.10 XRD
pattern that was measured on the Bruker AXS D8 Advance diffractometer at IFE.
The unweighted profile factor was determined to Rp = 0.0177 while the weighted
profile factor was Rwp = 0.0286. The goodness-of-fit was similarly determined to
χ2 = 5.700. The scale factor was found to be S=612090. Zero-offset 0.0325081◦.
Shifted Chebyschev with 16 parameters background. Absorption: 18.216.

Phase BCC HCP
Srel [∅] 1.0 0.10220

wt.% [∅] 0.91 0.09
±0.01 ±0.01

a [Å] 3.1364 2.9632
±0.0005 ±0.0008

b [Å] 3.1364 2.9632
±0.0005 ±0.0008

c [Å] 3.1364 4.748
±0.0005 ±0.003

V [Å3] 30.853 36.102
±0.013 ±0.020

α [deg] 90 90
β [deg] 90 90
γ [deg] 90 120
GU [∅] 9999.94 11471.5
GV [∅] -9188.59 -10060.1
GW [∅] 2176.9 2249.18
LX [∅] 0 0
LY [∅] 0 0
UISO 0.05831 0.00546
Atom Ti V Ti V
x 0 0 1

3
1
3

y 0 0 2
3

2
3

z 0 0 1
4

1
4
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Table D.5: The fitted parameters from GSAS for the (Ti0.70V0.30)0.70Fe0.30 XRD
pattern that was measured on the Bruker AXS D8 Advance diffractometer at IFE.
The unweighted profile factor was determined to Rp = 0.0094 while the weighted
profile factors was Rwp = 0.0124. The goodness-of-fit was similarly determined to
χ2 = 2.407. The scale factor was determined to S = 450610. Zero offset 0.0250299◦.
Shifted Chebyschev with 16 parameters for background.

Phase BCC Laves C14 FCC
Srel [∅] 1.0 0.13972 0.013835

wt.% [∅] 0.392 0.336 0.272
±0.001 ±0.003 ±0.003

a [Å] 3.0710 4.9297 11.2571
±0.0001 ±0.0002 ±0.0003

b [Å] 3.0710 4.9297 11.2571
±0.00008 ±0.0002 ±0.0003

c [Å] 3.0710 8.0117 11.2571
±0.00008 ±0.000 ±0.0003

α [deg] 90 90 90
β [deg] 90 90 90
γ [deg] 90 120 90
V [Å3] 28.962 168.618 1426.508

±0.003 ±0.017 ±0.106
GU [∅] 5749.67 0 86.684
GV [∅] -5094.52 272.47 -28.4592
GW [∅] 1347.2 -76.5049 1.82234
LX [∅] 0 0 0
LY [∅] 0 0 0
UISO 0.04945 0.05700 0.05195
Atom Ti V Fe Ti V Fe V Fe V Ti Fe Ti O
x 0 0 0 1

3
1
3 0 0 83

100
83
100

47
50

293
1000

1
2 0

y 0 0 0 2
3

2
3 0 0 33

50
33
50

1
8

293
1000

1
2 0

z 0 0 0 63
1000

63
1000 0 0 1

4
1
4

1
8

293
1000

1
2 0
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D.2 Lab PXD patterns of hydrides

Table D.6: The fitted parameters from GSAS for the XRD pattern of
Ti0.70V0.30Hx that was measured on the Bruker AXS D8 Advance diffractome-
ter at IFE. The unweighted profile factor was determined to Rp = 0.0160 while
the weighted profile factor was Rwp = 0.0213. The goodness-of-fit was similarly
determined to χ2 = 5.486. The scale factor was found to be S=505940. Zero-
offset 0.1690750◦. Shifted Chebyschev with 8 parameters background. Absorption:
11.406.

Phase FCC
Srel [∅] 1.0

wt.% [∅] 1.0
-

a [Å] 4.4032
±0.0014

b [Å] 4.4032
±0.0014

c [Å] 4.4032
±0.0014

V [Å3] 85.369
±0.079

α [deg] 90
β [deg] 90
γ [deg] 90
GU [∅] 0
GV [∅] 6622.08
GW [∅] -1592.96
LX [∅] 0
LY [∅] 195.387
UISO 0.02942
Atom Ti V H
x 0 0 1

4
y 0 0 1

4
z 0 0 1

4
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D.3 Lab PXD patterns of catalysts

Table D.7: The fitted parameters from GSAS for the XRD pattern of the first
prepared batch of Zr7Ni10 that was measured on the Bruker AXS D8 Advance
diffractometer at IFE. The unweighted profile factor was determined to Rp = 0.0344
while the weighted profile factor was Rwp = 0.0439. The goodness-of-fit was sim-
ilarly determined to χ2 = 19.11. The scale factor was found to be S=26866.
Zero-offset 0.0402658◦. Shifted Chebyschev with 16 parameters background. Ab-
sorption: 11.406.

Phase Orthorombic
Srel [∅] 1.0

wt.% [∅] 1.0
-

a [Å] 12.356
±0.004

b [Å] 9.171
±0.005

c [Å] 9.201
±0.004

V [Å3] 1042.517
±0.817

α [deg] 90
β [deg] 90
γ [deg] 90
GU [∅] 14223.4
GV [∅] -10324.1
GW [∅] 2559.04
LX [∅] 0
LY [∅] 0
UISO 0.03325
Atom Ni Ni Ni Zr Zr Zr Zr
x 0.144380 0.355070 0 0 0.2500 0.306340 0
y 0.011150 0.291570 0.107550 0.312190 0.254660 0 0
z 0.208220 0.008330 0.394230 0.188470 0.2500 0 0
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Table D.8: The fitted parameters from GSAS for the XRD pattern of the sec-
ond prepared batch of Zr7Ni10 that was measured on the Bruker AXS D8 Advance
diffractometer at IFE. The unweighted profile factor was determined to Rp = 0.0485
while the weighted profile factor was Rwp = 0.0653. The goodness-of-fit was sim-
ilarly determined to χ2 = 23.67. The scale factor was found to be S=14457.
Zero-offset 0.0497335◦. Shifted Chebyschev with 16 parameters background. Ab-
sorption: 11.406.

Phase Orthorombic
Srel [∅] 1.0

wt.% [∅] 1.0
-

a [Å] 12.360
±0.005

b [Å] 9.161
±0.004

c [Å] 9.206
±0.004

V [Å3] 1042.462
±1.023

α [deg] 90
β [deg] 90
γ [deg] 90
GU [∅] 11820.7
GV [∅] -9282.39
GW [∅] 2228.26
LX [∅] 0
LY [∅] 0
UISO 0.04183
Atom Ni Ni Ni Zr Zr Zr Zr
x 0.144380 0.355070 0 0 0.2500 0.306340 0
y 0.011150 0.291570 0.107550 0.312190 0.254660 0 0
z 0.208220 0.008330 0.394230 0.188470 0.2500 0 0
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Table D.9: The fitted parameters from GSAS for the XRD pattern of the sec-
ond prepared batch of Zr7Ni10 that was measured on the Bruker AXS D8 Advance
diffractometer at IFE. The unweighted profile factor was determined to Rp = 0.0398
while the weighted profile factor was Rwp = 0.0523. The goodness-of-fit was sim-
ilarly determined to χ2 = 5.382. The scale factor was found to be S = 7397.8.
Zero-offset 0.0684766◦. Shifted Chebyschev with 8 parameters background. Ab-
sorption: 11.406.

Phase Orthorombic
Srel [∅] 1.0

wt.% [∅] 1.0
-

a [Å] 12.3670
±0.0016

b [Å] 9.1756
±0.0014

c [Å] 9.2063
±0.0014

V [Å3] 1044.686
±0.263

α [deg] 90
β [deg] 90
γ [deg] 90
GU [∅] 1872.09
GV [∅] -1752.82
GW [∅] 376.939
LX [∅] 30.9141
LY [∅] 0
UISO 0.05464
Atom Ni Ni Ni Zr Zr Zr Zr
x 0.144380 0.355070 0 0 0.2500 0.306340 0
y 0.011150 0.291570 0.107550 0.312190 0.254660 0 0
z 0.208220 0.008330 0.394230 0.188470 0.2500 0 0
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D.4 SR-PXD patterns of absorption experiment

Table D.10: The fitted parameters from GSAS for the
(Ti0.70V0.30)0.90Fe0.10+5wt.% Zr7Ni10 that was measured during the absorp-
tion experiment shown in figure 4.16. The unweighted profile factor was
determined to Rp = 0.0622 while the weighted profile factor was Rwp = 0.0913.
The goodness-of-fit was similarly determined to χ2 = 1287000. The scale factor
was found to be S=149930. Zero-offset -0.0161493◦. User defined background with
16 parameters background. Absorption: 3.0977.

Phase BCC HCP
Srel [∅] 1.0 0.082623

wt.% [∅] 0.924 0.076
±0.001 ±0.002

a [Å] 3.13588 2.9597
±0.00007 ±0.0003

b [Å] 3.13588 2.9597
±0.00007 ±0.0003

c [Å] 3.13588 4.742
±0.00007 ±0.001

V [Å3] 30.837 35.971
±0.002 ±0.008

α [deg] 90 90
β [deg] 90 90
γ [deg] 90 120
GU [∅] 0 0
GV [∅] 242.965 85.4945
GW [∅] -19.9898 5.0465
LX [∅] 0 0
LY [∅] 32.7734 37.612
UISO 0.02306 0.01644
Atom Ti V Ti V
x 0 0 1

3
1
3

y 0 0 2
3

2
3

z 0 0 1
4

1
4
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Table D.11: The fitted parameters from GSAS for the
(Ti0.70V0.30)0.90Fe0.10+5wt.% Zr7Ni10 that was measured during the absorp-
tion experiment shown in figure 4.16. The unweighted profile factor was
determined to Rp = 0.0776 while the weighted profile factor was Rwp = 0.1176.
The goodness-of-fit was similarly determined to χ2 = 1896000. The scale factor
was found to be S=129960. Zero-offset -0.071001◦. User defined background with
16 parameters background. Absorption: 3.0977.

Phase BCC HCP FCC
Srel [∅] 1.0 0.12622 0.0071686

wt.% [∅] 0.876 0.111 0.013075
±0.001 ±0.004 ±0.002

a [Å] 3.1437 2.9676 4.220
±0.0003 ±0.0005 ±0.005

b [Å] 3.1437 2.9676 4.220
±0.0003 ±0.0005 ±0.005

c [Å] 3.1437 4.7526 4.220
±0.0003 ±0.0015 ±0.005

α [deg] 90 90 90
β [deg] 90 90 90
γ [deg] 90 120 90
V [Å3] 31.068 36.248 75.166

±0.008 ±0.013 ±0.249
GU [∅] 0 0 0
GV [∅] 437.354 197.706 4143.94
GW [∅] -27.7729 30.77 -508.42
LX [∅] 0 0 0
LY [∅] 0 0 0
UISO 0.03563 0.04528 0.02500
Atom Ti V Fe Ti V Fe Ti V Fe H
x 0 0 0 1

3
1
3

1
3 0 0 0 1

4
y 0 0 0 2

3
2
3

2
3 0 0 0 1

4
z 0 0 0 1

4
1
4

1
4 0 0 0 1

4
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Table D.12: The fitted parameters from GSAS for the
(Ti0.70V0.30)0.90Fe0.10+5wt.% Zr7Ni10 that was measured during the absorp-
tion experiment shown in figure 4.16. The unweighted profile factor was
determined to Rp = 0.0621 while the weighted profile factor was Rwp = 0.0973.
The goodness-of-fit was similarly determined to χ2 = 1193000. The scale factor
was found to be S=165830. Zero-offset -0.0036067◦. User defined background with
16 parameters background. Absorption: 3.0977.

Phase BCC HCP BCC #2 FCC
Srel [∅] 1.0 0.11157 0.048436 0.018462

wt.% [∅] 0.830 0.093 0.045 0.032
±0.001 ±0.004 ±0.002 ±0.002

a [Å] 3.1552 2.9838 3.2973 4.203
±0.0004 ±0.0011 ±0.0015 ±0.004

b [Å] 3.1552 2.9838 3.2973 4.203
±0.0004 ±0.0011 ±0.0015 ±0.004

c [Å] 3.1552 4.7666 3.2973 4.203
±0.0004 ±0.0031 ±0.0015 ±0.004

α [deg] 90 90 90 90
β [deg] 90 90 90 90
γ [deg] 90 120 90 90
V [Å3] 31.409 36.752 35.849 75.166

±0.012 ±0.021 ±0.050 ±0.249
GU [∅] 3842.25 65736.7 0 0
GV [∅] -1328.68 -24209.9 9388.02 227.218
GW [∅] 132.023 2260.46 -1164.66 -126.69
LX [∅] 0 0 0 0
LY [∅] 45.6199 30.4102 0 192.998
UISO 0.05310 0.04356 0.02500 0.02500
Atom Ti V Fe Ti V Fe Ti V Fe H Ti V Fe H
x 0 0 0 1

3
1
3

1
3 0 0 0 0 0 0 0 1

4
y 0 0 0 2

3
2
3

2
3 0 0 0 1

2 0 0 0 1
4

z 0 0 0 1
4

1
4

1
4 0 0 0 1

4 0 0 0 1
4
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Table D.13: The fitted parameters from GSAS for the
(Ti0.70V0.30)0.90Fe0.10+5wt.% Zr7Ni10 that was measured during the absorp-
tion experiment shown in figure 4.16. The unweighted profile factor was
determined to Rp = 0.0391 while the weighted profile factor was Rwp = 0.0642.
The goodness-of-fit was similarly determined to χ2 = 489900. The scale factor was
found to be S=125310. Zero-offset -0.0313618◦. User defined background with 36
parameters background. Absorption: 3.0977.

Phase FCC BCT BCC #2 BCC BCC #3
Srel [∅] 1.5126 1.4272 1.0271 1.0 0.82045

wt.% [∅] 0.409 0.193 0.14955 0.130 0.11946
±0.019 ±0.014 ±0.002 ±0.002 ±0.0013

a [Å] 4.1921 3.078 3.1928 3.1542 3.3050
±0.0014 ±0.004 ±0.0004 ±0.0003 ±0.0003

b [Å] 4.1921 3.078 3.1928 3.1542 3.3050
±0.0014 ±0.004 ±0.0004 ±0.0003 ±0.0003

c [Å] 4.1921 4.566 3.1928 3.1542 3.3050
±0.0014 ±0.013 ±0.0004 ±0.0003 ±0.0003

α [deg] 90 90 90 90 90
β [deg] 90 90 90 90 90
γ [deg] 90 90 90 90 90
V [Å3] 73.668 43.272 32.546 31.382 36.100

±0.072 ±0.160 ±0.021 ±0.009 ±0.010
GU [∅] 0 0 0 0 0
GV [∅] 284.849 35767.5 16367.7 88.7773 284.849
GW [∅] 37.1196 -4046.6 -2286.35 -1.91255 37.1196
LX [∅] 0 0 0 0 0
LY [∅] 105.389 0 77.9915 0 105.389
UISO 0.57820 0.54819 0.11635 0.39792 0.08140
Atom Ti V Fe H Ti V Fe H Ti V Fe H Ti V Fe Ti V Fe H
x 0 0 0 1

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
y 0 0 0 1

4 0 0 0 1
2 0 0 0 1

2 0 0 0 0 0 0 1
2

z 0 0 0 1
4 0 0 0 1

4 0 0 0 1
4 0 0 0 0 0 0 1

4
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D.5 SR-PXD patterns of the alloys

Table D.14: The fitted parameters from GSAS for the Ti0.70V0.30 XRD pattern
that was collected at ESRF. The unweighted profile factor was determined to Rp =
0.0401 while the weighted profile factor was Rwp = 0.0840. The goodness-of-fit was
similarly determined to χ2 = 2023. The scale factor was found to be S=6.0985.
Zero-offset -0.16230. Shifted Chebyschev with 16 parameters background.

Phase BCC BCC #2 HCP
Srel [∅] 1.0 0.31136 0.10621

Wt. frac. [∅] 0.655 0.204 0.141
±0.001 ±0.008 ±0.002

a [Å] 3.18365 3.1679 2.95844
±0.00008 ±0.0005 ±0.00007

b [Å] 3.18365 3.1679 2.95844
±0.00008 ±0.0005 ±0.00007

c [Å] 3.18365 3.1679 4.73545
±0.00008 ±0.0005 ±0.00013

V [Å3] 32.268 31.790 35.894
±0.002 ±0.015 ±0.002

α [deg] 90 90 90
β [deg] 90 90 90
γ [deg] 90 90 120
GU [∅] 281.565 250.550 462.962
GV [∅] -4.79878 -31.3341 -204.811
GW [∅] 11.6055 44.4803 38.4342
LX [∅] 0 0 0
LY [∅] 17.6358 31.1883 22.1594
UISO 0.00796 0.02500 -0.00448
Atom Ti V Ti V Ti V
x 0 0 0 0 1

3
1
3

y 0 0 0 0 2
3

2
3

z 0 0 0 0 1
4

1
4
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Table D.15: The fitted parameters from GSAS for the (Ti0.70V0.30)0.97Fe0.03 XRD
pattern that was collected at ESRF. The unweighted profile factor was determined
to Rp = 0.0312 while the weighted profile factors was Rwp = 0.0466. The goodness-
of-fit was similarly determined to χ2 = 699.9. the scale was determined to S =
5.954400

Phase BCC BCC #2 HCP FCC
Srel [∅] 1.0 0.249780 0.044518 0.013147

wt.% [∅] 1.0 0.249780 0.044518 0.013147
a [Å] 3.175766 3.160893 2.959015 4.273150
b [Å] 3.175766 3.160893 2.959015 4.273150
c [Å] 3.175766 3.160893 4.736785 4.273150
α [deg] 90 90 90 90
β [deg] 90 90 90 90
γ [deg] 90 90 120 90
GU [∅] 256.306 205.1320 307.6570 205.1320
GV [∅] -14.6212 4.83261 -139.7310 4.83261
GW [∅] 11.7039 28.8402 31.1600 6.75006
LX [∅] 0 0 0 0
LY [∅] 17.7637 20.8906 25.0708 20.8906
UISO 0.00182 0.02500 -0.01421 0.02500
Atom Ti V Fe Ti V Fe Ti V Fe Ti V Fe
x 0 0 0 0 0 0 1

3
1
3

1
3 0 0 0

y 0 0 0 0 0 0 2
3

2
3

2
3 0 0 0

z 0 0 0 0 0 0 1
4

1
4

1
4 0 0 0



188 APPENDIX D. RIETVELD REFINEMENTS

F
ig

u
re

D
.1

4
:

T
h

e
S

R
-P

X
D

in
ten

sities
y
o
b
s

fo
r

T
i0
.7
0 V

0
.3
0

m
ea

su
red

a
t

E
S

R
F

sh
ow

n
a
lon

gsid
e

th
e

b
ack

grou
n

d
y
b
a
c
k
g
r
o
u
n
d

an
d

th
e

calcu
la

ted
in

ten
sities

y
c
a
lc

th
at

w
a
s

fi
tted

to
th

e
p

a
ttern

in
G

S
A

S
.

T
h

e
fi

tted
p

a
ram

eters
of

th
e

m
o
d

el
is

sh
ow

n
for

referen
ce

in
ta

b
le

D
.14.



D.5. SR-PXD PATTERNS OF THE ALLOYS 189

F
ig

u
re

D
.1

5
:

T
h

e
S

R
-P

X
D

in
te

n
si

ti
es
y o

b
s

fo
r

(T
i 0
.7
0
V

0
.3
0
) 0

.9
7
F

e 0
.0
3

m
ea

su
re

d
a
t

E
S

R
F

sh
ow

n
a
lo

n
g
si

d
e

th
e

b
a
ck

g
ro

u
n

d
y b

a
c
k
g
r
o
u
n
d

an
d

th
e

ca
lc

u
la

te
d

in
te

n
si

ti
es
y c

a
lc

th
at

w
a
s

fi
tt

ed
to

th
e

p
a
tt

er
n

in
G

S
A

S
.

T
h

e
fi

tt
ed

p
a
ra

m
et

er
s

o
f

th
e

m
o
d

el
is

sh
ow

n
fo

r
re

fe
re

n
ce

in
ta

b
le

D
.1

5.



190 APPENDIX D. RIETVELD REFINEMENTS

F
ig

u
re

D
.1

6
:

T
h

e
S

R
-P

X
D

in
ten

sities
y
o
b
s

fo
r

(T
i0
.7
0 V

0
.3
0 )

0
.9
4 F

e
0
.0
6

m
ea

su
red

a
t

E
S

R
F

sh
ow

n
alon

gsid
e

th
e

b
ack

grou
n

d
y
b
a
c
k
g
r
o
u
n
d

an
d

th
e

calcu
lated

in
ten

sities
y
c
a
lc

th
a
t

w
a
s

fi
tted

to
th

e
p

a
ttern

in
G

S
A

S
.

T
h

e
fi

tted
p

aram
eters

of
th

e
m

o
d

el
is

sh
ow

n
for

referen
ce

in
tab

le
D

.1
6
.



D.5. SR-PXD PATTERNS OF THE ALLOYS 191

Table D.16: The fitted parameters from GSAS for the (Ti0.70V0.30)0.94Fe0.06 XRD
pattern that was collected at ESRF. The unweighted profile factor was determined
to Rp = 0.0428 while the weighted profile factors was Rwp = 0.0845. The goodness-
of-fit was similarly determined to χ2 = 1508. The scale factor was determined to
S = 3.9688. Zero-offset 1.01722. Shifted Chebyshev with 16 parameters back-
ground.

Phase BCC HCP BCC #2
Srel [∅] 1.0 0.15218 0.13009
a [Å] 3.162787 2.963083 3.152516
b [Å] 3.162787 2.963083 3.152516
c [Å] 3.162787 4.747273 3.152516
α [deg] 90 90 90
β [deg] 90 90 90
γ [deg] 90 120 90
GU [∅] 41.6027 1226.8800 87.2146
GV [∅] 24.8350 -538.3170 8.22154
GW [∅] 10.7402 69.8492 29.2228
LX [∅] 0 0 0
LY [∅] 15.3560 36.1512 22.5588
UISO -0.00223 -0.02459 -0.01451
Atom Ti V Ti V Ti V
x 0 0 1

3
1
3 0 0

y 0 0 2
3

2
3 0 0

z 0 0 1
4

1
4 0 0
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Table D.17: The fitted parameters from GSAS for the (Ti0.70V0.30)0.90Fe0.10 XRD
pattern that was collected at ESRF. The unweighted profile factor was determined
to Rp = 0.0404 while the weighted profile factors was Rwp = 0.0832. The goodness-
of-fit was similarly determined to χ2 = 1598. The scale factor was determined to
S = 5.7843. Zero-offset 0.67719. Shifted Chebyshev with 16 parameters back-
ground.

Phase BCC BCC #2 HCP
Srel [∅] 1.0 0.13288 0.12300
a [Å] 3.141750 3.126755 2.963816
b [Å] 3.141750 3.126755 2.963816
c [Å] 3.141750 3.126755 4.748923
α [deg] 90 90 90
β [deg] 90 90 90
γ [deg] 90 90 120
GU [∅] 499.042 623.231 1972.5
GV [∅] -85.6188 -158.57 -882.597
GW [∅] 22.0309 70.7101 103.234
LX [∅] 0 0 0
LY [∅] 15.6927 28.9288 53.425
UISO 0.00380 -0.00828 -0.02031
Atom Ti V Ti V Ti V
x 0 0 0 0 1

3
1
3

y 0 0 0 0 2
3

2
3

z 0 0 0 0 1
4

1
4
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Table D.18: The fitted parameters from GSAS for the (Ti0.70V0.30)0.80Fe0.20 XRD
pattern that was collected at ESRF. The unweighted profile factor was determined
to Rp = 0.0346 while the weighted profile factors was Rwp = 0.0550. The goodness-
of-fit was similarly determined to χ2 = 584.1. The scale factor was S = 4.3498.
Zero-offset -0.48534. Shifted Chebyschev with 16 parameters for background.

Phase BCC BCC #2 HCP FCC
Srel [∅] 1.0 0.023317 0.014968 0.003275

Wt. frac [∅] 0.8300 0.0194 0.0150 0.1383
±0.0001 ±0.0006 ±0.0008 ±0.0014

a [Å] 3.10149 3.02331 2.9666 11.2738
±0.00006 ±0.00018 ±0.0005 ±0.0003

b [Å] 3.10149 3.02331 2.9666 11.2738
±0.00006 ±0.00018 ±0.0005 ±0.0003

c [Å] 3.10149 3.02331 4.7769 11.2738
±0.00006 ±0.00018 ±0.0014 ±0.0003

V [Å3] 29.834 27.634 36.407 1432.871
±0.002 ±0.005 ±0.010 ±0.010

α [deg] 90 90 90 90
β [deg] 90 90 90 90
γ [deg] 90 90 120 90
GU [∅] 2.92022 15.15 303.949 0
GV [∅] 139.698 130.453 172.408 39.631
GW [∅] -1.83691 -15.7043 -5.18342 10.0082
LX [∅] 0 0 0 0
LY [∅] 34.8893 37.5069 0 11.5227
UISO -0.00835 -0.01795 -0.01293 -
Atom Ti V Fe Ti V Fe Ti V Fe Ti Fe O
x 0 0 0 0 0 0 1

3
1
3

1
3 - - -

y 0 0 0 0 0 0 2
3

2
3

2
3 - - -

z 0 0 0 0 0 0 1
4

1
4

1
4 - - -
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Table D.19: The fitted parameters from GSAS for the (Ti0.70V0.30)0.70Fe0.30 XRD
pattern that was collected at ESRF. The unweighted profile factor was determined
to Rp = 0.0374 while the weighted profile factors was Rwp = 0.0593. The goodness-
of-fit was similarly determined to χ2 = 714.9. The scale factor was determined
to S = 2.4591. Zero offset 0.40105. Shifted Chebyschev with 20 parameters for
background.

Phase BCC C14 Laves FCC
Srel [∅] 1.0 0.087406 0.0091645

Wt. frac. [∅] 0.50122 0.2684 0.230
±0.0001 ±0.0019 ±0.002

a [Å] 3.07307 4.93242 11.2618
±0.00008 ±0.00012 ±0.0002

b [Å] 3.07307 4.93242 11.2618
±0.00008 ±0.00012 ±0.0002

c [Å] 3.07307 8.0163 11.2618
±0.00008 ±0.0003 ±0.0002

α [deg] 90 90 90
β [deg] 90 90 90
γ [deg] 90 120 90
V [Å3] 29.021 168.898 1428.33

±0.002 ±0.009 ±0.09
GU [∅] 148.482 22.4738 0
GV [∅] 314.418 3.44948 64.6940
GW [∅] -23.3922 11.396300 2.93002
LX [∅] 0 0 0
LY [∅] 39.7255 20.7719 8.35146
UISO -0.00664 -0.01160 -0.01587
Atom Ti V Fe Ti V Fe V Fe V Ti Fe Ti O
x 0 0 0 1

3
1
3 0 0 83

100
83
100

47
50

293
1000

1
2 0

y 0 0 0 2
3

2
3 0 0 33

50
33
50

1
8

293
1000

1
2 0

z 0 0 0 63
1000

63
1000 0 0 1

4
1
4

1
8

293
1000

1
2 0
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D.6 SR-PXD patterns of hydrides

Table D.20: The fitted parameters from GSAS for the (Ti0.70V0.30)0.80Fe0.20 that
was measured . The unweighted profile factor was determined to Rp = 0.0495 while
the weighted profile factor was Rwp = 0.0646. The goodness-of-fit was similarly
determined to χ2 = 1074. The scale factor was set to S=367.12. Zero-offset -
0.0068484◦. User defined background with 16 parameters background. Absorption:
4.02983.

Phase BCC BCT FCC
Srel [∅] 1.0 0.27260 0.0027202

wt.% [∅] 0.725 0.186 0.0895
±0.001 ±0.002 ±0.0013

a [Å] 3.1889 2.950 11.3549
±0.0006 ±0.002 ±0.0008

b [Å] 3.1889 2.950 11.3549
±0.0006 ±0.002 ±0.0008

c [Å] 3.1889 4.521 11.3549
±0.0006 ±0.006 ±0.0008

α [deg] 90 90 90
β [deg] 90 90 90
γ [deg] 90 90 90
V [Å3] 32.428 39.350 1464.014

±0.018 ±0.064 ±0.315
GU [∅] 7726.38 18250.3 25.7278
GV [∅] 12533.7 -9155.73 251.858
GW [∅] 1790.28 30.77 -1.63452
LX [∅] 0 0 0
LY [∅] 48.7505 0 13.6293
UISO 0.05237 0.02170 0.01727
Atom Ti V Fe H Ti V Fe H Ti Fe Ti O
x 0 0 0 0 0 0 0 0 47

50
293
1000

1
2 0

y 0 0 0 1
2 0 0 0 1

2
1
8

293
1000

1
2 0

z 0 0 0 1
4 0 0 0 1

4
1
8

293
1000

1
2 0
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Table D.21: The fitted parameters from GSAS for the (Ti0.70V0.30)0.70Fe0.30Hx

XRD pattern that was collected at ESRF. The unweighted profile factor was de-
termined to Rp = 0.0647 while the weighted profile factors was Rwp = 0.0878.
The goodness-of-fit was similarly determined to χ2 = 1394. The scale factor was
determined to S = 174.15. Zero offset -0.0099358◦. User defined background with
16 parameters.

Phase BCC C14 Laves FCC
Srel [∅] 1.0 0.085037 0.0089332

Wt. frac. [∅] 0.536 0.250 0.215
±0.001 ±0.0013 ±0.0012

a [Å] 3.2145 4.9962 11.3094
±0.0002 ±0.0002 ±0.0002

b [Å] 3.2145 4.9962 11.3094
±0.0002 ±0.0002 ±0.0002

c [Å] 3.2145 8.1543 11.3094
±0.0002 ±0.0007 ±0.0002

α [deg] 90 90 90
β [deg] 90 90 90
γ [deg] 90 120 90
V [Å3] 33.215 176.276 1446.501

±0.007 ±0.018 ±0.091
GU [∅] 0 1606.07 0
GV [∅] 1927.49 -512.376 54.66
GW [∅] -259.003 75.4492 13.7638
LX [∅] 0 0 0
LY [∅] 145.757 26.2251 13.5599
UISO 0.02956 0.00347 0.00463
Atom Ti V Fe H Ti V Fe V Fe V Ti Fe Ti O
x 0 0 0 0 1

3
1
3 0 0 83

100
83
100

47
50

293
1000

1
2 0

y 0 0 0 1
2

2
3

2
3 0 0 33

50
33
50

1
8

293
1000

1
2 0

z 0 0 0 1
4

63
1000

63
1000 0 0 1

4
1
4

1
8

293
1000

1
2 0
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Figure D.20: The measured SR-PXD pattern of the hydride
(Ti0.70V0.30)0.97Fe0.03Hx that was synthesised following the procedure out-
lined in table 4.2 shown alongside the background Ibackground and the intensity
deviation Imeas − Icalc between the measured scattering intensity Imeas and
the calculated intensity Icalc determined through Rietveld refinement for several
different solution candidates. The statistical parameters Rp, wRp and χ2 of the
refinements are also indicated.
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Figure D.21: The measured SR-PXD pattern of the hydride
(Ti0.70V0.30)0.94Fe0.06Hx that was synthesised following the procedure out-
lined in table 4.2 shown alongside the background Ibackground and the intensity
deviation Imeas − Icalc between the measured scattering intensity Imeas and
the calculated intensity Icalc determined through Rietveld refinement for several
different solution candidates. The statistical parameters Rp, wRp and χ2 of the
refinements are also indicated.
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Appendix E

Kissinger analyses

This appendix hold the Kissinger analyses that has been performed on the
collected TG/DSC data. The analyses are conducted as described in sub-
section 3.2.4 and the results are discussed in subsection 4.5.2.
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Figure E.1: Kissinger analysis performed on the DSC measurements of
Ti0.70V0.30Hx at different heating rates β. The left figure show the measured heat
flow signals Φm while the right figure show the corresponding Kissinger plot. The
apparent activation energies EA,2 and EA,3 were determined following the proce-
dure outlined in subsection 3.2.4. It should be noted that the peaks are endothermic
reactions.

Figure E.2: Kissinger analysis performed on the DSC measurements of
(Ti0.70V0.30)0.97Fe0.03Hx at different heating rates β. The left figure show the mea-
sured heat flow signals Φm while the right figure show the corresponding Kissinger
plot. The apparent activation energies EA,1, EA,2 and EA,3 were determined fol-
lowing the procedure outlined in subsection 3.2.4. It should be noted that the peaks
are endothermic reactions.
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Figure E.3: Kissinger analysis performed on the DSC measurements of
(Ti0.70V0.30)0.94Fe0.06Hx at different heating rates β. The left figure show the mea-
sured heat flow signals Φm while the right figure show the corresponding Kissinger
plot. The apparent activation energies EA,1, EA,2 and EA,3 were determined fol-
lowing the procedure outlined in subsection 3.2.4. It should be noted that the peaks
are endothermic reactions.

Figure E.4: Kissinger analysis performed on the DSC measurements of
(Ti0.70V0.30)0.90Fe0.10Hx at different heating rates β. The left figure show the mea-
sured heat flow signals Φm while the right figure show the corresponding Kissinger
plot. The apparent activation energies EA,1, EA,2 and EA,3 were determined fol-
lowing the procedure outlined in subsection 3.2.4. It should be noted that the peaks
are endothermic reactions.
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Figure E.5: Kissinger analysis performed on the DSC measurements of
(Ti0.70V0.30)0.80Fe0.20Hx at different heating rates β. The left figure show the mea-
sured heat flow signals Φm while the right figure show the corresponding Kissinger
plot. The apparent activation energies EA,1, EA,2 and EA,3 were determined fol-
lowing the procedure outlined in subsection 3.2.4. It should be noted that the peaks
are endothermic reactions.

Figure E.6: Kissinger analysis performed on the DSC measurements of
(Ti0.70V0.30)0.70Fe0.30Hx at different heating rates β. The left figure show the mea-
sured heat flow signals Φm while the right figure show the corresponding Kissinger
plot. The apparent activation energies EA,1, EA,2 and EA,3 were determined fol-
lowing the procedure outlined in subsection 3.2.4. It should be noted that the peaks
are endothermic reactions.
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[18] Louis Schlapbach and Andreas Züttel. Hydrogen-storage materials for
mobile applications. Nature, 414(6861):353–358, 2001.

[19] C Li, P Peng, DW Zhou, and L Wan. Research progress in libh 4 for
hydrogen storage: a review. international journal of hydrogen energy,
36(22):14512–14526, 2011.

[20] London Metal Exchange. Current metals prices and metals news.
https://www.metalprices.com/, 2016. Accessed: 2016-12-05.

[21] Westbrook Resources Ltd. Ferrovanadium. http://www.wbrl.co.uk/

ferro-vanadium.html, 2016. Accessed: 2016-12-12.

[22] AJ Maeland, GG Libowitz, and JP Lynch. Hydride formation rates of
titanium-based bcc solid solution alloys. Journal of the Less Common
Metals, 104(2):361–364, 1984.



BIBLIOGRAPHY 211

[23] A Mart́ınez and DS dos Santos. Hydrogen absorption/desorption prop-
erties in the ticrv based alloys. Materials Research, 15(5):809–812, 2012.

[24] Thomas Bibienne, Jean-Louis Bobet, and Jacques Huot. Crystal struc-
ture and hydrogen storage properties of body centered cubic 52ti–12v–
36cr alloy doped with zr 7 ni 10. Journal of Alloys and Compounds,
607:251–257, 2014.

[25] Crystal lattice and Unit Cell. https://amazingsolids.files.

wordpress.com/2013/06/9.jpg, June 2013. Accessed: 2016-10-19.

[26] G. L. Squires. Thermal Neutron Scattering. Cambridge University
Press, 2012.

[27] John Lilley. Nuclear Physics - Principles and Applications. John Wiley
& Sons, Ltd., 2001.

[28] PC Hemmer. Kvantemekanikk. Fagbokforlaget, 5 edition, 2015.

[29] Matthew D. Schwartz. Quantum Field Theory and the Standard Model.
Cambridge University Press, 1 edition, 2014.

[30] Simon Jacques Paul Barnes and Martin Vickers. Powder Diffrac-
tion. http://pd.chem.ucl.ac.uk/pdnn/diff2/kinemat2.htm, 1997-
2006. Accessed: 2016-03-07.

[31] Karl J Gross, KR Carrington, S Barcelo, A Karkamkar, J Purewal,
S Ma, HC Zhou, P Dantzer, K Ott, T Burrell, et al. Recommended
best practices for the characterization of storage properties of hydrogen
storage materials. National Renewable Energy Laboratory, 2012.

[32] Daniel V. Schroeder. An Introduction to Thermal Physics. Pearson
Education Limited, 1 edition, 2014.

[33] M Ron. The normalized pressure dependence method for the evaluation
of kinetic rates of metal hydride formation/decomposition. Journal of
alloys and compounds, 283(1):178–191, 1999.

[34] Sergey Vyazovkin, Alan K Burnham, José M Criado, Luis A Pérez-
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