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Abstract

In this thesis, we compare the out-of-sample forecasting abilities of three fundamental exchange rate

models (EqCM) against the random walk (without drift), RW. The objective of the thesis is to see how

well the RW model preforms against fundamental exchange rate models that in the literature have proven

to be better at forecasting the Norwegian exchange rate. These models were tested on an out-of-sample

period (2009:1-2015:4) that include two characteristic exchange rate regimes. The models estimated are

well specified, but as we have found, this does not enhance the forecasting abilities.

We find that the RW model is the benchmark of choice for Norwegian exchange rate forecasting.

That is, the overall performance of the RW model is significantly better than two out of the three models

tested over short-run horizons (1-4 quarters), and better than all the models over long-run horizons

(16 and 28 quarters). These results are present even as we use a naive static 1-step ahead forecasting

procedure. In the short run, oil prices are found to be a significant determinant for the exchange rate.

In the long-run, exchange rates reflects the ratio between domestic and foreign prices. Which is in

accordance with the PPP hypothesis.
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1 Introduction

As an influential economic asset, the foreign exchange rate is important for many countries and institutions.

It serves as a parameter for many decisions regarding foreign trade activities and the labour market.

Having an idea of the factors that may cause fluctuations in the exchange rate is both important and

relevant for many decision makers. Governmental institutions in particular need to understand the

dynamics of the exchange rate market in order to determine appropriate monetary and fiscal policies.

The initiation of these policies have both direct and indirect effects on the whole economy, and using

forecasts of the exchange rate as input for policy determination is necessary. For firms trading on the

international markets, movements in the exchange rate can be especially important. Large changes in

the exchange rate may alter the demand structure from abroad. Meaning that the firms need to plan

ahead by hedging exchange rate movements or increase market presence in domestic markets in order to

maintain growth and stay competitive. The use of exchange rate forecasts may facilitate in this planning

and help firms achieve these business goals.

However, the foreign exchange market is highly volatile, and much of the trading is done at marginal

levels. This makes for very difficult circumstances when trying to model exchange rates. Some have

even characterized the exchange rate as arguably being the most difficult macroeconomic variable to

model empirically, see e.g. Amano and Van Norden (1998). Still, much research has been done into the

subject, and an often cited explanatory factor for exchange rate fluctuations includes commodity prices,

and in particular the price of oil. Large changes in the price of oil is argued to be a contributing factor

for among others, economic recession, trade deficits and declines in the stock market, see e.g. Hamilton

(1983, 2005), Mork (1989), Sadorsky (1999), Backus and Crucini (2000), Barsky and Kilian (2004) and

Kilian and Park (2009). At the time of writing this thesis, the price of crude oil has dropped by more

than 60 % over the last year and a half1. Similar declines have not been witnessed since the financial

crisis (2007-2008), and the effects that this may have on the economy is a subject of much debate.

Theoretically, it is argued that countries whose trade policies are highly dependent on oil may

experience exchange rate appreciation when oil prices rise, and depreciation when they fall, see e.g.

Krugman (1980, 1983), Golub (1983) and Corden (1984). The empirical literature is, however, mixed

in supporting this assumed relation. For a relatively small, open and commodity based economy like

Norway, empirical studies offer mixed support for this relation. As remarked by Akram (2000, 2004),

Norwegian evidence seem to show a negative relation as expected from the theory, but contrary to the

theory allowing for non-linear relationships leads to more econometrically well specified and interpretable

exchange rate models with strong predictive properties. He points out that allowing for such effects

1Period: July, 2014 - May, 2016.
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serves as encouragement against previous studies that have been pessimistic against deriving exchange

rate models, with or without non-linear effects of macroeconomic variables, see e.g. Meese and Rogoff

(1983a,b), Meese (1990), Meese and Rose (1990, 1991), Diebold and Nason (1990) and Frenkel and Rose

(1995).

The reference to these studies emphasize the broad debate that has existed for more than three decades

on which type of exchange rate models should be used as benchmarks for exchange rate forecasting.

Historically, the initial exchange rate models were based on the behaviour of monetary macroeconomic

fundamentals. These models assume that the exchange rate is a function of variables such as money

supply, short-run interest rates, income and price levels, see e.g. Hicks et al. (1967), Dornbusch (1976),

Frenkel (1976), Mussa (1976) and Bilson (1978). However, the findings of Meese and Rogoff (1983a,b) in

particular suggest that macroeconomic effects have little influence on forecasting exchange rates. They

argue among others, that the best explanatory factor to forecast exchange rates is the exchange rate

itself (Retief et al., 2015). This argument is backed by their findings, which show that a simple and naive

random walk (RW) model consistently performs just as well as the monetary fundamental class models

over multiple forecast periods. As noted by Engel (1994), Isard (1995) and Evans and Lyons (2005), the

contributions of Meese and Rogoff (1983a,b) led to the identification of the RW model as a benchmark

to test against for exchange rate models that lack theoretical support. This argument on the behaviour

of exchange rates can be traced back to Bachelier (1900), who is unarguably a major pioneer of modern

day mathematical finance, and who proposed that financial assets are unpredictable as they follow a

random walk. Early work done by Reinton and Ongena (1999) suggest that this argument is limited in

Norway, as multivariate models can be structured to outperform the RW model. The use of RW models

as benchmarks for exchange rate forecasting is also addressed by Akram (2000, 2004). He finds that the

non-linear fundamental exchange rate model mentioned previously outperforms the RW model, with and

without drift in out-of-sample forecasting. Resent research also seem to confirm the notion that RW

models are insufficient benchmarks for exchange rate forecasting, see e.g. Wu and Chen (2001), Alvarez

et al. (2007), Bissoondeeal et al. (2009) and Retief et al. (2015). In Norway, additional research done by

Bjørnland and Hungnes (2006) also suggest that the choice of macroeconomic fundamentals is important,

as neglecting to include interest rates in the long run, tips the scale in favour of the RW models.

1.1 Problem Statement

The use of RW models as universal accepted benchmarks for Norwegian exchange rate forecasting, is

one we try to explore to its full potential. In this thesis we investigate: How well does the RW model

(without drift) perform against fundamental exchange rate models that in the literature have proven to
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be better at forecasting the Norwegian exchange rate? Furthermore, given the situation in the crude

oil market at the time of writing this thesis. We re-examine the role that oil price effects may play

when choosing appropriate exchange rate benchmarks for the Norwegian exchange rate. To answer

these questions, we analyse the statistical properties and compare the forecasting abilities of the RW

model against multivariate fundamental exchange rate models over several forecasting periods. These

are derived on quarterly data over the period 1988:1-2008:4, with the period 2009:1-2015:4 serving as

the out-of-sample period.

1.2 Structure

This thesis proceeds as follows: The next section (2) presents a thorough review of the exchange rate

literature to put the proposed research in a relevant context. Critics to the literature are also discussed.

Section 3 details the data used and reviews the quality. Descriptive statistics are presented and limitations

to the data are dealt with accordingly in this section. Section 4 presents the methodology used in order

to access the forecasting performance. A discussion of the econometric models used in the literature and

the differences among them are also presented in this section. The results are presented in section 5,

with conclusive remarks and discussion found in section 6. Additional reading and relevant econometric

output is found in the appendix.

2 Literature Review

The early exchange rate models stressed that exchange rates fluctuations should reflect movements in

countries relative money, price levels, output and interest rates, see Hicks et al. (1967). The intuition

being that as circumstances become more favorable in the foreign market. This may stimulate capital

movements out of the domestic market and thus depreciated the local currency, and vise-versa if

conditions become favorable in the domestic market. By building on a small open economy model where

real money is a function of output and interest rates, Frenkel (1976), Mussa (1976) and Bilson (1978)

use purchasing power parity (PPP) and uncovered interest rate parity (UIRP) conditions2 to obtain

a relationship between exchange rates, money and output. Assume we have two countries, denoted

"home" and "foreign". The asterisk (*) symbolizes the parameter of the foreign economy. Let mt be

the logarithm of the money supply, pt the logarithm of the price level, and yt the logarithm of output.

The real demand for money in the home country can then be modeled as, mt − pt = γyt − δit, where γ

is the elasticity with respect to income, and δ is the semielasticity with respect to interest rates. The

2see appendix A for further information
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elasticity parameters and the real demand for money is assumed to be the same in the foreign country,

i.e. m∗
t − p∗t = γy∗t − δi∗t . Combining both demand equations with the PPP condition, i.e. et = pt − p∗t ,

and solving for the exchange rate, et. We get the following flexible price version of the monetary model,

also called the Frenkel-Musa-Bilson model.

et = δ (it − i∗t )− γ (yt − y∗t ) + η (mt −m∗
t ) + εt (2.1)

where η = 1. In equation (2.1), the PPP holds at both short and long-run horizons. Prices are assumed

to be flexible, e.i. that prices adjust quickly to changing market conditions. This assumption is in some

ways limited as many firms hesitate to change their prices for fear that competitors will not follow

suit, see Blinder (1994) on the treatment of sticky prices in the real world. Allowing for sticky price

adjustments typically implies that relative prices or inflation differentials enters into (2.1) directly as an

independent variable.

et = β (pt − p∗t ) + δ (it − i∗t )− γ (yt − y∗t ) + η (mt −m∗
t ) + εt (2.2)

Equation (2.2) is the sticky price version of the monetary model, also called the Dornbusch-Frankel

model, see Dornbusch (1976). Allowing for price stickiness implies that PPP holds in the long-run, but

not in the short-run. An assumption that has limited this equation, is the observed correlation between

changes in the long-run exchange rate with unanticipated shocks to the current account balance. The

sticky price version has thus also been extended by Hooper and Morton (1982) to incorporate the effects

of the current account ("the Hooper-Morton model").

et = β (pt − p∗t ) + δ (it − i∗t )− γ (yt − y∗t ) + η (mt −m∗
t ) + ζ1 ¯TB + ζ2 ¯TB

∗
+ εt (2.3)

where ¯TB and ¯TB
∗ represent the cumulative trade balance for the home and foreign countries. The

use of various forms of eqs. (2.1-2.3) to forecast exchange rates has been at the heart of the debate

on exchange rate predictability with macroeconomic fundamentals. Empirically, these models may be

generalised to include n relative and m additional fundamental variables, i.e.

et =

n∑
i=1

αi(fi,t − f∗
i,t) +

m∑
j=1

αj(Fj,t + F ∗
j,t) + εt where i 6= j (2.4)

Focusing on the out-of-sample forecasting abilities, Meese and Rogoff (1983a,b) finds that the random

walk model without drift, i.e et = ρ1et−1 +ut, where ρ1 = 1 and ut is iid with
(
0, σ2

)
, forecasts exchange

rates equally well as (2.1-2.3), and in some cases even better. This empirical irregularity has come to be

4



known as "the Meese and Rogoff puzzle". The findings have over the last three decades been confirmed

by multiple authors using various time horizons and additional explanatory factors, e.g. differences

in productivity. Cheung et al. (2005) express relative prices β (pt − p∗t ) as a function of productivity

differences zt, which is in line with theory presented by among others, Balassa (1964) and Samuelson

(1964) ("the Balassa-Samuelson effect"). They find that models that add productivity differentials do

not forecast exchange rates better than the random walk. Further research done over short horizons

(less than one year) and long horizons (one to five years) have all come to confirm the identification of

the RW model (without drift) as the toughest benchmark for forecasting exchange rates see e.g. Chinn

and Meese (1995), Alquist and Chinn (2008) and Molodtsova and Papell (2009).

However, this argument is equally dismissed by many, suggesting that the debate is still alive and well.

Recent international research have come to argue that the RW models are actually insufficient benchmarks

for exchange rate forecasting, see e.g. Wu and Chen (2001), Alvarez et al. (2007), Bissoondeeal et al.

(2009) and Retief et al. (2015). Norwegian evidence also seem to offer support to this conclusion, as

research suggests that there may be some scope for the monetary models in forecasting the Norwegian

exchange rate. This is not simply by the use of eqs. (2.1-2.3), but focusing attention on commodity

prices as a potential new macroeconomic fundamental. The term "commodity currency" is one that

is almost synonyms with the Norwegian exchange rate, as oil and gas accounts for almost 50 % of the

total exports in Norway3. Reinton and Ongena (1999) found early on evidence that a single equation

monetary model outperforms the RW model in out-of-sample forecasting exercises for Norwegian data.

Their findings suggested that the outperformance was only witnessed over relative short 6 and 12 months

horizons, and this without including the oil price as an explanatory factor. Still, their findings did show

that the RW model has its limitation on Norwegian data. This addition has come to be an interesting

point in recent years. Akram (2000, 2004) found that by structuring models so that they allow for

non-linear oil price effect makes for even better forecasts of the Norwegian exchange rate. By following

this framework, one improves the forecasts compared to simple linear models and the toughest benchmark,

namely the RW model substantially. This outperformance was witnessed over 12 quarters, and thus

suggests that the non-linear oil price effects are of importance in the long-run. Recently, Papadamou

and Markopoulos (2012) and Papadimitriou et al. (2014), re-tested many of the fundamental monetary

models as mentioned previously on Norwegian data, and they provide empirical in-sample evidence

for proportionality between the exchange rate and many of the fundamental determinants in Norway.

However, they do not compare the forecasting abilities of the fundamental models against the RW model

in out-of-sample forecasting competitions. Their findings are not only limited to Norway, as similar

3see e.g. SSB (2016) and Bjørnland and Thorsrud (2013) who finds that 30-40 % of the variation in economic
growth in the Norwegian mainland is linked to oil.
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findings from other international currencies may suggest that the monetary models are still relevant and

on the international agenda, see e.g. Chin et al. (2007a,b), Tawadros (2008) and Loría et al. (2010). In

general, Chen and Rogoff (2003) also confirms that there is empirical in-sample evidence in favour of

commodity prices as predictors for the exchange rate. However, Chen et al. (2010) finds that commodity

prices are not good out-of-sample predictors. Which shows that there is still no uniform agreement to

the use of commodity prices in forecasting exchange rates. Additionally, Bjørnland and Hungnes (2006)

find that oil prices are not necessarily the most important factor for beating the RW in Norway. Their

focus is on interest rates, and they conclude that by ignoring the interest rate differential in the long-run,

a structural fundamental model would not beat the RW model in out-of-sample forecasting competitions.

The model used by Bjørnland and Hungnes (2006) preforms just as well as the RW model over long

horizons, but consistently outperforms the RW over short horizons (less than 1 year).

To recap the literature review, we can say the following: To forecast exchange rate has been an

integral part of empirical financial economics since the 1960s. Two different arguments have been

proposed in the debate on the ability to forecast exchange rates, and whether it is even possible. The first

states that macroeconomic information is a continuously important component for building exchange

rate models with predictive power, and routed in economic theory. The second (which goes against the

first) is that the models proposed thus fare are too simplistic and have little to no predictive power

compared to the RW model. This implies that macroeconomic information is no needed as a prerequisite.

Norwegian research by among others, Reinton and Ongena (1999), Akram (2000, 2004) and Bjørnland

and Hungnes (2006) all provide evidence against the second and seems to suggest that Norway is a

country that is in a somewhat special position, and one that may not be representative for "the Meese

and Rogoff puzzle". This thesis will humbly try to offer a contribution to the mentioned debate by

investigating models in the recent literature (see section 4) that all claim to beat the RW over varying

time horizons. More specifically, the following can be said to be the contributions of this thesis: (1)

The extensive use of equilibrium correction (error correction) models, EqCM that have been successful

at varying time horizons may offer a narrowing of the search area for the appropriate specifications of

fundamental exchange rate models on Norwegian data. (2) The testing of these models may provide

further insight into how EqCM perform under varying exchange rate regimes. (3) As oil is an important

resource for Norway, the inclusion of oil price effects in the models tested may offer additional insights

into the importance of commodity prices as a fundamental exchange rate determinate.

We need to emphasize that the models used in this thesis only include non-panel data estimation

methods. According to Engel et al. (2007), it is this over-reliance on non-panel data modelling techniques

that makes beating the RW model difficult. They provide evidence that with the use of panel data

techniques, monetary models can be estimated so that they beat the RW model in out-of-sample

6



forecasting competitions. They also highlight and offer warnings that out-of-sample forecasting power

relative to the RW is an unreliable gauge for evaluating exchange rate models, as exchange rates are

asset prices driven by expectations. The fact that we don’t have a direct way of measuring market

expectations, implies a limitation for exchange rate models as they cannot be tested directly.

3 Data

In this section we present the data used in this thesis. The first step is to determine the variables

that are of interest. Following among others, Reinton and Ongena (1999), Chin et al. (2007b,a) and

Papadamou and Markopoulos (2012), the most important point to the models tested in this thesis, is to

take into account the differences in the macroeconomic fundamentals between Norway and the foreign

market. In this thesis, the foreign market constitute the historically largest 15 trading partners of Norway,

namely Belgium, Canada, China, Denmark, Finland, France, Italy, Japan, the Netherlands, Poland,

Spain, Sweden, the United Kingdom and the United States. The mentioned countries have collectively

accounted for more than 80 % of the total trade with Norway since the late 1980s. This serves as the

main motivation for having them represent the foreign market. The sample period consists of quarterly

observations from 1988:1 - 2015:4. We reserve the last 28 quarters (2009:1-2015:4) as the out-of-sample

period. The reason being that this period is characterized by two main exchange rate regimes. During

the first 16 quarters (2009:1-2012:4), the Norwegian krone exhibited a strong appreciation (-11 %), with

the final 12 quarters (2013:1-2015:4) showing the opposite (depreciation of 25 %). The changing exchange

rate regimes provides us with strong circumstances for testing the role that fundamental determinants

play in explaining alternating exchange rate regimes. Furthermore, we choose to split the out-of-sample

period into several forecasting period, all of whom are common in the literature (see section 4). Rather

than model a single bilateral Norwegian exchange rate pair (e.g. NOK/EUR or NOK/USD), we follow

Akram (2000, 2004), and try to model changes in the trade weighted index (TWI) of NOK as presented

by Norges Bank (2016). The TWI is a nominal effective exchange rate index of the Norwegian kroner

calculated against the currencies of the 25 main trading partners of Norway. The index is a geometric

average using weights from the OECD, and the calculation of the index is based on the product of a

chain of Laspeyres’ index formula.

Et =

N∏
i=0

(
Si,1

Si,0

)wi,0 N∏
i=0

(
Si,2

Si,1

)wi,1

. . .

N∏
i=0

(
Si,T

Si,T−1

)wi,T−1

(3.1)

where Si,0 is the base level of exchange rate (nominal) i, Si,t is the exchange rate i at time t, wi,0 is

exchange rate i’s weight in the base year, N = 25 and t = 0, . . . , T − 1, T . The value of the index
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over a period is split into small periods, and each product operator
∏

typical represents a one year

period. The intuition for choosing to model an exchange rate index rather than a single exchange rate

pair, is due to the broader capturing of movements in the Norwegian exchange rate. In this thesis, we

employ seasonally unadjusted quarterly data. This is to ensure that differences in seasonal adjustments

among the independent variables don’t effect the overall estimation, or add additional information that

may distort the estimation. To correct for seasonality, we follow Reinton and Ongena (1999) and use

quarterly dummy variables as additional independent variables. Impulse dummies are also added to

address outliers. The determinations of these are based on a general-to-specify method in order to

assure normality of residuals and additional diagnostics. All the variables will be in percentage term,

and thus unit free. The price levels used are represented by the consumer price index (CPI) in Norway

and a trade weighted average of consumer price indeces of Norway’s trading partners. According to the

empirical research, different proxies are typically used for the unobserved expected inflation rate4. We

choose not to proceed with this scheme due to limtiations. We follow Akram (2000, 2004) and only

include differences in CPI inflation between Norway and its trading partners. Unlike Meese and Rogoff

(1983a,b), we use M3 as the measure of broad aggregate money supply. The M3 measure is also given by

a trade weighted average index for the main trading partners mentioned above, and we use M3 as it is

the broadest measure of money supply used by among others the OECD. The price of oil is given by the

Brent Blend crude price, but following Bjørnland and Hungnes (2005) and Papadamou and Markopoulos

(2012) it is theoretically possible that the oil price may cause the exchange rate to diverge from the PPP.

To counter for this, the real oil price is added to the models tested. The interest rate variables used

in this thesis include both short- and long-run interest rates. As short-run interest rates, we use three

months money market rates. The long-run interest rates are given by the returns on government bond

with 10 years maturity. Measure of output/real income is given by indices for industrial production.

As mentioned by Reinton and Ongena (1999), the accuracy of industrial production as proxies for real

income may change and differ over time as the economic development of countries change. Rather than

looking at the variables independently, we always follow theory and try to structure the variables so that

they reflect relative differences between Norway and the foreign market. All the variables, the direct

sources and some of the transformations can be found in Table (B.1). The descriptive statistics for

both the in sample and out-of-sample periods can be found in Tables (B.2)-(B.4). Figure (B.1) also

shows a time series plot of the quarterly observations of selected variables over the full sample period

(1988:1-2015:4). Accoring to the literature additional variables may be included to the fundamental

models, e.g. Taylor rule fundamentals, portfolio balance etc. But due to limitations, these will not be

4see e.g. Reinton and Ongena (1999) and Papadamou and Markopoulos (2012) for estimations with different
inflation expectation proxies.
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included in the thesis. We recommend Rogoff and Stavrakeva (2008) and Rossi (2013) for an overview of

the variables that are used in the literature and the forecasting performance of these. All the calculations

in this thesis are done with the use of the econometric software Gretl (The Gretl Team, 2016) and

PcGive 14.0 (Doornik and Hendry, 2016).

As the data used in this thesis is time-series, we conduct tests to insure that the quality of the

data is in line with the underlying assumptions following the estimation methods used for the different

models presented in the later chapter. Firstly, Table (B.5) shows the Augmented Dickey-Fuller (ADF)

test for stationarity (Dickey and Fuller, 1979) for the log and first difference form of the mentioned

variables used in this thesis. As expected from econometric theory, we can conclude that the level

forms of the variables exhibit evidence against stationarity for almost all variables5. By structuring

the variables with the first difference, the variables become stationary. This means that the variables

are integrated in first order I(1) and their variances are finite. We also know from econometric theory

that the use of variables in first difference form may lead to loss of long-run information about any

potential models. Therefore, tests for cointegration are necessary to check for the presence of any possible

long-run relationship among the variables. As the variables may exhibit cointegration, we conduct two

separate tests for this. In order to avoid pitfalls for testing for long-run relationships, we follow the

recommendations of Gonzalo and Lee (1998) and apply the Engle and Granger (1987) two-step procedure

and the Johansen (1991) test for cointegration6. The null hypothesis for both tests is that there exists

no cointegration vector, i.e. that no combinations of I(1) variables move together through time, and that

follow a long-run equilibrium relation. By rejecting the null hypothesis of no cointegration vector this

implies that a long-run relationship exists between the variables. Table (B.6) presents the results of the

cointegration test. From the results, we can see that the Engle and Granger (1987) test suggests that

there are no cointegrating vectors as the null can’t be rejected for both the test structure that includes a

trend and the one that does not. To this we need to emphasize that the Engle and Granger (1987) test

has its limitations, and one is that it can only identify one single cointegrating relation among many

in a variable set. The Johansen (1991) test addresses this issue as it allows for identifying multiple

cointegrating relations. The test results presented in Table (B.6) include both the trace and maximum

eigenvalue (λ-max) approach. Both test statistics seem to provide evidence against the null hypothesis of

no cointegration. Using the trace test, we can reject the null hypothesis r = 2 at conventional significance

levels. But by using the λ-max approach the results differ, and its only at r = 1 we can reject the null.

A common problem with the Johansen (1991) test is that for small sample sizes (N < 100) the results

5Dickey-Fuller tests cannot reject the presence of unit root in all series, except cpi− cpi∗, is − i∗s and FI.Y
which are found to be I(0) at 5%.

6The Johansen (1991) test takes into consideration the number of cointegrating vectors in the null hypothesis,
see appendix B for further information
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may not be reliable as it alone does not serve as a good approximation for variables of finite sample, see

e.g. Cheung and Lai (1993), Gonzalo and Lee (2000), Silvapulle and Podivinsky (2000) and Hubrich

et al. (2001). To counter for this, we also conduct a third trace test that adjusts for the sample size, see

Johansen (2002). The results seem to be in-line with the results from the λ-max test. At 1 % significance

both the λ-max and the adjusted trace test cannot reject the null of two cointegrating vectors r = 2.

Hence, there is strong evidence of at least one cointegrating relationship in the system. Similar results

are reported by Bjørnland and Hungnes (2006) and Papadamou and Markopoulos (2012).

4 Methodology

As the results from the previous section suggest that there is presence of cointegration by means that

we cannot reject the null hypothesis of no cointegration vector for r = 2. This implies that a long-run

relationship among the variables exists. The next step would be to establish this long-run relationship.

The empirical research have come to structure models with different intuition for the establishment of

this relationship. This suggests that the there is no uniform consensus for the correct treatment of the

observed cointegration relation as presented in the previous section. According to the Engle-Granger

representation theorem (EGRT) (Engle and Granger, 1987), if a cointegration relationship between I(1)

variables exists, then an equilibrium correction (error correction) model, EqCM can be applied to show

the influence of the long-run relationship on the short-run dynamics of the variables tested in the model.

In addition, in an EqCM model, short- and long-run effects on exchange rates can be investigated both

independently and collectively. The use of the EqCM framework is widely used in the literature, and

thus serves as motivation for including this framework as a natural part of the thesis. The EGRT also

states that systems with cointegrated I(1) variables, in addition to EqCM, have equivalent representation

with common trends (CT) and moving averages (MA) models. In this thesis, we will not address any of

these frameworks, but recommend e.g. Baillie and Bollerslev (1989), Crowder (1994), Enders and Hum

(1994), Sarno and Taylor (2002) and Mizuno et al. (2006) for further information about the applications

of CT and MA models on exchange rates.

In this thesis, we’ll be testing three separate, but similar EqCMs used in the literature. All have

shown to be effective at outperforming the RW model on Norwegian data at different time horizons. The

first possible EqCM is based on Reinton and Ongena (1999), and builds on eqs. (2.1) and (2.2), where

the long-run proportionality is describes by an error correction term between the exchange rate and the

relative money supply. Following the sticky price criticism of the Frenkel-Musa-Bilson model (2.1), an

assumption of non-instantaneous adjustment of the actual exchange rate to its equilibrium value is made

by introducing the lagged dependant variable of the exchange rate, et−1 in the model. As we will see,
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this is not an uncommon assumption as both lagged values and differences of both the dependant and

independent variables is often used in the literature. By allowing for this specification one can access

a wider variety of dynamic patterns in the data. The econometric methodology used for almost all

models is a general-to-specific approach (Krolzig and Hendry, 2001). After testing all the models for

misspecification, we simplify the models by removing variables that are statistically insignificant. This is

done for the sake parsimony, i.e. explaining changes in the exchange rate using few parameters7. The

first error correction specification is given by the following.

∆et = µ+

m∑
j=1

βj∆(fj,t − f∗
j,t) +

k∑
i=1

ηi (e−m+m∗)t−i +

p∑
j=1

ωjet−j + φDt + εt (4.1)

where ∆ denotes the change from the previous period, lag order k = p = 1 and the fundamental relative

macroeconomic variables f and f∗ are structured in accordance with eqs. (2.1) and (2.2). The parameter

η represents the effects of a long-run equilibrium relation to changes in the exchange rate (∆et). Following

Reinton and Ongena (1999), we need to emphasize a particular point about this proposed long-run

relationship. Money supply is not known with certainty at any given time. As these variables are

typically published with a lag or with a contingency of future revision. We assume that although the

series are subject to uncertainty, the model can make actual exchange rate forecasts using the available

economic data. Dt contains all the deterministic components such as time trend, seasonal and impulse

dummies. Also note that the impulse dummies are chosen based on an outlier procedure8. Furthermore,

we will only use the Dornbusch-Frankel specifications, i.e. the price differential will always enter into the

models, either relatively or independently.

The parsimoniously representation of (4.1) is presented in Table (C.1). As we can see, the error

correction term is positive and very significant. This suggests that the error correction term works to

induce a positive change in the exchange rate back to its long-run equilibrium. Indicating that a long-run

proportionality between exchange rate and money supply may exist, but contributions to the forecasting

may be limited as the exchange rate adjusts in the wrong direction. This is contrary to the findings of

Reinton and Ongena (1999), who finds positive, but insignificant long-run specification for half of the

spot rates examined their article. This irregularity may be due to us modeling changes in the TWI and

not bilateral exchange rate pairs. The short-run effects as represented by changes in the relative money

supply between Norway and the foreign market shows to be negative and significant. This means that

money supply has appreciation pressure on the Norwegian exchange rate, and is in accordance with the

theory. The functional form seems to be adequate as tests for misspecification cannot reject the null.

7The second model (4.2) does not follow this approach as we seek parsimony by re-investigating the findings of
Bjørnland and Hungnes (2006) with an almost similar functional specification.

8Influential observation function based on influence and leverage points, Gretl (PcGive can also be used).
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We need to emphasize that although the RESET test is clear on adequate specification, the non-linearity

test (Saikkonen and Luukkonen, 1988) is almost rejected at 5%, suggesting that the money supply effects

may be non-linear. By means of the outlier procedure, we detect four clear outliers that are picked up by

impulse dummies in the model: id97q1, id02q2, id08q2 and id08q4. All represent different stages of the

Norwegian exchange rate history, and include periods of strong appreciation and depreciation pressure

that may be caused by turmoil in international equity markets. The use of these dummies are widely

reported in the literature, and will also be used in the later models. Given a relatively small number of

regressors (k = 8), the adjusted goodness-to-fit is 45% with a log-likelihood of 234. All the underlying

assumptions of the estimation are fulfilled at conventional levels of significance (see the diagnostics in

Table C.1). By not including the impulse dummies this would not be the case, as it would cause problems

with normality of residual terms, heteroscedasticity and autoregressive conditional heteroscedasticity,

ARCH effects.

The second possible EqCM is based on research done by Bjørnland and Hungnes (2006). It combines

the PPP condition with the interest rate differential to form the long-run equilibrium relation. They

provide evidence that a pure PPP model would not suffice to beat the RW, but by combining PPP and

the interest rate differential allows for stronger forecasting power. The EqCM is given by the following

specification:

∆et = µ+

p−1∑
j=1

γ1j∆et−j +

p−1∑
j=0

γ2j∆pt−j +

p−1∑
j=0

γ3j∆p
∗
t−j +

p−1∑
j=0

γ4j∆it−j +

p−1∑
j=0

γ5j∆i
∗
t−j

+

k∑
i=1

ρi (e− p+ p∗)t−i +

k∑
i=1

ωi (i− i∗)t−i + φDt + εt (4.2)

where the lag order p = 4, and the error correction term is described by a split of two parts: The pure

PPP and the interst rate differential9. Accordingly, the term (e− p+ p∗)t−k and possibly the constant

term µ represent a deviation from the equilibrium level under the PPP hypothesis. The interest rate

differential (i− i∗)t−k represents a proxy for possible appreciation to the exchange rate according to

the uncovered interest rate parity (UIRP) hypothesis. The error correction terms are lagged by one

period, i.e. k = 1. We can also see from the model that lags of the exchange rate, prices and interest

rates are inputted as unrestricted variables. This is due to an assumption of non-symmetry and thus the

mentioned variables are representative for the short-run effects in the model (which is typical of EqCM).

The final parsimony model of (4.2) is presented in Table (C.4). From the results, we can see that the

pure PPP term is negative and significant. This implies that the exchange rates will in the long-run

9The fact that we include two equilibrium (error) correction terms, means that the models becomes a vector
equilibrium (error) correction model, VEqCM.
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move towards equilibrium, and has the expected sign. More specifically, the exchange rate adjusts in the

right direction. The interest rate differential also seem to have the same long-run effect on the exchange

rate. In the short-run, changes to the unrestricted cpi terms seem to have depreciation pressure, with

the cpi∗ terms having the opposite signs. The impulse dummies are all negative and significant for the

outliers that represent strong appreciation (id97q1, id02q2, id08q2), with the opposite sign for the outlier

of depreciation (id08q4). The functional form specification seems to be adequate, and even stronger than

the previous EqCM (4.1). This can be seen as the RESET and non-linearity test are more insignificant.

The number of regressors is high compared to (4.1), and accordingly we "lose" explanation power as

the adjusted goodness-to-fit is 37% (compared to 45%). The estimated log-likelihood is at 225. All the

underlying assumptions are intact as expected.

The third and final EqCM is based on an augmented version of the model presented by Akram

(2000, 2004). This model comes in two forms. One is a linear model with symmetric oil price effects,

and the second is a model with non-linear oil price effects. The latter is not considered in this thesis.

However, we will run several tests to check whether the relationship is linear to investigate if a non-linear

functional form of oil prices is relevant. The EqCM specification is given by:

∆et = µ+

p−1∑
j=1

γ1j∆et−j +

p−1∑
j=0

γ2j∆p
∗
t−j +

p−1∑
j=0

γ3j∆i
∗
t−j +

p−1∑
j=0

γ4j∆FI.Yt−j

+

p−1∑
j=0

γ5j∆ (it−j −∆pt−1−j) +

k∑
j=0

Ωi (et−i − Φroilt−i)

+

k∑
i=1

ρi (e− p+ p∗)t−i + φDt + εt (4.3)

where the lag order p = 4 and k = 1, which is the same as in (4.2). The error correction term in (4.3) is

given by a long-run proportionality between the level of the exchange rate and the real oil prices. In

addition, we introduce some new variables. The term ∆(i−∆p) represents changes to the "real interest

rate", and should be expected to place appreciation pressure on the exchange rate. According to Akram

(2000, 2004), including this variable is done in order to sought out parsimony by restricting changes in

the domestic interest rate and the inflation rate terms to an interpretable variable of changes in the

domestic real interest rate. More specific, by doing this parsimony simplification the ∆p and ∆i terms

from the previous model (4.2) become one term, thus decreasing the number of regressors. ∆FI.Y is

changes to the current account, and should according to Hooper and Morton (1982) have the opposite

sign and thus pressure the exchange rate by depreciation.

The parsimoniously representation of (4.3) is listed in Table C.7. From the results, we can see that

the long-run relationship between exchange rates and real oil prices seem to be present. The coefficient is
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negative and highly significant. This suggests that this long-run relation works to correct the exchange

rate back to its long-run equilibrium. Changes to the current account also seem to have the expected

signs. The number of regressors is higher than the first model, but lower than the second. Still, this

induces the highest adjusted goodness-to-ft (48%). Similar to the second EqCM (4.2), the diagnostics

tests seem to show a clear upholding of the underlying assumptions for the OLS estimation method.

Akram (2000, 2004) finds that the linear model may be subject to misspesfication, due to the presence of

possible linear relations of the oil price effecting the exchange rate. Based on our results, we can see that

both the RESET and Squares.LM.χ2 test for functional form seems to suggest adequate specification.

Now that we have determined three possible long-run relationships to counter for the problem with

cointegration mentioned in section (3). We move on to test the forecasting abilities of the models

presented.

5 Empirical Results

In this section, we present the results of the out-of-sample forecasting competitions. We follow Meese and

Rogoff (1983a,b) and perform the forecasting exercises with a comparison between the structural EqCM

estimated in the previous section and the random walk (without drift). More specifically, the models

are first estimated over the initial estimation period (1988:1-2008:4), which leaves us with a forecast

period of almost 7 years. We then employ the use of a (naive) static rolling 1-step ahead regression

methodology to generate forecasts of the relative changes to the exchange rate at 1-4, 16, 20 and 28

quarters into the future. The first forecast periods (1-4 quarters) are common in the literature, and

correspond well with the duration of standard forward contracts, see e.g. Meese and Rogoff (1983a,b),

Reinton and Ongena (1999) and Bjørnland and Hungnes (2006). The 16 quarter horizon represents

the end of the strong appreciation period that the Norwegian kroner witnessed in the first half of the

out-of-sample period (see Figure B.1 and section 3). The final period horizon (28 quarters) represents

the whole out-of-sample period. The forecasting methodology used is very simple as it forecasts 1-step

ahead based on observed observations that precede the forecasted period. As the method is very naive

and simple, it may supply us with a picture of the performance of the estimated models. If the models

can’t outperform the RW with this naive and simple forecasting scheme, chances are small for them

doing so with more complicated forecasting methodologies10.

The literature employs various evaluation criteria for the forecasting abilities. In order to align the

results of this thesis with that of the Meese and Rogoff (1983a,b), we employ the use of the root mean

square error (RMSE) as the principal evaluation criteria. Based on all the forecasts produced by the

10In the literature, k-period rolling dynamic methods are typically used.
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1-step procedure at the different horizons, we average the squared differences to the actual realised

change in exchange rate. The model with the lowest RMSE for a given horizon is defined as the superior

model. A second measure that is also included is the mean absolute error (MAE), which according to

(Meese and Rogoff, 1983a,b) may prove to be better than RMSE, as exchange rates may exhibit fat

tails11. It’s undeniable that the RW model is the benchmark of choice for many studies done in the

literature. To address this point, we also include a direct measure of the forecasting performance against

the RW model, by looking at the RMSE and MAE of the different models relative to that of the RW

model. The evaluation criteria are given by the following equations:

RMSE =

√√√√ 1

n

n∑
i=1

(
θ − θ̂

)2
, MAE =

1

n

n∑
i=1

∣∣∣θ − θ̂∣∣∣ (5.1)

where θ is the actual change in exchange, and θ̂ is the estimated change. The evidence using the various

criteria (5.1) is reported in Table (5.1). Based on the results, it seems that almost all of the estimated

models in section 4 cannot claim to beat the RW in forecasting the exchange rate. Model (4.3) is a

small exception. Over the short-run (less than one year, 4 quarters) oil price effect seem to be the main

driving factor for the Norwegian exchange rate. We can see this as the linear oil price effects model

seem to outperform the RW model over the 1-4 horizon. The RMSE is on average 67% lower than the

RW model over the first 4 quarters, and 25% higher in the last two horizons. The outperformance is

decreasing as the horizon increases, and at 16 quarters the RW is considerably better. Over the full

out-of-sample period the PPP-UIRP model (4.2) seems to be the closest at outperforming the RW. The

forecasting abilities of this model gets gradually better as the time horizon increases, suggesting that the

PPP condition is an important assumptions and driving force for the Norwegian exchange rate in the

long-run. This confirms the results by Akram et al. (2000), Akram (2002, 2006) and Nordbø (2004),

who reports that the theory of PPP is very consistent with the Norwegian exchange rate in the long-run.

The relative money supply proportionality model (4.1) performs consistently worse at all horizons

compared to the RW. The forecasts performance is clearly worse as time goes on, and this may be due

to the significant long-run effect of money-supply that works to adjust the exchange rate in the wrong

direction. The RMSE for this model is on average 46% higher than the RW model over all horizons.

This is contrary to the research done by Reinton and Ongena (1999), but this may be due to several

factors. We employ a different forecasting methodology, time frequency, smaller sample and have an

out-of-sample period that is characterized by a different exchange rate regime (see Figure B.1).

11This may be the case as the level values (e) have a positive excess kurtosis as can be seen in Table (B.2).
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Figure 5.1: Actual values (red lines) and static 1-step ahead forecasts of ∆e with 95% prediction intervals
(blue and green). Row 1: Random walk without drift (left) and relative money supply proportionality (right).
Row 2: Combined PPP and UIRP (left) and linear oil price effects (right).

Table 5.1: Results from the static 1-step ahead out-of-sample forecasting exercise.

PANEL I: Root Mean Square Error (RMSE)i

Period Horizon RW (without drift) EqCM (4.1) EqCM (4.2) EqCM (4.3)

2009:1-2009:2 1 2.617 2.629 [1.004] 4.102 [1.567] 1.745 [0.667]

2009:1-2009:3 2 2.168 2.475 [1.142] 3.428 [1.581] 1.476 [0.681]

2009:1-2009:4 3 2.866 3.789 [1.322] 3.914 [1.365] 1.784 [0.622]

2009:1-2010:1 4 2.578 3.887 [1.508] 3.572 [1.385] 1.905 [0.739]

2009:1-2012:4 16 1.663 3.193 [1.920] 2.221 [1.336] 1.863 [1.120]

2009:1-2015:4 28 2.126 3.014 [1.418] 2.292 [1.078] 2.982 [1.402]

PANEL II: Mean Absolute Error (MAE)

Period Horizon RW (without drift) EqCM (4.1) EqCM (4.2) EqCM (4.3)

2009:1-2009:2 1 2.180 2.597 [1.191] 3.668 [1.683] 1.737 [0.797]

2009:1-2009:3 2 1.664 2.443 [1.468] 2.866 [1.722] 1.379 [0.829]

2009:1-2009:4 3 2.331 3.394 [1.456] 3.425 [1.469] 1.657 [0.711]

2009:1-2010:1 4 1.986 3.567 [1.796] 3.057 [1.539] 1.791 [0.902]

2009:1-2012:4 16 1.186 2.982 [2.514] 1.681 [1.417] 1.661 [1.401]

2009:1-2015:4 28 1.645 2.680 [1.629] 1.796 [1.092] 2.322 [1.412]

i Note: Values in the square brackets represent measure of evaluation criteria relative to the RW (=1). Where the

out-of-sample horizon is 2009:1-2015:4.
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6 Conclusions

In this thesis, we compare the out-of-sample forecasting abilities of three fundamental exchange rate

models (EqCM) against the random walk (without drift). The objective of the thesis was to see how well

the RW model preforms against fundamental exchange rate models that in the literature have proven to

be better at forecasting the Norwegian exchange rate. These models were tested on an out-of-sample

period (2009:1-2015:4) that include two characteristic exchange rate regimes.

We conclude that the RW model is the benchmark of choice for Norwegian exchange rate forecasting.

That is, the overall performance of the RW model is significantly better than two out of the three models

tested over short-run horizons (1-4 quarters), and better than all the models over long-run horizons

(16 and 28 quarters). These results are present even as we use a naive static 1-step ahead forecasting

procedure. The models estimated are adequately specified as all underlying assumptions about the

estimation method are intact, and often with good diagnostics. Proving that good diagnostics are not a

perquisite for good forecasting. In the short run, oil prices are found to be a significant determinant for

the exchange rate as the model with oil price effects outperform the RW model in 1-4 quarters. In the

long-run, oil prices are found to have little to no effects on the exchange rate. The driving force of the

exchange rate in the long-run is the ratio between domestic and foreign prices, and is in accordance with

the PPP hypothesis.
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A Parity in Exchange Rate Markets

In this appendix we present a quick treatment of the fundamental theory of the purchasing power parity

(PPP) and interest rate parities (covered and uncovered). We highly recommend Rogoff and Stavrakeva

(2008) and Rossi (2013) for an overview of the literature on exchange rate predictability as parallel

reading.

A.1 The Purchasing Power Parity (PPP)

The purchasing power parity (PPP) is a highly debated theory for exchange rate determination. According

to the theory, the price level of comparable goods (usually a basket) should be the same between two

countries when converted through the nominal exchange rate. That is, if we denote one country the

"home" country, and a second one the "foreign" country. The PPP implies that the price level of the

home country converted to the currency of the foreign country through the nominal exchange rate should

equal the price level of the foreign country. Through this framework a unit of currency in the home

country would have the same purchasing power in the foreign country. This theory can be traced back

to Cassel (1918) - see Rossi (2013), who developed the theory during the debate on the appropriate

value of nominal exchange rate among industrialized countries after the hyper-inflation in World War I.

Econometrically, the PPP can be expressed by the following relation.

et = α+ β (pt − p∗t ) + εt (A.1)

where α = 0, β = 1 (the proportionality restriction), et is the logarithm of the bilateral nominal exchange

rate, i.e. et ≡ ln (Et), pt and p∗t are the price levels given by the logarithms of the consumer price index

(CPI) in the home and foreign countries, i.e. pt ≡ ln (CPIt), and εt is a constant error term usually

assumed to be independently, identically and normally distributed with mean zero and variance σ2, i.e.

IIDN
(
0, σ2

)
. The CPI is typically calculated using a version of a Laspeyres price index.

CPIt =

n∑
j=1

wj,t−1

(
Pj,t

Pj,t−1

)
where wj,t−1 =

Pj,t−1Qj,t−1∑n
j=1 Pj,t−1Qj,t−1

(A.2)

where Pj,t and Pj,t+1 are the prices of a given good j at time t and t− 1, Qj,t and Qj,t−1 are the number

of goods included in the index "basket" at time t and t− 1. In the long-run, equation (A.1) is generally

regarded as an equilibrium condition for exchange rates, and empirical evidence seems to suggest that

this is a reasonable assumption, but not without its arguments against. Looking at the out-of-sample

forecasting abilities, the evidence seem to suggest that PPP is good at forecasting exchange rates over
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long horizons, but over short horizons it is significantly worse than the random walk model, see e.g.

Sarno and Taylor (2002) and Cheung et al. (2005). Furthermore, as remarked by Rogoff (1996), nominal

exchange rates tend towards PPP in the long-run, but the speed of convergence is very slow. He also

notes that the short-run deviation from PPP are large and volatile. The half-life of the deviations from

PPP range between three to five years, i.e. it takes three to five year for the effects of a shock to PPP

to decrease by more than 50 %. They argued that this may be due to the presence of nominal price

stickiness. These empirical inconsistencies are usually referred to as the "PPP puzzle" (Rogoff, 1996,

p.647). However, empirical research done in Norway suggest that this is not completely the case for

the Norwegian exchange rate. Akram (2002, 2006) provide evidence that both the real and nominal

exchange rate seems remarkably consistent with the theory of PPP, and that the half life of deviation

from parity is just 1.5 years. Research done by Nordbø (2004) also suggest that the PPP puzzle does

not seem relevant for Norway, at least for the real Norwegian exchange rate. The authors argue that the

reason for this may be stronger arbitrage pressure from abroad due to higher openness to international

trade, the Norwegian economy’s heavy reliance on commodity and non-manufactured exports, the stable

nominal exchange rate regime in most of the sample period post-Bretton Woods, and the system of

centralized wage bargaining. All of which may have contributed to preserving Norwegian competitiveness

and reduce the presences of price stickiness even during periods of oil shocks. Additional research on

the PPP in Norway include; Edison and Klovland (1987), Jore et al. (1998), Bjørnland and Hungnes

(2002, 2005, 2006), Bjørnstad and Jansen (2007), Bjørnland (2008), Alstad (2010) and Papadamou and

Markopoulos (2012). As the research may suggest that the PPP is an important component to the

fundamental exchange rate models of Norway. We include the PPP as a long-run equilibrium condition

for determining the Norwegian exchange rate.

A.2 Interest Rate Parity

The two main forms of interest rate parity concerning international currencies, is the uncovered and

covered interest rate parity. In both forms we look at the relationship between interest rates and exchange

rates. According to Dimand (1999), the theory of uncovered interest rate parity (UIRP) can be traced

back to Fisher (1896). The UIRP states that the behaviour of investments in government bonds and the

associated returns can be used to determine exchange rates. If one assumes that the world was perfectly

forcible, with one bilateral nominal exchange rate et. An investor can buy 1/et units of foreign bonds

in local currency, with an associated return i∗t . But in order to realise a profit/loss at time t+ 1. The

number of foreign bond units must be converted back to the home currency by using the then valid

nominal exchange rate et+1. The future return of the foreign bonds measured in the home currency
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equals et+1/et (1 + i∗t ). By arbitrage and if we assume no transaction cost. The theory states that this

return must equal the gross returns of investing in home bonds in order to be in equilibrium.

1 + it =
et+1

et
(1 + i∗t ) (A.3)

As an investor does not know what the future nominal exchange rate et+1 will be, one can but chose

investments based on ones expectations of the future, i.e. Et (.). By adding this expectation notation,

and by Log-linearization, we can rewrite (A.3) as:

Et∆et+1 = θ + δ (it − i∗t ) + et (A.4)

where θ = 0, δ = 1 and ∆ denotes a change over a period t to t+ 1. Econometrically, equation (A.4) is

the UIRP equation in log-form, and it states that the expected rate of change in the exchange rate is

determined by the interest rate differential between two countries. Typically, the interest rates in both

countries is assumed to be set with the objective of minimizing a certain loss function, i.e. minL (X),

where the vector X contains a set of criteria, e.g. inflation targeting (πt − π?), output gaps (yt − y∗t )

etc, see Evjen and Kloster (2012) for further information on this topic in Norway.

The covered interest rate parity (CIRP) is not that different from UIRP, but it states that the

expectation term Et (.) from (A.4) is given by the spread between the forward Ft and spot exchange

rate, i.e. Et∆et+1 = Ft − et. The use of the forward exchange rate is a reason why its called covered, as

it covers investors against exchange rate risk. The CIRP states that the spread between the forward and

spot exchange rate is determined by the nominal interest rate differential between the two countries,

and the theory was first developed by Keynes (1923) - see Rossi (2013). The forecasting abilities of

the models that only use the UIRP is not particularly favourable. In the long-run, empirical evidence

suggests that the use of equation (A.4) does not seem to forecast exchange rates better than the RW

models, see e.g. Meese and Rogoff (1988), Cheung et al. (2005) and Alquist and Chinn (2008). This is

not completely true for Norwegian data, and as remarked by Bjørnland and Hungnes (2006), neglecting

to include the interest rate differential makes the RW win in out-of-sample forecasting competitions.

Interest rate differentials are typically classified as ’traditional predictors’ for exchange rate forecasting,

see e.g. Rossi (2013). But the remarks by Bjørnland and Hungnes (2006) serves as an emphasis for

including the interest rate differentials in the monetary exchange rate models on Norwegian data. For

additional research done on the Norwegian economy see the articles mentioned in (A.1) and Flood and

Rose (2001), Chinn (2006) and Skinner and Mason (2011).
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B Data Description

The following appendix presents a detailed overview of the variables used. The sources and some of

the transformations are listed in subsection (B.1). Various econometric output can be found in the

succeeding subsections, i.e. descriptive statistics (B.2), tests for stationarity (B.3) and cointegrations

(B.4). Detailed information about the contents of the subsection are always found in the begin.

B.1 Variables

The thesis employs seasonally unadjusted quarterly data. The variables listed below are constructed from

various databases. The predominant database used for the data construction is however the OECD.Stat.

The work done by among others Akram (2000, 2004) and Bjørnland and Hungnes (2002, 2005, 2006)

is taken from the quarterly macroeconomic model (RIMINI and KVARTS) used by Norges Bank and

Statistics Norway. The structure of the data found in this thesis may differ from that found in the

mentioned databases. The data set used is available from the author on request.

Table B.1: Variable description

Symbol Description Transformation Source Value

CPI Consumer price index for

Norway, 2010 = 1.

Quarterly values Organisation for Economic

Co-operation and

Development

Index

CPI∗ Trade weighted average of

consumer price indices for

Norway’s trading parterns,

2010 = 1.

Quarterly values Organisation for Economic

Co-operation and

Development

Index

E Trade weighted nominal

value of NOK, 1990 = 1.

Quarterly average of daily

values

Norges Bank Index

FI.Y Current account balance as

a percentage of GDP.

Quarterly values Organisation for Economic

Co-operation and

Development

Percent

GDP Gross domestic product for

Norway. Mill. NOK, current

prices.

Quarterly values Organisation for Economic

Co-operation and

Development

NOK

il long-run interest rates:

Norwegian government bond

with 10 years maturity.

Quarterly values Organisation for Economic

Co-operation and

Development

Percent
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Table B.1 Continued: Variable description

Symbol Description Transformation Source Value

i∗l long-run interest rates:

Trade weighted average of

foreign government bond

with 10 years maturity.

Quarterly values Organisation for Economic

Co-operation and

Development

Percent

is Short-term interest rates:

Three months Norwegian

money market rates.

Quarterly values Organisation for Economic

Co-operation and

Development

Percent

i∗s Short-term interest rates:

Trade weighted average

three months foreign money

market rates.

Quarterly values Organisation for Economic

Co-operation and

Development

Percent

M Money supply, M3 broad

money supply index, 2010 =

1.

Quarterly values Organisation for Economic

Co-operation and

Development

Index

M∗ Money supply, Trade

weighted M3 index, 2010 =

1.

Quarterly values Organisation for Economic

Co-operation and

Development

Index

Oil Price per barrel of Brent

Blend crude oil in NOK.

Quarterly average of daily

nominal spot prices

US Energy Information

Agency

NOK

rOil Real price of Oil Oil price adjusted for

inflation

See Oil and CPI. NOK

Y Industrial production index

for Norway, 2010=1.

Quarterly values Organisation for Economic

Co-operation and

Development

NOK

Y ∗ Trade weighted average

industrial production

Norway’s trading partners,

2010 = 1

Quarterly values Organisation for Economic

Co-operation and

Development

NOK

wi,t Trading partner i’s share of

total trade (import +

export)i at time t.

Quarterly average of

Monthly values

Statistics Norway Percent

i The total non-covered trading share at a given time t has been equally distributed amongst the trading partners,

i.e. wi,t = TWi,t +
(
1 −

∑n
i=1 TWi,t

)
1
n
, where

∑n
i=1 wi,t = 1.
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B.2 Descriptive Statistics

The descriptive statistics is splitt into three tables. The first (B.2) contains output for the full sample

(1988:4-2015:4). The second (B.3) holds the estimations period (1998:1-2008:4) of which the various

models are based on. The third and final (B.4) contains descriptive statistics of the out-of-sample period

(2009:1-2015:4). The latter contains a small sample size, implying that conventional tests may not be

reliable for interpretations.

Table B.2: Descriptive statistics for log-level variables - Full sample: 1988:1-2015:4 (N = 112)

Seriesi Meanii Std. Dev. Median Min Max Skew Ex. Kurt Jarque-Beraiii

e 0.005 0.045 0.008 -0.092 0.150 0.127 0.331 0.638

cpi -0.185 0.170 -0.163 -0.534 0.093 -0.196 -1.058 6.267

cpi∗ -0.166 0.172 -0.154 -0.544 0.083 -0.404 -0.660 5.264

cpi− cpi∗ -0.019 0.021 -0.016 -0.062 0.029 -0.067 -0.446 1.208

e− cpi+ cpi∗ 0.024 0.051 0.026 -0.064 0.139 0.067 -1.106 6.141

il 0.059 0.028 0.054 0.015 0.133 0.716 -0.152 9.496

i∗l 0.051 0.024 0.044 0.009 0.099 0.361 -0.890 6.374

is 0.056 0.035 0.052 0.011 0.144 0.774 -0.369 11.697

i∗s 0.045 0.031 0.043 0.001 0.112 0.598 -0.564 8.219

il − i∗l 0.007 0.010 0.006 -0.005 0.053 2.552 8.209 417.714

is − i∗s 0.011 0.016 0.011 -0.012 0.073 1.193 2.183 46.266

il.t−1 − ∆cpit−2 0.052 0.026 0.050 0.006 0.116 0.466 -0.572 1.281

is.t−1 − ∆cpit−2 0.049 0.032 0.047 0.002 0.139 0.685 -0.412 6.574

m -0.577 0.548 -0.572 -1.470 0.282 0.019 -1.338 8.729

m∗ -0.570 0.489 -0.606 -1.429 0.229 0.026 -1.273 7.939

m−m∗ -0.007 0.068 0.005 -0.126 0.109 0.024 -1.293 8.188

y 0.026 0.126 0.054 -0.307 0.198 -0.785 -0.260 11.655

y∗ -0.087 0.090 -0.056 -0.258 0.069 -0.373 -0.992 7.457

y − y∗ 0.113 0.090 0.124 -0.048 0.265 -0.052 -1.323 8.590

FI.Y 0.000 0.026 0.000 -0.094 0.055 -0.492 1.255 10.394

oil 3.547 0.731 3.340 2.355 4.930 0.371 -1.301 10.771

roil 3.393 0.879 3.203 2.000 4.907 0.310 -1.380 11.008

i Note: Quarterly descriptive statistics for log-level variables over the full sample, 1988:1-2015:4. ii Non-seasonal

adjusted quarterly mean and std. dev. iii Critical value for Jarque-Bera statistics at 5% is 5.99.
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Table B.3: Descriptive statistics for log-level variables - Sample: 1988:1-2008:4 (N = 84)

Seriesi Meanii Std. Dev. Median Min Max Skew Ex. Kurt Jarque-Beraiii

e 0.013 0.034 0.016 -0.067 0.089 -0.261 -0.080 0.999

cpi -0.255 0.135 -0.252 -0.534 -0.030 -0.231 -1.025 4.740

cpi∗ -0.235 0.140 -0.210 -0.544 -0.018 -0.584 -0.546 5.879

cpi− cpi∗ -0.021 0.023 -0.017 -0.062 0.029 0.071 -0.637 1.749

e− cpi+ cpi∗ 0.033 0.046 0.033 -0.064 0.112 -0.184 -1.134 5.314

il 0.069 0.025 0.062 0.036 0.133 0.849 -0.278 10.155

i∗l 0.060 0.020 0.051 0.034 0.099 0.443 -1.269 8.653

is 0.068 0.033 0.062 0.020 0.144 0.572 -0.560 5.756

i∗s 0.057 0.026 0.049 0.024 0.112 0.741 -0.706 9.428

il − i∗l 0.008 0.011 0.006 -0.005 0.053 2.129 5.454 157.808

is − i∗s 0.011 0.018 0.005 -0.012 0.073 1.097 1.017 19.223

il.t−1 − ∆cpit−2 0.062 0.022 0.057 0.021 0.116 0.487 -0.615 6.873

is.t−1 − ∆cpit−2 0.060 0.030 0.055 0.011 0.139 0.486 -0.545 0.521

m -0.810 0.420 -0.868 -1.470 -0.039 0.223 -1.048 4.857

m∗ -0.782 0.366 -0.797 -1.429 -0.055 0.156 -0.892 3.432

m−m∗ -0.028 0.062 -0.048 -0.126 0.109 0.386 -1.075 6.402

y 0.040 0.140 0.108 -0.307 0.198 -1.023 -0.319 14.651

y∗ -0.097 0.101 -0.078 -0.258 0.069 -0.081 -1.399 7.316

y − y∗ 0.137 0.084 0.164 -0.048 0.265 -0.440 -0.897 5.760

FI.Y 0.002 0.023 0.000 -0.053 0.055 0.190 -0.432 1.432

oil 3.253 0.572 3.056 2.355 4.930 1.022 0.225 14.190

roil 3.028 0.678 2.787 2.000 4.907 0.917 -0.094 11.455

i Note: Quarterly descriptive statistics for log-level variables over the sample period, 1988:1-2008:4. ii Non-seasonal

adjusted quarterly mean and std. dev. iii Critical value for Jarque-Bera statistics at 5% is 5.99.
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Table B.4: Descriptive statistics for log-level variables - Sample: 2009:1-2015:4 (N = 28)

Seriesi Meanii Std. Dev. Median Min Max Skew Ex. Kurt Jarque-Beraiii

e -0.017 0.065 -0.038 -0.092 0.150 1.095 0.439 5.064

cpi 0.028 0.035 0.020 -0.031 0.093 0.188 -0.938 1.514

cpi∗ 0.042 0.037 0.054 -0.025 0.083 -0.520 -1.239 3.297

cpi− cpi∗ -0.014 0.014 -0.012 -0.041 0.011 -0.092 -1.040 1.652

e− cpi+ cpi∗ -0.003 0.057 -0.031 -0.060 0.139 1.094 0.261 5.007

il 0.028 0.008 0.027 0.015 0.041 0.128 -1.231 2.210

i∗l 0.024 0.008 0.023 0.009 0.034 -0.132 -1.162 2.016

is 0.021 0.006 0.020 0.011 0.035 0.360 -0.620 1.264

i∗s 0.009 0.005 0.008 0.001 0.020 0.325 -0.133 0.572

il − i∗l 0.004 0.003 0.005 -0.001 0.008 -0.480 -0.826 2.082

is − i∗s 0.012 0.002 0.012 0.008 0.017 0.423 -0.344 1.076

il.t−1 − ∆cpit−2 0.024 0.009 0.024 0.006 0.042 0.250 -0.506 0.802

is.t−1 − ∆cpit−2 0.018 0.010 0.016 0.002 0.045 0.975 0.841 4.360

m 0.124 0.109 0.128 -0.031 0.282 -0.048 -1.356 2.533

m∗ 0.069 0.078 0.064 -0.034 0.229 0.507 -0.788 2.112

m−m∗ 0.055 0.039 0.065 -0.015 0.109 -0.408 -1.005 2.225

y -0.016 0.043 -0.029 -0.088 0.091 0.649 -0.066 1.847

y∗ -0.058 0.028 -0.050 -0.135 -0.030 -1.613 1.451 12.394

y − y∗ 0.043 0.066 0.020 -0.043 0.207 1.248 0.610 6.665

FI.Y -0.006 0.032 0.000 -0.094 0.051 -1.046 1.274 5.683

oil 4.428 0.334 4.548 3.600 4.816 -0.908 -0.288 3.713

roil 4.487 0.328 4.621 3.724 4.865 -0.802 -0.527 3.267

i Note: Quarterly descriptive statistics for log-level variables over the sample period, 2009:1-2015:4. ii Non-

seasonal adjusted quarterly mean and std. dev. iii Critical value for Jarque-Bera statistics at 5% is 5.99. NB!

As the sample size is small (N < 30) this may mean too few observations for a reliable Jarque-Bera test
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Figure B.1: Quarterly observations of selected variables over the period 1988:1-2015:4. Lower case letters denote the natural logarithm of
upper case letters.



B.3 Test for Stationarity

A common problem with a standard Dickey-Fuller (DF) test is the assumption of no serial correlation

in the residual term (εt) of the tests AR(1) model, ∆et = µ + (θ − 1) et−1 + εt. The null hypothesis

given by θ = 1 (non stationary series) would not suffice in the presence of serial correlated residuals, as

the standard errors may lead to invalid inference. To counter for this, the AR(1) model is augmented

(thereof the name) to an AR(p) model with a series of lagged first differences of the dependent variable.

∆et = µ+ (θ − 1) et−1 +

p∑
j=1

Φj∆et−j + εt (B.1)

where p is the lag order. For series that have trend, the term δT is added to B.1. The null hypothesis is

unchanged (θ = 1), but the serial correlation is no longer a problem due to the augmented term.

Table B.5: ADF (Dickey and Fuller, 1979) test for unit root, AIC criterion

Seriesi Constant without trend Constant with trend

Levels First differences Levels First differences

e -3.442 [0.010] -6.805 [0.000] -3.430 [0.047] -6.723 [0.000]

cpi -1.579 [0.489] -9.686 [0.000] -3.716 [0.027] -9.773 [0.000]

cpi∗ -0.554 [0.878] -2.057 [0.263] -2.333 [0.415] -1.259 [0.897]

cpi− cpi∗ -3.047 [0.031] -1.914 [0.326] -3.435 [0.047] -2.271 [0.450]

e− cpi+ cpi∗ -2.298 [0.175] -7.486 [0.000] -2.381 [0.386] -7.430 [0.000]

il -2.136 [0.231] -6.628 [0.000] -3.535 [0.036] -5.743 [0.000]

i∗l -0.995 [0.757] -5.602 [0.000] -3.309 [0.065] -5.566 [0.000]

is -2.323 [0.165] -6.330 [0.000] -2.504 [0.326] -6.358 [0.000]

i∗s -1.224 [0.667] -5.143 [0.000] -1.227 [0.904] -5.182 [0.000]

il − i∗l -1.933 [0.317] -2.125 [0.235] -1.920 [0.644] -2.137 [0.524]

is − i∗s -3.504 [0.008] -7.906 [0.000] -3.469 [0.043] -7.857 [0.000]

il,t−1 − ∆cpit−2 -1.768 [0.397] -7.749 [0.000] -4.825 [0.001] -7.774 [0.000]

is,t−1 − ∆cpit−2 -2.430 [0.137] -10.030 [0.000] -2.589 [0.287] -4.213 [0.004]

m 0.408 [0.983] -5.600 [0.000] -1.812 [0.699] -5.622 [0.000]

m∗ 1.792 [0.999] -7.987 [0.000] 0.503 [0.999] -6.464 [0.000]

m−m∗ -1.526 [0.521] -6.798 [0.000] -2.811 [0.193] -6.753 [0.000]

y -2.157 [0.223] -2.329 [0.163] -0.653 [0.976] -7.441 [0.000]

y∗ -1.462 [0.553] -2.714 [0.072] -1.536 [0.817] -2.719 [0.229]

y − y∗ -1.717 [0.423] -2.741 [0.067] -1.793 [0.709] -5.216 [0.000]

FI.Y -11.060 [0.000] -11.770 [0.000] -11.014 [0.000] -11.692 [0.000]

oil -1.874 [0.343] -8.614 [0.000] -2.777 [0.210] -8.535 [0.000]

roil -1.642 [0.457] -8.594 [0.000] -2.803 [0.201] -8.515 [0.000]

i Note: The p-values are in large brackets [.]. Dickey-Fuller critical values: (a) Constant without trend 5% =

-2.90, 1% = -3.51, (b) constant with trend 5% = -3.47, 1% = -4.08. Sample: 1988:1-2008:4. Max lag order based

on Schwert and AIC, see Schwert (1989).
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B.4 Test for Cointegration

The Engle and Granger (1987) test for cointegration uses two steps to test if a cointegration vector

exists. This is done by investigating an estimated residual term (ε̂) for stationarity. By using ordinary

least square, ε̂ = et − µ̂−
∑n

i=1 β̂ift is estimated. Applying the ADF test (see subsection B.3) on (ε̂)

checks for the presence of one (estimated) cointegrating relationship.

To allow for more than one cointegrating relationship, the Johansen (1991) test is used. The test is

considered to be a multivariate generalization of the ADF test. The strategy and estimation - maximum

likelihood - makes it possible to estimate the number of cointegrating vectors, with the assumption that

one has more than two variables. There are two types of this test, either with trace or eigenvalues (λ).

Both tests start out with the following VAR(p) model.

∆et = µ+ Πet−1 +

p∑
j=1

Πj∆et−j + εt (B.2)

The rank of matrix Π, i.e. rank(Π) is the number cointegrating vectors. If the variables are cointegrated

then rank(Π) 6= 0. By the trace test, one tests the null hypothesis that the rank(Π) is r0. The alternative

hypothesis is that r0 < rank(Π) ≤ n, where n is the maximum possible cointegrating vectors. With the

maximum eigenvalue test, the null hypothesis is that rank(Π) = 0 and the alternative, rank(Π) = 1.

Table B.6: Engle and Granger (1987) and Johansen (1991) test for cointegration

PANEL I: Engle-Granger two step procedure

Constant without trend Constant with trend

Series (α̂− 1) τ -ADF (α̂− 1) τ -ADF

-0.238 -3.169 [0.783] -0.252 -3.330 [0.823]

PANEL II: Johansen test

Seriesi Adj. for sample size

Rank Eigenvalue Trace Test λ-max Test Trace Test

0 0.642 205.37 [0.0000] 82.211 [0.0000] 205.37 [0.0000]

1 0.439 123.16 [0.0001] 46.175 [0.0064] 123.16 [0.0011]

2 0.317 76.989 [0.0107] 30.496 [0.1204] 76.989 [0.0277]

3 0.237 46.493 [0.0653] 21.671 [0.2455] 46.493 [0.1005]

4 0.186 24.822 [0.1732] 16.464 [0.2068] 24.822 [0.2032]

5 0.088 8.3583 [0.4352] 7.3461 [0.4578] 8.3583 [0.4538]

6 0.013 1.0123 [0.3144] 1.0123 [0.3144] 1.0123 [0.3271]

i Note: Unrestricted constant with common lag order of 4 ( = p). Variables tested: e, e− cpi+ cpi∗, is, i∗s m−m∗,

y − y∗ and roil. All of whom are I(1) at 1% significance, see Table B.5
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C Econometric Output

This section contains all the relevant econometric output as obtained from Gretl and PcGive. The models

estimated are mentioned in section 4. All the diagnostics tests used in the procedure are commented in

the notes below the tables. The scripts used are available from the author on request.

C.1 Relative Money Supply Proportionality EqCM

Table C.1: The EqCM with linear proportionality between exchange rate and relative money.

∆ê = − 0.023
(−3.919)

+ 0.0005
(3.958)

T − 0.228
(−2.605)

∆(mt −m∗
t ) + 0.241

(4.744)
(et−1 −mt−1 +mt−1)

− 0.464
(−4.483)

et−1 − 0.044
(−22.251)

id97q1− 0.032
(−8.352)

id02q2− 0.032
(−4.413)

id08q2 + 0.071
(10.400)

id08q4

Sample : 1988 : 2− 2008 : 4, T = 83, k = 8, Method: OLS

Diagnosticsi

σ̂ = 1.533%

Log-lik = 233.759

R2 = 0.452
¯VIF (J) = 3.202

AR 1 - 4 F(4, 70) = 0.445 [0.776]

ARCH χ2(4) = 6.985 [0.137]

Het.χ2 (k) = 12.66 [0.124]

Het.χ2 (p− 1) = 14.020 [0.299]

Normality.χ2 = 1.367 [0.505]

RESET F(1, 73) = 1.755 [0.180]

Logs.LM.χ2 = 0.100 [0.752]

Squares.LM.χ2 = 9.127 [0.058]

Mean dependent var 0.000519 S.D. dependent var 0.020704

Sum squared resid 0.017391 S.E. of regression 0.015330

R2 0.505211 Adjusted R2 0.451720

Log-likelihood 233.7593 Akaike criterion −449.5186

Schwarz criterion −427.7491 Hannan–Quinn −440.7728

ρ̂ 0.042501 Durbin–Watson 1.909118

i Note: The t-values are in brackets (.) below the estimators with the p-value in square brackets [.] beside the

test statistics in the diagnostics list. All of which are calculated using the heteroskedasticity and autocorrelation

consistent (HAC) standard errors. The goodness-to-fit reported is the adjusted R2. ¯VIF (J) is the average variance

inflation factor. Less than 10 may imply no multicollinearity problem. AR 1 - 4 F(4, 70) tests for autocorrelation
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in the residual up to four lags. ARCH χ2(4) tests for autoregressive conditional heteroscedasticity (ARCH) up to

order 4 (Engle, 1982). Het.χ2 (k) is the Koenker and Bassett Jr (1982) robust variant of the Breusch and Pagan

(1979) test for heteroscedasticity. Het.χ2 (p− 1) tests for heteroscedasticity using only the squares of regressors

(White, 1980). Normality.χ2 (2) tests for normality of residuals, and is that of Jarque and Bera (1980). RESET

F(1, 73) tests for misspesification of model functional form including both squares and cubes of the fitted values,

see Ramsey (1969). Logs.LM.χ2 and Squares.LM.χ2 are non-linearity tests (Saikkonen and Luukkonen, 1988).
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C.2 Combined PPP and UIRP EqCM

Table C.4: The EqCM with combined linear proportionality between PPP and UIRP.

∆ê = 0.005
(0.672)

− 0.073
(−0.231)

∆cpit + 0.348
(1.188)

∆cpit−1 + 0.695
(2.334)

∆cpit−2 − 0.616
(−1.576)

∆cpi∗t

− 0.249
(−0.919)

∆cpi∗t−1 − 0.859
(−2.158)

∆i∗s,t − 0.096
(−1.891)

(et−1 − cpit−1 + cpit−1)− 0.125
(−0.900)

(is,t−1 − i∗s,t−1)

− 0.037
(−9.436)

id97q1− 0.043
(−10.689)

id02q2− 0.023
(−6.736)

id08q2 + 0.076
(9.920)

id08q4

Sample : 1988 : 4− 2008 : 4, T = 81, k = 12, Method: OLS

Diagnosticsi

σ̂ = 1.644%

Log-lik = 224.894

R2 = 0.373
¯VIF (J) = 1.255

AR 1 - 4 F(4. 70) = 0.143 [0.965]

ARCH χ2(4) = 4.677 [0.322]

Het.χ2 (k) = 7.491 [0.824]

Het.χ2 (p− 1) = 11.964 [0.917]

Normality.χ2 = 0.290 [0.865]

RESET F(1. 73) = 1.300 [0.279]

Logs.LM.χ2 = -

Squares.LM.χ2 = 9.375 [0.312]

Mean dependent var 0.000622 S.D. dependent var 0.020769

Sum squared resid 0.018382 S.E. of regression 0.016442

R2 0.467280 Adjusted R2 0.373271

Log-likelihood 224.8937 Akaike criterion −423.7874

Schwarz criterion −392.6595 Hannan–Quinn −411.2985

ρ̂ 0.039514 Durbin–Watson 1.920154

i Note: The model is estimated by OLS, see Table C.1 for further information. Logs.LM.χ2 cannot be applied as

all the variables are in log-form. Previously, the time trend (T) was included to conduct the test.
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C.3 Linear Oil Price Effects EqCM

Table C.7: The EqCM with Linear Oil Price Effects.

∆ê = 0.005
(1.713)

− 0.886
(−2.619)

∆cpi∗ + 0.176
(2.193)

∆FI.Y2 + 0.221
(2.826)

∆FI.Y3 + 0.222
(1.732)

∆et−2

+0.198
(2.354)

∆et−3 − 0.364
(−4.773)

(et−1 − roilt−1)− 0.042
(−12.819)

id97q1− 0.039
(−15.807)

id02q2− 0.012
(−3.399)

id08q2

+ 0.071
(11.850)

id08q4

Sample : 1989 : 1− 2008 : 4, T = 80, k = 10, Method: OLS

Diagnosticsi

σ̂ = 1,498%

Log-lik = 228.464

R2 = 0.484
¯VIF (J) = 1.203

AR 1 - 4 F(4, 70) 1.018 [0.405]

ARCH χ2(4) 4.638 [0.326]

Het.χ2 (k) 8.357 [0.594]

Het.χ2 (p− 1) 12.226 [0.728]

Normality.χ2 1.156 [0.561]

RESET F(1, 73) 0.483 [0.619]

Logs.LM.χ2 -

Squares.LM.χ2 4.152 [0.656]

Mean dependent var 0.000494 S.D. dependent var 0.020867

Sum squared resid 0.015492 S.E. of regression 0.014984

R2 0.549669 Adjusted R2 0.484404

Log-likelihood 228.4643 Akaike criterion −434.9286

Schwarz criterion −408.7263 Hannan–Quinn −424.4233

ρ̂ 0.061376 Durbin–Watson 1.857504

i Note: The model is estimated by OLS, see Table C.1 for further information. Logs.LM.χ2 cannot be applied as

all the variables are in log-form. Previously, the time trend (T) was included to conduct the test.
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