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Abstract

In this thesis, the uncertainty related to the forecasting of yield for a solar energy
system in Norway has been evaluated. The system was a 2 kW, PV-system
located on the campus of the Norwegian University of Life Sciences (NULS).

The work conducted aimed at determining the existing discrepancy between
forecasted and actual yield for the PV-system, comparing forecasts of annual
yield, generated by the simulation software PVsyst, to inverter output data for
one year.

Moreover, it investigated the different factors influencing this discrepancy, by
evaluating forecasted system losses and their relation to the meteorological data
used as input.

The effect of the diffuse-to-global ratio (DGR) in datasets has been investigated,
along with the consequences induced in the simulation program used.

Also, the effect of missing diffuse data has been tied to high errors in forecasting,
especially for months of low irradiance levels.

The economic consequences of the discrepancies between actual and forecasted
yield have been evaluated by calculating the levelized cost of energy (LCOE) for
the forecasted yield and comparing this to the actual LCOE.

The effect of soiling has been discussed and suggestions have been made as to
appropriate soiling values for solar energy systems within a climatic distance of
20 km from the PV-system evaluated.

The results showed a mean bias error (MBE) of -8.1% and RMSE of 10.3% in an
ideal scenario with only 2% degradation losses applied, when disregarding
choice of source for meteorological data.

The most accurate forecasts of annual yield had a bias error (BE) of -0.2%, using
meteorological data from the NASA SSE database.

The worst performing forecast in this scenario had a BE of -19.7%, using data
from the PVGIS database.

Measured data from weather stations in the vicinity of the PV-system site, on
best yielded a BE of -2.3%.

In a heavy soiling scenario, an MBE of -25.3% and RMSE of 26.5% were obtained
when disregarding the choice of meteorological data source.

The best performing forecast had a BE of -20.2% and was obtained using
meteorological data from the NASA SSE database.

The worst performing forecast in this scenario had a BE of -34.3%, using data
from the PVGIS database.

Measured data from weather stations in the vicinity of the PV-system site at best
yielded a BE of -23.6% in this scenario.

Of all the sources for meteorological data, the NASA SSE database showed to
yield the most accurate forecasts and consistently proved to forecast accurately
within an assumed investor risk tolerance of 6 - 7% when excluding heavy
soiling.
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Sammendrag

I denne oppgaven har usikkerheten forbundet med prognosering av produksjon
for et solenergisystem i Norge blitt undersgkt. Systemet hadde en kapasitet pa
omtrent 2 kWp og befant seg pa omradet til Norges miljg- og biovitenskapelige
universitet (NMBU).

Arbeidet som ble utfgrt tok sikte pa @ bestemme det eksisterende avviket
mellom prognosert og faktisk kraftproduksjon for solenergisystemet, ved a
sammenligne prognoser for arlig kraftproduksjon, generert av
simulasjonsprogrammet PVsyst, med omformerdata for ett ar.

Videre ble de forskjellige faktorene som pavirker dette avviket etterforsket ved a
undersgke de prognoserte system tapene og deres forbindelse til de
meteorologiske dataene brukt i simuleringene.

[ tillegg ble effekten av manglende data for diffus straling knyttet til store avvik i
prognosering, spesielt for maneder med lave nivaer av solinnstraling.

De gkonomiske konsekvensene av avvikene mellom faktisk og prognosert
kraftproduksjon har blitt undersgkt ved a regne ut elektrisitetskostnaden for
den prognoserte kraftproduksjonen og sammenligne denne med
elektrisitetskostnaden for solenergisystemet basert pa faktisk produksjon.

Pavirkningen av tilsmussing av solkraftpaneler har blitt diskutert og forslag til
passende verdier for tap som fglge av tilsmussing har blitt foreslatt for
solenergisystemer innenfor en klimatisk radius pa 20 km fra solenergisystemet
som ble evaluert.

Resultatene viste et gjennomsnittlig avvik pa -8.1% og et standardavvik pa
10.3% i et ideelt scenario med kun 2% degradasjonstap implementert,
uavhengig av valg av kilde for meteorologiske data.

Den mest ngyaktige prognosen for arlig kraftproduksjon hadde et avvik pa 0.2%
ved bruk av meteorologiske data fra NASA SSE databasen.

Den minst ngyaktige prognosen for arlig kraftproduksjon hadde et avvik pa -
19.7% ved bruk av meteorologiske data fra PVGIS databasen.

Malte data fra en verstasjon i neerheten av solenergisystemet ga i den mest
ngyaktige prognosen et avvik pa -2.3%.

[ et scenario med hgy grad av tilsmussing ble et gjennomsnittlig avvik pa -25.3%
og et standardavvik pa 26.5% funnet, uavhengig av valg av kilde for
meteorologiske data.

Den mest ngyaktige prognosen hadde et avvik pa -20.2% ved bruk av
meteorologiske data fra NASA SSE databasen.

Den minst ngyaktige prognosen i dette scenarioet hadde et avvik pa -34.3% ved
bruk av data fra PVGIS databasen.

Malte data fra en vearstasjon i neerheten av solenergisystemet ga i den mest
ngyaktige prognosen et avvik pa -23.6% i dette scenarioet.

Av alle kilder for meteorologiske data evaluert ble de mest ngyaktige prognosene

gitt ved bruk av NASA SSE databasen. Disse tilfredsstilte en investor risiko pa 6 -
7%, ndr man ser vekk fra scenarioet med hgy grad av tilsmussing.
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1. Introduction

1.1 Motivation

The implementation of renewable energy systems in Europe the last decade has
been formidable due to broad political agreement that fossil fuel carriers should
be phased out.

One branch in the renewable energy family is the solar energy sector.

Vast subsidy schemes have been implemented in order to assure a faster
transition into a renewable energy era, with countries like Germany and Spain in
the forefront of implementing large scale, grid-connected solar energy power
plants.

However, in Norway the development of the solar industry is still in its early
beginning. The challenges of rough weather conditions, heavy soiling scenarios,
missing expertise and high installation costs all contribute to a halted pace of
transition into large scale implementation schemes as the ones seen other places
around the world.

Earlier studies conducted to map the solar resource in Norway have concluded
that actual solar irradiance deviates as much as, and sometimes more than, 10
per cent from forecasted irradiance [1]. Consequently, the margins of error are
larger in Norway than in other nations around the world where the end use of PV
electricity has been higher, and the research has been conducted for longer

One of the great factors of uncertainty lies in the investors will to take risks in a
sector still under development. Most investors in renewable energy operate with
margins of error way below the mentioned 10 per cent. In this thesis the limit for
economic viability, hereafter referred to as the IRT, is assumed to be in the range
of 6 — 7 per cent [2]. The actual number will necessarily vary from case to case.

The missing knowledge about forecasting accuracy using simulation software is
a great contribution to this uncertainty, and therefore should be investigated to
supply much needed information.

With such information available, the hope remains that investors may be willing
to place more resources in developing an energy sector bound for great shares of
the energy production in the future.

1.2 Problem statements
This thesis aims at investigating the following problem statements:

* What s the existing discrepancy between actual and forecasted yield for a
solar energy system using simulation software?

*  Which factors may influence this discrepancy and to which extent?

*  What s the most straightforward way to reduce the discrepancy?

* What are the economic consequences or implications of the discrepancy?



1.3 The PV-system

The PV-system used as basis for this analysis is located at the campus of the
Norwegian University of Life Sciences (NULS) in Aas municipality, Akershus
County, Norway.

The system is rated at 2 kW, and operated as a free standing, roof mounted
system. It was taken into operation in October/November 2013, but didn't start
production before February 2014.

A picture of the PV-array is seen below in Figure 1:

Figure 1: The PV-array at the campus of NULS at Aas, including solar reference cell

1.4 Thesis outline
This thesis is divided into seven chapters. These are as follows:

» Chapter 1 gives an introduction to the motivation behind the thesis, the
problem statements investigated and a brief description of the case used
in the analysis.

» Chapter 2 provides all the necessary theory for the understanding of the
methods and results in this thesis, along with some recommended
literature.

» Chapter 3 explains the methodology used in the thesis, giving an
introduction to the simulation software used (PVsyst), the selection of
meteorological data and other relevant information related to the choice
of analytic method.

» Chapter 4 presents all the results obtained in the thesis; the accuracy of
the forecasts made, an analysis of the results related to the meteorological
data, identification of loss factors and their relative extent and an
economic calculation of the energy price based on the forecasted yield.



Chapter 5 states the main conclusions drawn according to the problem
statements

Chapter 6 suggests further work that may be conducted to help feature
analysis.

Chapter 7 states references cited.



2. Theoretical prerequisites

In the following, the theoretical background required for understanding the
work presented in this thesis will be given. The reader can through additional
literature acquire the necessary theory for better comprehension of the nature of
the photovoltaic (PV) generator. The underneath listed literature are a few of
many sources that can give detailed information about the components of the PV
system, solar geometry and meteorology, and other questions the reader might
have that aren't directly relevant for the understanding of this thesis and thus
are not answered here.

Recommended reading:

* Quaschning, Volker: Regenerative Energiesysteme (German only)
Carl Hanser Verlag GmbH & Co. KG; Auflage: 7
ISBN-13: 978-3446427327

* The German Energy Society: Planning and Installing Photovoltaic Systems
Routledge; 2nd edition
ISBN-13: 978-1844074426

* Honsberg, Christiana; Bowden, Stuart: PVeducation
Photovoltaic Education Network; Online source available at:
www.pveducation.org

2.1 The PV system

A grid connected PV system consists of many parts, of which some are more
essential than others.

Balance of system (BoS) components are counted as all system components,
except the PV generator itself [3].

PV generator

Inverter Mains

(O

Figure 2: Flow diagram for a grid connected PV system

In the above figure Ppc is the direct current (DC) power delivered by the
generator to the inverter, whereas Pac is the alternating current (AC) power
delivered from the inverter to the mains grid. Electricity meters are omitted for
sake of simplicity, as only inverter data will be evaluated in this thesis.

Electrical safety measures include BoS-components like surge arresters, mains
disconnection switches and circuit breakers, among others [4].

However, since these components are only of secondary importance to the
operation of a PV system, and not directly relevant for this thesis, the
information about them is omitted.



Most manufacturers of system components will print a spec-sheet or datasheet,
containing some or indeed all parameters that might be of interest to the
purchaser. Datasheets containing information about the inverter and modules
incorporated into the system investigated in this thesis can be found in Appendix
C: Datasheets.

2.1.1 The PV-generator

A PV-generator is a static current generator, converting electromagnetic
radiation in the form of sunlight, to electricity.

The smallest PV-generator in existence is the solar cell, although it is customary
to assemble more solar cells together, connecting them in either series or in
parallel, to form a module. An assembly of modules may be called an array, and
normally will contain one or more strings.

An illustration of a solar cell, a module and an array containing two strings (each
string consisting of two modules in series) can be seen in Figure 3:

— String

= =

Cell Module Array

Figure 3: Illustration of a solar cell, a module and an array containing two strings.

2.1.2 Solar Cell Material

Different semiconductor material is used in solar cells, and the most used in
modern cells is crystalline silicon with a market share in 2012 of 86% [5].
There are two forms of crystalline silicon: mono-crystalline silicon (c-Si) and
poly-crystalline silicon (poly-Si).

In addition there exists non-crystalline silicon like the amorphous silicon (a-Si),
which is a so-called thin film technology.

Some other types of solar cell material included in the thin film "family" are:
Cadmium Telluride (CdTe), gallium arsenide (GaAs) and Copper Indium Gallium
Selenite (CIGS).



2.1.3 Solar Cells

Solar cells work through the photovoltaic effect, first discovered by the French
physicist A.E. Bequerel in 1839. It is an effect directly related to the photoelectric
effect, first discovered by Albert Einstein in 1905 and known for the ability of a
metal to emit electrons when light is induced on it.

In the photovoltaic effect, however, light induced on a semiconductor induces a
current, which can be made available for electrical work.

Photons (energized light quanta) in sunlight incident on the semiconductor
material of the solar cell can dislodge valence electrons, if they possess sufficient
kinetic energy, leaving behind a positively charged hole.

These electrons are then free to move in the lattice structure of the material,
potentially performing electrical work on the way, if led through an external
circuit.

The photovoltaic principle is well illustrated in the band gap model (Figure 4),

where the valence electron is said to be in the valence band before being excited
(dislodged) into the conduction band (lattice structure) [6]:

A

E o | Conduction band

Eg & 71 Forbidden zone

Figure 4: Illustration of the band gap model (photon in yellow, electrons in blue, holes in green)

Valence band

The photon energy Ephoton necessary to dislodge a valence electron and make it
available for work through an external circuit is given by the band gap energy Eg,
according to the formula:

Ephoton = hf = Eg (2.1)

Where h is the Planck constant and f'is the frequency of the incoming light.
The forbidden zone is the energy gap between the valence band and the
conduction band, and cannot be used for conduction.

For insulators, this band gap is too high for photon excitation, for metals, the
forbidden zone is non-existent [7].

A solar cell is usually constructed through a process called doping, where
elements from group Il and VI or group IIl and V are combined with the
semiconductor material by molecular diffusion to create a so-called pn-junction.
By doing this, the different parts of the semiconductor material will contain a
deficit (p-doped) or surplus (n-doped) of negative charges in the conduction
band, giving rice to an electrical field E between the doped parts.



By electrical diffusion, electrons move from the n-doped to the p-doped side of
the cell, until an electrostatic equilibrium is attained. The area with an active
electrical field containing the pn-junction is then called the "depleted region".
The depleted region gives rise to a potential, working as an electromotive force
(EMF) for electrons dislodged by photons [6].
This voltage drop V (hence voltaic cell) and the resulting current of interaction
between photons and electrons in the depleted region, is known as the

photovoltaic effect.

The principle of a solar cell is illustrated in Figure 5:

n-doped

Sunlight

Contac

t

Current

—>

pn-junction

p-dopedT

Contac

t

Depleted
region

Figure 5: Illustration of a solar cell build and working principle
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A solar cell is a form of diode, as the electrical field only allows current flow in
one direction. An equivalent circuit diagram, known as the one-diode model, can

be seen in Figure 6:
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Figure 6: Equivalent circuit diagram of the solar cell; the one-diode model

The photo-generated current I is proportional to the number of incoming
photons and therefore is a function of the radiation incident on the cell.



The diode current Ip is the charge flow through the pn-junction, and can be seen
as current loss due to electron-hole recombination [8].

The cell has several parasitic resistances, leading to power loss and reduction in
the energy conversion efficiency. Two of the most important parasitic
resistances include the shunt resistance Rshunt and the series resistance Rs.
Rshunt represents the power loss due to the leakage currents in the cell; given by
Ishunt, Whereas Rs represents power loss due to internal cell resistance, cell
contact resistance and cell-contact surface resistance [6].

Ri represents the load, while Vi, and I.. is the potential loss over it, and the
current through it, respectively.

The power Pcen supplied by the cell to the load is given by the formula:

Peen = 1"V}, (2.2)

There are two situations at which the supplied power from the cell equals zero:

1. The voltage drop over the load equals zero; Vi, =0 V.
In other words, when the load resistance Ry, is negligible.
Photo-generated electrons will move through the circuit without
performing work, recombining at the other side of the pn-junction.
The circuit is then said to be short-circuited and, instead of a load current
[, there will flow a short-circuit current Isc.

2. The current through the load equals zero; I, = 0 A.
This is the case when the load Ry is infinitely large, in which the circuit is
said to be at open-circuit.
The dislodged electrons and the holes will then accumulate in their
respective regions within the cell, until the electric field is weak enough
for the diode current Ip to equal the photo-generated current I.
The accumulated charge in the cell necessary to cancel the electric field
across the pn-junction leads to an increased voltage across the cell
terminals, called the open-circuit voltage Voc.

To be able to investigate the behavior of a solar cell under illumination, between
these two operating points, the cell can be equipped with a variable shunt-
resistor that acts as load, and tested under some standardized conditions.

This makes it possible to compare different cells to each other.

These standard test conditions (STC) are as follows:

* Irradiance of 1000 W/m?
* Cell temperature 25 + 2°C
* Light spectrum according to air mass (AM) 1.5

The behavior of the solar cell at STC is usually represented by something called
the characteristic curve, or the IV-curve, of the solar cell [4].



An illustration of how such a curve is shown in Figure 7:
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Figure 7: Illustration of the characteristic curve for a single solar cell

This curve displays how the current and voltage of the cell changes with respect
to each other as the load changes. The delivered cell power is also shown.

The green dots marked on the graphs indicate the maximum power point (MPP),
where the supplied cell power is at its maximum (Pcen = Pmpp).

This cell maximum power can be calculated from the following formula:

Pupp = Iupp * Vupp (2.3)

Vumpp and Impp is the common denotation for the MPP-voltage and MPP-current,
respectively.

Mathematically, the theoretical maximal power Pmax theory Would be found in the
point where the gridlines of Voc and Isc intersect in Figure 7.

The ratio of the real power supplied to the theoretical maximum, is a measure of
the how square the curve is, and it is called the Fill Factor (FF).

The lower the FF, the rounder the IV-curve will look.
A value for the FF of 1 characterizes an ideal cell, and will never be achieved in

reality.

The FF is calculated according to the following formula:



Ivpp " Vupp _ Puypp (2.4)

FF =
Is¢c " Voc Prax theory

Using formula (2.4) on the cell in Figure 7, with Iupp = 0.7A, Vumpp = 0.45V, Isc =
0.8A and Voc = 0.6V, gives a FF = 0.66.

Crystalline solar cells usually have a FF in the range 0.75 - 0.85, whereas
amorphous cells might have fill factors in the range 0.5 - 0.7 [4].

The effect of the parasitic resistances described in relation to the one-diode
model is to reduce the fill factor.

With FF now defined, equation 2.3 may be rewritten in the form:
Pupp = Isc *Voc - FF (2.5)

The fill factor is closely related to the (maximum) cell efficiency, which can be
calculated from the following formula [6]:

Puypp _ Isc " Voc " FF (2.6)
P; P;

Neetl =

Where Pj, is the power (irradiance) incident on the solar cell from the sun.

Because the MPP is defined at STC, and the FF is a function of this parameter, it
should be noted that also the cell efficiency is defined at STC.

2.1.4 From cell to module

As mentioned in chapter In the above figure Ppc is the direct current (DC) power
delivered by the generator to the inverter, whereas Pac is the alternating current
(AC) power delivered from the inverter to the mains grid. Electricity meters are
omitted for sake of simplicity, as only inverter data will be evaluated in this
thesis.

Electrical safety measures include BoS-components like surge arresters, mains
disconnection switches and circuit breakers, among others.

However, since these components are only of secondary importance to the
operation of a PV system, and not directly relevant for this thesis, the
information about them is omitted.

Most manufacturers of system components will print a spec-sheet or datasheet,
containing some or indeed all parameters that might be of interest to the
purchaser. Datasheets containing information about the inverter and modules
incorporated into the system investigated in this thesis can be found in Appendix
C: Datasheets.

2.1.1 The PV-generator, a module consists of several solar cells connected
together.

If stringing the cells in parallel would assemble the module, then the current of
each individual cell would add up, according to Kirchhoff’s Current Law (KCL).
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The module voltage, however, would be approximately the same as that of the
weakest cell.

If stringing the cells in series would assemble the module, the voltage of each
individual cell would add up, according to Kirchhoff's Voltage Law (KVL).

The current, on the other hand, remains approximately the same as that of the
weakest cell.

Because of this inherent influence of cell configuration on module behavior, cells
are sorted according to their characteristics. This means that cells with similar
properties (characteristic curves), are sorted together, the most important
parameters being Isc and Voc.

Most modules today are assembled with a series-configuration of the cell.

The connected cells are usually encapsulated in a polymer or copolymer, laid
upon an insulating layer and framed with a glass cover [6].

2.1.5 Module efficiency

A solar module is, like the single cell, tested according to the STC, in order to
investigate the behavior under illumination and the module efficiency.

This makes it possible to compare modules of different technologies and from
different manufacturers on equal terms.

As has been mentioned in earlier, connecting solar cells in series is most
common in modules today.

The resulting module voltage can be calculated with the following formula:

N 2.7)
Vx modute = Z Vx cetin
n=1

Where N is the total number of cells in series and X is the index of the wanted
parameter (E.g. MPP, OC, etc.).

Hence, the module Pupr may be calculated by replacing the Vupr in eq. (2.3) by
VMPP module-

The Efficiency of the module can then be calculated according to eq. (2.6),
substituting the index cell for module:

_ Pypp _ Pypp (2.8)
Nmodule P; Gine * Am

Where Ginc [W/m?] is the irradiance incident in the collector plane and A is the
module area.
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2.1.6 Watt-class sorting

Modules are rated according to the power output at MPP, which is found at STC.
This means that, if a given module has a 200W power output at MPP, it will have
a nominal capacity of 200W and hence be rated in the 200W class.

Occasionally, the term Watt-peak (Wp) is used to signify that the rated power is
the highest obtainable at STC.

Usually, with the statement of a watt-class, comes a so-called watt-class
tolerance. Thus, a panel may be rated at 200W (* 5W), meaning that the accuracy
is of 5W absolute, or 2.5% relative.

As a result, when buying a panel rated this way, the Pypp may be as little as
195W, or as high as 205W.

If the panel would perform in the lower tolerance range (<200W) it may be
called overrated, and in the opposite case (>200W) it may be called underrated.

Many manufacturers today only state positive tolerances, consistently
underrating the panels.

2.1.7 Module characteristics

As a consequence of the series-connected cells, the characteristic curve of a
module will be drawn with a proportionally larger power- and voltage-axis than
that of a single cell.

Most modules will never be operated under STC out in the real world. Instead,
they will experience alternating operating temperatures and irradiance levels.
This leads to different characteristic curves, MPPs, filling factors and efficiencies.

The comparison of prediction and production rely on extensive use of the
simulation software PVsyst. This program contains module characteristics for
many modules, allowing the user to generate characteristic curves for a specified
module, by utilizing the one diode model.

Although the equations used to do this are readily available, the exact method
used by the program is difficult to comprehend, and thus to explain.

For the sake of brevity, the explanation will therefore be omitted, as it has no
practical meaning for this thesis.

More about the calculations performed by the program and the use of the one-
diode model can be found in the PVsyst help file [9][physical models used].

Figure 8 below shows the characteristic curves under different irradiance
conditions and constant operating temperature, for a solar module Aas:
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Figure 8: Characteristic curves under different irradiance conditions and constant temperature for
one of the modules in the PV-system at Aas. PVsyst excerpt.

From the figure, it may be seen that the MPP of the module is at 199.1W at the
elevated operating temperature (45°C). According to its datasheet, this module
has a nominal capacity at STC of 220W, which means that the performance of the
PV-cells decline with increasing temperature.

Indeed, such a behavior can be observed from Figure 9, where the characteristic
curves of the same panel are shown, only this time with constant irradiance and
alternating temperatures.
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Figure 9: Characteristic curves under different temperatures and constant irradiance for one of the
modules at Aas. PVsyst excerpt.
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The discrepancy between the behaviors of the solar cells under STC and under
real-world conditions, has led to the development of a second set of test
conditions. They allow for the determination of the operating temperature of the
cell under irradiance slightly more modest than at STC.

The normal operating cell temperature (NOCT) test conditions are [6]:

* Irradiance of 800 W/m?
* Ambient temperature 20°C
*  Wind velocity 1 m/s

From the characteristic curve at NOCT and the characteristic curves that result
from alternating the temperature in the range between ambient temperature
and NOCT, temperature coefficients can be found for Voc, Isc and Pvep [10] [11].
They are normally given on per unit (p.u.) basis (e.g. V/°C) or percentage basis
(e.g- %/°C) and listed in module datasheets supplied by the manufacturer.
Note that the coefficients are given relative to STC.

These coefficients can then be used to calculate the mentioned parameters at
conditions that are site specific, when a PV-system is planned.

The equations used to do this are listed below [12]:

InG 2.9
Voc = Voc,stc "5 1000 (1 +a(6-25)) (29)

InG 2.10
Vupp = Vupp,stc ‘Tn1000 (1 +a(6-25)) (2.10)

B G (2.11)
Isc = Isc,stc 1000 (1 +p(6-25))
B G (2.12)
Ivpp = Iuppstc 1000 (1 +B(6-25)
Where the following symbol definitions apply:
G - actual operating irradiance [W/m?]
0 - actual operating temperature [°C]
a - voltage temperature coefficient [V /°C]
[ - current temperature coefficient [A/°C]
When the MPP temperature-coefficient (9) is used, this formula applies:
Pupp = Puppsrc* (1 +9(6 — 25)) (2.13)

The irradiance dependence of the MPP is generally not considered.
When needed, this could be found by combining eq. (2.8), (2.10) and (2.12):
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G InG ) (2.14)
Pvpp = Impp, sTc'Vmpp, STC' 1000 1n 1000 (1 +(a+p)(6-25) + aB(6-25)%)

Note that where the temperature-coefficients are given in percent, they have to
be divided by a factor 100 and multiplied with the respective variable they're
stated for, before being used in the formulas.

The efficiency of a solar module is normally stated according to STC, and called
the nominal efficiency of the panel, denoted nx.

Naturally, the efficiency will also change with alternating temperatures and/or
irradiance, so that sometimes, temperature-coefficients for efficiency is used.

The general formula is as follows:

Nmodute = NMn — AN (2.15)

Where An is the change in efficiency.

For a regime of constant temperature, but changing irradiance, the change in
efficiency is approximated from eq. (2.16):

An = —0.04-n,Ins (2.16)
Where s is the ratio of the actual operating irradiance, to the irradiance at STC.

For constant irradiance, but changing temperature, the following applies:
An =¢-(6—25) 1, (2.17)

Where ( is a material dependent temperature-coefficient.
For crystalline silicon, this coefficient is approximately 0.45 %/°C [4].

Temperature-coefficients of current and voltage are often used as input into
simulation programs and other software intended to model the behavior of a PV-
system. These programs can then use, for example the one-diode model, to
simulate the behavior of the system under different temperature and irradiance
conditions.

2.1.8 Inverters

An inverter is a device that first and foremost is developed to take the current
and voltage from a source of electrical energy and transform it into the current
and voltage needed for utilization by a consumer.

Both DC-DC and DC-AC inverters exist, although only the latter is used in grid-
connected PV-systems.

An AC-DC inverter is normally called a grid-connected or grid-controlled
inverter. Perhaps the latter expression reflects the function of the inverter
better, as it inherently is dependent on the frequency of the grid to be able to
perform its duty correctly. In short, this is [4]:
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* To convert the DC-current of the PV-array into an AC-current and match
the current frequency to the grid frequency.
* To maintain the PV-array at its MPP at all times - MPP-tracking (MPPT)

In addition, it should have some other functions:

* Record and alternatively transmit the operation data
* Safeguard the installation and grid with electrical protective devices

A grid-connected inverter is not necessarily protected from stand-alone
operation, and therefore differs from the grid-controlled inverter.

In the event of a utility loss, the grid-controlled inverter will automatically
disconnect itself from the grid, which is important to protect utility workers and
grid components, among other things.

Grid-controlled inverters are sometimes also called square-wave inverters
(SWI), referring to the output waveform of the AC-current. This means that a
grid-controlled inverter has a relatively high harmonic component.

The advantage is a simple and inexpensive inverter.

Self-commutated inverters (SCI), or pulse-width modulated inverters (PWM), are
another type of inverters not inherently grid-controlled. They usually apply
complicated circuitry in the form of power electronics to construct pulses that
imitate the sine wave of the grid AC-current. One of the features of these
inverters is that they have low harmonic components, which increases power
quality. The downside is often lack of galvanic isolation from the grid.

Modified SCI’s feature either low or high frequency transformers.

These combine the advantages of both SWI and the SCI to offer an inverter with
negligible harmonic components and galvanic isolation from the grid.

With one of these inverters, the grid is protected from DC-AC interference.

The inverter efficiency of these inverters is among the highest today.

Figure 10 shows typical efficiency curves for an inverter at different voltage
levels. It can be observed that already from the beginning of feed-in at just above
0% of nominal inverter power; the efficiency is at 90%. Inverter efficiencies of
most inverters today lie above 90% [13].
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Figure 10: Efficiency curves for a Theia He-t 4.4 inverter for different voltages

Note that the inverter efficiency also is dependent on temperature. Thus, it will
have different efficiency curves with changes in temperature.

The dependency is the same as for solar cells; high temperatures lead to low
efficiency, and vice versa.

When implementing inverters into a PV-system, different configurations may be
used, according to application [4]:

* (Central inverter

e String inverter

* Module inverter

The central inverter configuration (Figure 11) is simple and only requires the
purchase of one unit, which is cost efficient. On the other hand, the DC-cabling is
usually significant enough to offset this cost-benefit.

The configuration has several important disadvantages; Shading will affect
whole strings at a time, significantly reducing the output of the array.
Furthermore, an inverter failure leaves the whole system unavailable, with a
resulting loss in profitability. Also, the MPP-tracking can only follow the overall
system, ignoring potential mismatching between modules.
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Figure 11: Central inverter configuration

The string inverter configuration (Figure 12) avoids some of the disadvantages
experienced with the central inverter, one being a reduction in the DC-cabling.
Another significant advantage is the isolation of strings affected by shading, or
inverter failure. Another advantage may be the possibility of alternating string
orientation, when necessary. The system might also be easier expandable to
include more units, as strings can be added individually.

However, adding extra modules to an existing inverter may be difficult without
overloading the inverter and the issue of mismatching modules still remains
within the respective strings.

Figure 12: String inverter configuration

Module inverters (Figure 13) in a way are a continuation in the development of
de-centralized inverters. They have all the advantages of the string inverters, and
some additional as well.

For one, shading-effects only influence the shaded modules, so the system
generally performs better in locations where shading is an issue.

Also, the MPP-tracking follows the individual modules, ruling out any loss due to
mismatching of operating point.
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Another thing is that the PV-system can easily be extended, one module at a time
if desired. In addition, inverter failure only affects the coupled module, and
allows for easy replacement.

Figure 13: Module inverter configuration

Moreover, the module inverter is a small unit, most fit on the backside of the
module, ridding the need for inverter rooms, auxiliary cooling, etc.

A significant shortfall attributed to this mentioned benefit, is that the inverter is
exposed to the weather conditions of the site, which may shorten its lifetime
drastically.

On the downside, the specific cost (price/W;) of module inverters is somewhat
higher than for centralized inverters.

Also, they have a slightly lower efficiency than centralized inverters, although
this may be easily offset by the higher production due to accurate MPP-tracking.

In PVsyst, the inverter configuration may be chosen, along with the inverter type
and size. The inverter efficiency curve for the chosen inverter is modeled
according to information about the load behavior supplied in the datasheet or by
the inverter manufacturer.

2.1.9 Cables

The cables in a PV-system represent vital BoS components, as they interconnect
the PV-generators; conduct the produced energy from generator to inverter and
from inverter to grid. They are usually water and UV-resistant and have good
insulating and fire repelling capabilities.

Interconnection of PV-modules is usually done with DC-cables that follow the
modules, hence their dimensions and quality is listed in the module datasheet.
Connection of whole arrays to the inverter is done with a main DC-cable.

DC-cables are expensive because of the demand for overall robustness and large
cable cross-sections, combined with high prices on copper. Recently, aluminum
has become more used in PV-systems, as it is cheaper. The poor conductivity
compared to copper, however, leads to even higher cable cross sections and thus
imposes new challenges to the PV-industry [14].
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2.2. System performance and loss factors
The meaning of system performance is directly deductible from the expression:
“How well does the system perform?”

A common ways to measure how the system performs is by evaluating the
Annual yield [kWh/year] of the system. It is the total amount of energy
produced by the system within a given year.

This gives the opportunity of comparing the yield with that of other system.
However, only comparisons made between systems of equal size, with different
components, really make sense.

A more general, and useful, parameter used for evaluation of system
performance is the Specific yield [kKWh/KkWy]. This is the amount of energy
produced by the system per installed kW of PV-power.

It ignores the system size and allows for comparing all PV-systems based on
their installed production capacity. The specific yield is found by dividing the
annual yield by the total PV-system production capacity.

Despite being a useful parameter, often it is desired to know how the system as a
whole is doing, and specify the amount of losses.

The Performance Ratio (PR) is a parameter that gives information about
performance of the system relative to that of an ideal system, without losses.

The performance ratio can be found with the formula:

Y;
PR = ‘R (2.17)
Y;

Yr and Yi is the actual or real system yield, and the ideal yield, respectively.
The ideal yield of a system is the theoretical yield, given that all the incident

sunlight on the modules would be converted with the rated efficiency at STC,
disregarding any other losses.

Formula (2.17) may be elaborated to yield a more specific formula, it is then
written as a function of the different efficiencies that are included in a system:

Yo G R Nopt " Mnom *Mrel " Nsys (2.17a)
PR= —= = .
7 Ge R Tnom Nopt " Nsys tot

Where Gg is the global horizontal radiation, R is the transposition factor, nnom is
the nominal module inverter efficiency at STC, nopt is the pre-conversion
efficiency, nrel is the module efficiency relative to STC, nsys is the efficiency of
inverter and cables and nsystot is a combined variable for the two latter
mentioned efficiencies.

The pre-conversion efficiency is the efficiency of the transmittance of light to the

actual semiconductor material in the cell, and represents the losses due to soiling
and other factors that may be important in reducing incident light.
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The relative efficiency is the efficiency of the module relative to that at STC,
taking into account increase or decrease in conversion efficiency due to low
irradiance, temperature, etc.

The system efficiency is the efficiency of the BoS components, namely inverter
and cables. The total system efficiency is the combined efficiency of both the
relative and system efficiency.

The PR will have a value between 0 and 1, the latter indicating that the system
performs loss-free. This will never be achieved in reality; normal values for PR is
0.70 - 0.85, however well operated systems may do better. The PR values can
alternatively be stated in percent, they are then multiplied by a factor 100.

A PV-system loses a lot of energy due to poor efficiency of the components.
Although this loss is significant, the efficiency of the components may be reduced
further due to unforeseen operating conditions.

However, not all of the energy lost in a PV-system is due to the components
themselves. Often, there are other losses, too.

Some can be attributed to the access to the energy source, the sunlight, while
others might be attributed to the nature of the light.

This subchapter deals with the different losses experienced in a PV-system,
which are of significance to this thesis.

2.2.1 Module mismatching loss

As was mentioned in the previous subchapter (2.1.4 From cell to module),
stringing cells in series when constructing a module, results in a module current
corresponding to the current of the weakest cell.

In the same manner, stringing modules in series undoubtedly follows KVL too,
leading to an elevated voltage level, but adopting the current level of the weakest
module.

Because of the watt-class sorting tolerance, not all modules of the same model
and stated rating will possess the same operating behavior.

According to the existing industry standards regarding rating, [IEC61215 and
IEC61646, the nominal rating of the panels at STC should be at least the same or
higher than, the measured average power of the modules.

The power output of the module is not in any instance (at STC) allowed to differ
from the nominal rating by more than 3% [15].

This means that modules with a power rating higher than the actual measured
average, may be included in a string and lead to so-called mismatch losses.

Fortunately, many manufacturers today sort their modules only according to a
positive tolerance, in which case mismatching losses are non-existent.

Instead, PV-systems implementing such modules occasionally will get smaller
“mismatching-surges”, which generally is considered to be positive.
Consequently, consideration should be taken, so that the inverter and system
cabling isn’t overloaded.
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2.2.2 Module quality loss
The module quality loss is regarded as degradation of module Pupp with time.

This degradation can be divided in two:
1. Initial degradation - also termed light induced degradation (LID)
2. Long term degradation - related to aging of the module

The LID of solar cells is degradation that passes within the first few days of
operation by exposure to sunlight. A typical value is regarded as 3%, although
values of 2.6% * 1.3% have been reported in a field test.

According to the IEC61215 test standard, the LID degradation is never to exceed
5% between tests and 8% for a full test sequence, in order for the module to be
approved. These values are certainly significant deviations in term of
commercial viability of a PV-project.

The long-term degradation of modules has been studied ad several reports have
been made; one stating that majority of the tested modules had degradation
below 0.75% p.a. According to a collection of studies made on the subject, values
of 0.3% - 0.8% p.a. have been suggested, although higher values have been
reported in a few instances [16].

The module datasheets in the appendix section show values of 0.7% - 0.8% p.a.

In addition to the stated classes of degradation, there is also temperature-
induced degradation (TID) and potential-induced degradation (PID).

The latter form of degradation is loss of module voltage due to ions wandering
out of the solar cell. It is tested according to the IEC62804 standard, where a

maximum of 5% degradation in Pupp is accepted for the cell to pass.

The LID and long-term degradation losses will be specified for input in PVsyst
before simulations are conducted.
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2.2.3 Irradiance loss

As was explained in the previous subchapter (2.1.7 Module characteristics), the
module characteristic curves change as the level of the incident radiation
changes from that at STC.

One of the effects of lower irradiance levels in solar modules is a reduced
efficiency, albeit the exact value depends on the cell technology.

The reduction in efficiency for different irradiance-levels, and at different
operating temperatures, for a poly-crystalline module at Aas, can be seen in

Figure 14:
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Figure 14: Efficiency curves for different irradiance levels, at different operating temperatures, for a
poly-crystalline module at Aas. PVsyst excerpt.

The green curve shows the change in efficiency for changing irradiance-levels at
the STC cell temperature.
The listed relative efficiency loss corresponds to this curve.

2.2.4 Temperature loss

Like in the previous section, the influence of temperature on characteristic
curves has been explained in the previous subchapter.

Formula (2.15) used in combination with (2.17) shows that an increase in the
solar cell-temperature leads to a decrease in module efficiency, and vice versa.

Indeed, this may be observed in Figure 15, which shows the change in efficiency

with temperature, at different irradiance levels, for a poly-crystalline module
from the system at Aas.
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Figure 15: Efficiency for different operating temperatures, at different irradiance levels, for a poly-
crystalline module at Aas. PVsyst excerpt.

To estimate the module temperature, the following formula may be used [17]:

(NOCT — 20) (2.18)

Teen = Tpir + 800 inc

Tcen and Tair are defined as the cell, and air temperature, respectively.
Ginc [W/m?] is defined as the global irradiance incident on the cell.

In the above formula it is assumed that the cell temperature is proportional to
the incident irradiance relative to that under NOCT-conditions.

This is rarely the case; often, the temperature will be higher when the heat
dissipation from the module is low, i.e. when the modules are well ventilated and
wind speeds are higher than at NOCT, and vice versa.

This is why the cell temperature is often calculated by taking the thermal energy
balance into account, and calculated with the following formula:

U (Teer = Tair) = @ Gine* (1 — Nmodute) (2.19)
Where a is the module absorption coefficient, and nmodaute is the module efficiency.

The thermal loss factor U [W/m?K] in formula (2.19) can be referred to as the
module U-value, and is calculated according to the following formula:

U= U, + U, v (2.19)
Where U. is the constant thermal loss factor and U, is a thermal factor

proportional to the site-specific wind velocity v.

24



Module U-values are highly site specific and vary with the module configuration.
Modules with free front and backsides usually have higher U-values due to air
circulation, whereas building integrated photovoltaic (BIPV) modules have lower
values.

2.2.5. Inverter loss

The inverter efficiency curve was introduced in Figure 10 (2.1.8 Inverters).

As can be observed, the inverter efficiency changes according to the amount of
power being fed into it. If the inverter is working at loads outside the optimum
working point, loss in inverter efficiency is unavoidable.

These losses are called inverter loss, and are most significant at working points
way below the nominal capacity of the inverter. Thus, if an inverter is sized
improperly, the PV-array will continuously experience efficiency losses,
degrading the system performance. Sizing of the inverter is therefore of
importance for the PR, and consequently, profitability of a PV-system.

The inverter sizing is normally expressed through the inverter-sizing factor
(civv), which is calculated according to the following formula:

Ppy (2.20)

PINV AC

Cinv =

Where Ppv and Pinv ac is the PV-array nominal output, and the inverter nominal
AC capacity, respectively.

An inverter is usually sized according to climate and meteorological conditions.
If the irradiance levels generally are low, and irradiance peaks only are
experienced occasionally, the inverter may be undersized (cinv > 1).

This way, the inverter works close to its nominal capacity at all times, at a higher
efficiency, at the cost of losing production in the peak irradiance periods.

On the other hand, if the irradiance level is generally high, or consistent low
temperatures are experienced which increase the array output above the
nominal, the inverter might be oversized (cinv < 1). Then, the inverter also works
close to the nominal capacity at all times, though occasionally experiencing low
efficiency at low irradiance.

The normal range for the inverter sizing factor is: 0.83 < cinv < 1.25 [4].
As a rule of thumb, inverters are sized with a cinv = 1, which is the nominal sizing.

Other inverter losses are related to the inverter operating range.

All inverters have working voltage-ranges for the DC-input, i.e. 230V - 480V.
Outside these ranges, the inverter generally stop working and feeding the grid.
Consequently, if a system is improperly designed, the voltage input may be
outside this range at certain operating conditions, which will result in additional
production losses.
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The implementation of inverter and the issue of inverter sizing in PVsyst will be
addressed in chapter 3.

2.2.6 Cable resistance loss
Due to the relatively high DCs experienced on the DC-side of a PV-system, Ohmic
resistance losses in the DC-cables are experienced.

The resistance power loss of the cables can be calculated from this equation:

Pcabte = Icabie Rgable (2.21)

Where the resistance of the DC-cable can be calculated from eq. (2.22):

l (2.22)
Reapie = A— " Pcable
ccs

Here, I [m] is the cable length; Acs [mm?] is the cable cross-section and pcanie
[Q-mm?2/m] is the specific resistivity of the cable material.

As a rule of thumb, cable resistance losses shouldn’t exceed 1% in a PV-system.
In most cases it suffices to consider the DC-cable losses, as the AC-cable losses
will be insignificant, unless the distance between grid injection point and the
production site is significant [4].

2.2.7 Array incidence angle loss

The transmission of light in different media is governed by Fresnel’s law,
dividing light incident on a transparent surface into: one incident part, one
reflected part and one refracted part (Figure 16).

Incident Reflected

Refracted Glass cover

Figure 16: Illustration of how light divides when incident on a surface

As light is incident on a solar panel, some of the light will be reflected from the
glass front covering the solar cells. The amount of reflected radiation would have
been straightforward to calculate, if it wouldn’t have been for the fact that both
modules and cells are coated with anti-reflective coatings.

Thus, another method of evaluating this has been developed.

It works through so-called ASHRAE-parameterization, to calculate a parameter
called the incidence angle modifier (IAM).

The IAM is supposed to give information about how much radiation the module
receives, compared to an incidence angle of zero.

The general formula to calculate the [AM correction factor is:
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Where Fiaum is the parameter representing the amount of radiation absorbed by
the module, i is the incidence angle of the incoming sunlight, relative to the
normal of the module surface.

The parameter by is a module specific constant, measured to be approximately
0.05 for crystalline modules [9][array incidence loss].

When the incidence angle i is 0, the absorption parameter Fiam is 1, indicating
that the module is receiving the full power of the sun.

Thus, tilting the panel perpendicular to the sun will ensure better utilization of
the sunlight incident on the module, minimizing reflection [6].

2.2.8 Shading loss

The current output of a solar module inherently is proportional to the amount of
irradiance incident on the cell.

This means that when, the irradiance is lower, the produced current is lower,
and when the irradiance is absent, the current production diminishes.

Thus, when a cell is shaded, the current production of the shaded cells is lowered
and in worst case diminishes. If all the module cells are connected in series, this
means that the module output current is lowered to that of the weakest cell, and
in the worst case scenario becomes unproductive.

Because a load still exists, the current produced from the unshaded cells in a
string still continues to flow. This makes the unproductive cells act as a resistive
load, which in turn leads to power dissipating in the cell (Figure 17, right).
When this happens, the cell heats up. This is why the phenomenon is called hot-
spot formation.

At his point if, for some reason, the module goes into short circuit, or the current
produced from the unshaded cells is high enough, the power dissipated might
damage the cell or even lead to a fire.

To circumvent such outfalls, the cell-strings in a module are usually equipped by
bypass-diodes (Figure 17, left). These diodes allow the current of the unshaded
cells to bypass the shaded cells, with the extra benefit of exploiting the power
production of the unshaded cells [6][interconnection effects].

I 1
e e S S
> {H hi —_ .

Figure 17: Illustration of hot-spot formation (left) and application of bypass-diodes (right).

2.2.9 Soiling loss

The meaning of soiling might seem obvious, stemming from the word soil.
In terms of PV-systems, soiling is regarded as dust, dirt, sediments, bird
droppings and other impurities that might deposit on the modules.
Snowfall is of particular importance in the regions where it applies.
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The natural result of this is a reduced transmission of sunlight through the
module front (glass cover), consequently lowering the module efficiency.

The remedy is quite simple: washing or cleaning the module will redeem some,
or all, of the efficiency lost.

Naturally, rainfall performs this job, so a sufficient tilt angle is required to for the
module to be "self-cleaning”. The suggested minimum required tilt angle to
acquire this is 12° [4].

The arrangement of the module might be of importance.

Maintaining an upright position on the module might totally kill the current
production of a module due to snow in the winter months (Figure 18).

This due to the effect of bypass-diodes explained in the previous section.

If a vertical arrangement is to be used, the snow should therefore be regularly
removed. Using a horizontal arrangement limits the impact of the snow to
concern only a few cell strings [4].

Figure 18: Arrangement of modules to minimize snow-soiling loss

Many studies have been conducted to investigate, and determine, not only the
effects of soiling, but also the amount of it. Different regions, habitats, and indeed
different topographies, might have different amounts of soiling - owing to the
relative inconsistent frequency of rain, wind speed distribution, etc.

And this won't necessary translate between continents or countries, despite the
similarities of the sites where studies have been conducted.

Suggested values for loss in forecasted yield due to overall soiling are in the
range 2 - 5% [4], which is consistent with studies conducted. Other studies
report values as high as 7%, though this might be lower in years with higher
frequency of rain [16]. The PVsyst simulation software states that middle-
European countries can assume an overall loss of 1% [9][soiling loss].

Soiling due to presence of snow is still not very well investigated, and the losses
are therefore highly uncertain. A few studies conducted suggest annual values of
around 2-3% for snow loss as appropriate [16].

One study conducted in Ontario, Canada - found that the soiling loss due to snow
varies between 1 % and 3.5 %, for a tilt angle between 60° and 10°, respectively.
This suggests that a tilt angle of at least 60° is required for automatic snow shed
[18].
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2.3 The solar resource and related parameters

Because a PV-generator converts electromagnetic radiation dispatched from the
sun into electricity, the amount of radiation available for power generation,
therefore, is of great importance when considering feasibility of a PV-system.

The amount of radiation available at the earth's surface, for utilization in a solar
power plant, differs significantly from that outside the earth atmosphere.

At the edge of the earth's atmosphere, the irradiation received generally varies
due to the elliptic path of the earth around the sun, and the average value is
given by the solar constant (So):

So = 1367 W/m?

This radiation usually suffers attenuation on its path towards the earth surface,

resulting in an irradiance of varying intensity. This is due to atmospheric effects
and weather, and the radiation will therefore vary with season and time of day,

in addition to latitude [4].

2.3.1 Solar geometry: Heliocentrism

The heliocentric model of earth orbit dictates how perceive the motion of the sun
relative to that of the earth. Our very own concept of time has been tied to this
model, and the relations between our time-units and the motion of the sun has
been found.

As such, the earth in our perception performs one revolution around its own
polar axis in one earth day, consisting of 24 hours, and one revolution around the
sun in one earth year, consisting of 365 earth days.

The heliocentric model is illustrated in Figure 19, showing the earth at different
points in its elliptic path, corresponding to different times in the year.

March 21st and September 21st is the vernal-, and autumnal equinox,
respectively. June 21st and December 21st corresponds to the summer-, and
winter solstice, respectively.

Sep 21

Figure 19: The heliocentric model showing the earth orbit around the sun at equinox and solstice dates
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As can be seen from the figure, the earth polar axis is tilted away from the axis
normal to the plane of the sun. This tilt is the reason the sun is high in the sky at
summer and low in the winter, in the northern hemisphere.

The parameter 6 is termed the earth declination angle; it is at its maximum of
23.45° at summer solstice and at minimum (- 23.45°) at winter solstice.

At the equinoxes, the declination is zero, meaning that the sun is directly above
the equator [13].

The earth is divided into meridians, where the time is termed local time (LT).
The LT changes according to the time zones, which are stated according to the
prime meridian at Greenwich, Great Britain, where the LT is called Greenwich
Mean Time (GMT). The prime meridian has longitude 0°.

Because one revolution (360°) of the earth around its polar axis takes 24 hours,
one hour corresponds to 15° degrees of angular motion.

The concept of local standard time meridian (LSTM) is used to state the position
of a meridian (time zone) relative to the prime meridian at Greenwich:

LSTM = 150 ) ATGMT (224’)

Where ATgwmr is the difference between LT and GMT in hours.

The LSTM is used to find the local solar time (LST) of a site in hours.

The LST differs from the LT due to the fact that a day length varies through the
year, as a consequence of the elliptical orbit of earth around the sun.

The LST is calculated from eq. (2.25):

TC (2.25)
LST = LT + —
60

The time-correction factor (TC) is measured in minutes and is calculated from
formula (2.26) to account for the difference in longitude between a given site and
the reference meridian of the time zone.

TC = 4(longditude — LSTM) + EoT (2.26)

The equation of time (EoT) corrects for the eccentricity in earth's orbit and the
axial tilt, it is given by the following formula:

EoT = 9.87sin2B — 7.53cosB — 1.5sinB (2.27)

B = 360 d —81
B 365( )

Where B is stated in degrees and d is the day number of the year.

The hour angle (HRA) is defined as the discrepancy between the meridian of the
sun, and the meridian of the respective site.

With the LST, the HRA can be calculated according to:
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HRA = 15°(LST — 12) (2.28)

The hour angle is negative in the morning, positive in the evening and exactly
zero at solar noon [6].

2.3.2 Angles definition

Related to the motion of the sun relative to an observer on earth are several
angles. If the PV-module is regarded as the observer, then the angles (in degrees)
the sun makes with the position of the observer can be seen in Figure 20 [4]:

4
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Figure 20: Illustration of the different angles the sun makes with an observer (module) on earth

In the figure, south is defined as 0°, north as 180°, west as 90° and east as - 90°.
The azimuth angle (a) and the sun azimuth angle (as) are regarded as the angle
the module, and the sun, is oriented with respect to the south, respectively.

The module tilt angle (B) is regarded as the angle between the module plane and
the horizontal plane. The solar elevation angle (y), or sun height, is the angle
between the sun in the sky and the horizontal plane.

The sun azimuth angle (as) is dependent on the latitude (¢), declination angle
(8), the HRA and the sun height (y).
It can be calculated from the following relation [6]:
sind -sing + cosd - sin¢ - cos(HRA) (2.29)
cosy

cosag =

The sun height, in turn, is calculated from the following expression:
siny = sind -sing + cosd - cos¢ - cos(HRA) (2.30)
The declination angle changes throughout the year, so it must calculated from:
§ = 23.45° -sinB (2.31)

Where B has been defined in eq. (2.27).
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With all the above-defined angles it will be possible to calculate the sun path
throughout the year, and construct sun-path diagrams.
These will be explained in detail in chapter 3.

According to sun path diagrams, the sun is highest in the sky midday for an
azimuth degree of zero degrees. Thus, this is the optimal module azimuth for
fixed modules.

When considering the optimum fixed tilt angle of a module, there is an ambiguity
related to its determination. Most literature found on the subject states optimum
tilt angles for latitudes below 50°, here it seems that the relationship between
latitude and optimal fixed tilt is rather well known.

However, above 50°, it seems that the relation is more complex and subject to
calculation, a solar consultant firm stated [19]. This is mainly related to the
longer sun path when the sun is lower in the horizon and the effects of clouds
reflecting light, making the optimum tilt more site specific [20].

To obtain the maximum of incident radiation, it may be best to vary the tilt
through the year, according to season. A fixed tilt of = 15° - ¢p may seem
beneficial for optimal summer performance, whereas a tilt of $ = 15° + ¢ seems
beneficial for optimal winter performance.

To assure the best average performance in spring, fall and/or over the year, an
optimum fixed tilt of f = 0.9¢ is supposed to be necessary.

Obviously, to assure maximum at all times, a combination of the above tilt angles
must be used

Incorporating trackers into a system allows for following the sun path over the
course of the day. One-axis trackers are available for tracking both horizontally
and vertically. However, two axis trackers are also available for tracking in both
directions. The incorporation of such trackers is usually subject to evaluation of
price vs. increased yield, as the components are costly. The components might
suffer from breakdown, reducing system availability, and hence, yield. Also the
added maintenance costs might drive up the price of LCOE.

32



2.3.3 Radiation; Quantization and atmospheric effects

Solar radiation is usually measured as either irradiance or irradiation.
Irradiation is a measure of the amount of collected energy in a given timespan, it
can be stated in kWh/m?/time, Wh/m?/time or M]/m2/time.

Here, time may be day(s), month(s) or year(s). Thus, irradiation is the energy
density of the solar resource.

Dividing a collected amount of energy (irradiation value), on the timespan in
which it is collected, gives irradiance. It is usually stated in W/m?2.
Thus, irradiance is the power density of the solar resource [13].

The atmosphere consists of various gaseous components, including Ozone (03),
Oxygen (0z), Carbon dioxide (CO2) and water vapor (H20).

These components will interfere with the incident electromagnetic radiation
from the sun by either scattering it, reflecting it or even amplifying it.

The power density experienced at a given site will be dependent on the specific
spectral irradiance of the light. The spectral irradiance is in turn dependent on
the attenuation effects the light experiences on its way towards the ground.

Figure 21 [21] shows how the solar spectral irradiance is at the edge of the
atmosphere (AMO0), and at sea level (AM1), compared to that of a blackbody at a
temperature close to that of the sun. Different atmospheric constituents are
pinned to points where dips occur in the graph, indicating their influence on the
spectral irradiance.

According to eq. (2.1), the photon energy necessary to dislodge an electron in a
solar cell needs to be larger than the band gap energy. The photon energy is
proportional to the frequency of the sunlight, which in turn is inversely
proportional to the wavelength. The low spectral irradiance in the lower part
(400 - 500 nm) of the visible spectrum due to attenuation means that few
photons in this range can be utilized for current production.

The attenuation effects are more severe when the path length for the sunlight
though the atmosphere is long. This path length is often defined using the
concept of air mass (AM), which is calculated according to:

1 (2.32)

AM =
cos 05

Where 07 is the sun-zenith angle.

AMO corresponds to zero atmospheres, like in the case of outer space, where no
air is existent. AM1 is defined as one standard atmosphere, which is the case
when the zenith angle is 0°.

Whenever the zenith angle deviates from 0°, the air mass will increase, lowering
the amount of photons available for current production.
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Figure 21: The solar irradiance spectrum at edge of the atmosphere and at the surface of the earth

[21]

Figure 22 shows how sunlight divides into different components as it mediates
in the earth atmosphere, as well as the zenith angle between the sun and the
vertical. As it appears, direct radiation dispatched from the sun is partly
scattered into diffuse radiation by for example aerosols, before it may reach a
cloud. Here the radiation may be scattered again and/or reflected.

Direct radiation may also be reflected off the ground, in which case it is
sometimes termed albedo radiation [4].
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Figure 22: Illustration of the different radiation components from the sun and the zenith angle 0z
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The sum of direct-, diffuse- and ground-reflected radiation is termed global
radiation.

Eq. (2.32) defines global horizontal radiation mathematically:
GG = GB + GD + GR (232)

Where G is the global horizontal irradiance (GH), G direct beam horizontal
irradiance (BH), Gp the diffuse irradiance (DH) and Gr the ground-reflected
irradiance (GDR).

Normally, the ground-reflected irradiance is negligible for a horizontal surface, in
which case eq. (2.32) can be revised:

GG = GB + GD * COS BZ (233)
Where 07 is the zenith angle [22].

However, for a tilted surface, the ground-reflected irradiance makes a significant
contribution to the global irradiance, and can't be ignored.
The formula for a tilted surface is:

Ge' = Gg" + GpT + GR© (2.34)
Where the variable names are the same as in eq. (2.31), only indexed T for tilt.
The variables in eq. (2.34) are calculated with eq. (2.35), (2.36) and (2.37):

GBT = Gg ' Rg(a,B,6,9) (2.35)

Where Rg is the ratio of average daily direct beam radiation on a tilted surface to
that incident on a horizontal surface, called the transposition factor.

It is a function of azimuth angle, tilt angle, declination angle and latitude and
should be as large as possible to maximize the incident energy.

6,7 = Gp- (1 + 2cos [3) (2.36)
GRT = pg - (Gp + Gp) - (1 _ ZCOS[;) (2.37)

Where pq is the albedo factor.

The albedo factor is defined as the ratio of reflected radiation to the initial
radiation incident on a surface. It has a value between zero and one; zero
meaning all radiation is absorbed, and vice versa.

For reference, asphalt has an albedo value of approx. 0.15, while fresh snow has
a value of 0.85. [23]
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From the above equations, it can be observed that the diffuse component will
decrease with increasing tilt, whereas the reflective component increases.
The reflective component vanishes totally for a tilt angle of zero, which is in
accordance with the assumption that it is negligible for horizontal mounting.

It should be noted that occasionally, blue skies with dispersed clouds might
actually help amplify the incident radiation at a site.

Radiation reflected off clouds may help to peak the global horizontal irradiance
to values as high as 1400 W/m?.

In the case of attenuation, by the time the solar radiation reaches the earth
surface, the irradiance at AM1 has been reduced to approximately 1000 W/m?2.
This value is regarded relatively independent on location [4].

2.4. Meteorological data and availability

Knowledge of where to find meteorological data and information about their
accuracy is of key importance when conducting an investigation on the feasibility
of a PV-system. Because the PV-generator is highly dependent on the solar
resource in order to be able to convert energy, a miss-assessment of the solar
resource could be decisive in determining the commercial viability for a
potential project. Indeed, that is the background for this thesis.

Data is usually acquired from either a weather station close to the site location,
when available, or from databases, when necessary.

2.4.1 Weather stations

Meteorological data used in feasibility studies should be, as far as possible,
collected from weather stations within the proximity of the project site.

The definition of proximity might be tricky, but in the simulation program used
for this thesis, the climatic distance shouldn't exceed 20 km.

The climatic distance takes the difference in altitude, and the horizontal distance
between weather station and site, into consideration.

It is calculated according to the following formula [6][glossary]

Diiimatic = \/((Dhorizontal)z + (AHAMSL)Z) (2.37)

Where D jimatic is the climatic distance, Dhorizontat is the horizontal distance and
AHust is the difference in altitude between the weather station and project site.
The altitude of a location is measured as average meters above sea level (AMSL).

The horizontal distance is calculated as the great circle distance (GCD) - the
shortest path between two points on a sphere. If we assume the earth is a perfect
sphere, the horizontal distance between any two points can be calculated
mathematically:

Dhorizontar = Re A6 (2.38)

Where R. is the radius of the earth and Aé is the spherical central angle.
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The spherical central angle is the arc length between two points on a sphere in
radians; it is calculated from the following formula:

(2.39)

A AL
AG = 2sin~1| [sin? (7([)) + cos @, * cos @, - sin? (7)

Where @1 and ¢ is the latitude coordinate of location 1 and location 2, stated in
decimal degrees. A@ and AA is the change in latitude-, and longitude-degrees,
respectively.

2.4.2 Databases

Often, few or none weather stations may be available within the proximity of the
project location. Many times, also when nearby weather stations can be found,
their data may be unreliable due to short time-series or missing data points.

In these cases, the use of databases may be necessary. Several databases are in
use today; they usually hold collections of data measured by either satellite or
larger weather stations. These data can then be transposed or interpolated to
find representative data for the location in question.

It should be noted that, in many cases, these data might be highly inaccurate,
depending on the latitude of the site location. Often, there are only a few
reference weather stations available for interpolation, resulting in a large
uncertainty in the interpolated data. The same goes for transposed satellite data.

2.4.3 Relevant parameters

The meteorological data collected doesn’t only concern the solar resource, i.e.
irradiance data, but also other parameters relevant for system performance (see
2.2 System performance and loss factors).

Usually, it may be relevant to collect data for the following parameters:
* Irradiance (Global and/or diffuse, occasionally reflected)
* Ambient temperature
*  Wind speed
* Snow cover (where applicable)
* Albedo (where applicable)

Snow may not be present everywhere, and is thus not relevant for all locations.

Albedo measurements don’t always exist, and they are really only necessary at
locations where the surroundings are either very absorbent or reflecting.
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2.4.4 Measurement of meteorological data
The temporal resolution of the data depends on the source; standard resolutions
are hourly, daily or monthly, but occasionally minute-resolution is also available.

The measurement of the available solar resource is usually done by a
pyranometer. It is a device constructed to measure the total power available in
any incident spectrum, and hence measures the global irradiance available.

It works by placing an absorbing surface within two concentric glass domes, and
measuring the heating of the surface relative to the surroundings [13].

A type CMP3 pyranometer from the well-known manufacturer of solar radiation
measurement instruments, Kipp & Zonen, is shown in Figure 23:

Figure 23: Picture of a CMP3 pyranometer from Kipp & Zonen [24].

To measure diffuse radiation, it is possible to equip the pyranometer with a
shade screen in the shape of a bow.

This screen will allow casting a shade on the glass dome, covering the absorber
surface, for the entire sun path of a specific day. The screen has to be readjusted
every now and then to follow the sun height [13].

Reflected radiation may be measured by installing a pyranometer upside-down
[25].

Because the pyranometer measures radiation thermally, it is inherently a little
slow, and thus doesn’t allow for measuring of irradiance peaks.

Consequently, if the sun disappears momentarily behind a cloud, this will
normally not be reflected in the time-series, despite high temporal resolution [4].

The pyranometer usually measures horizontal radiation, but can be fastened in
an arbitrary tilt angle to measure the irradiance on an inclined surface.

The ambient temperature of a location is usually measured with an electrical

thermometer, a so-called thermocouple, or resistance thermometer. It is often
stated at either 2 or 10 AMSL, in degrees Celsius.
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Wind speed is often measured with an anemometer, either 2 or 10 AMSL.
These are either electromechanical (cup or vane anemometer) or purely electric
(ultrasonic). Cup anemometers measure only wind speed, while vane and
ultrasonic anemometers measure direction as well.

Snow cover is measured by observation, and requires an observer.

The snow cover is stated according to a code in the range 0 - 4, where 0 means
no snow and 4 means the ground is completely covered in snow.
Consequently, every non-zero code unit may be interpreted as 25% cover.

The stated code is valid within a radius of 1 km from the weather station [26].

Albedo is usually stated as the ratio of measured reflected to global irradiance.

Thus, if both global and reflected radiation is measured, the ratio is calculated.
This then allows for calculating the direct beam component of the radiation.
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2.5. Deviation and uncertainty

Whenever evaluating collections of data, certain statistical definitions are used to
state the uncertainty in the data. When possessing a collection of yearly
irradiation data, there is generally no correct value for what the yearly
irradiation should be. In this case, uncertainty is stated relative to the mean.

On the other hand, whenever a correct value does exist, the uncertainty of the
measured values is stated relative to this "true" value, and is called error [27].

2.5.1 Uncertainty related to the mean

Let the variable x define the measured value of something measurable, i.e. yearly
irradiation. The collection of all yearly values measured ever would then be the
population of measurements. A limited number of yearly values would be called
a sample.

Dealing with meteorological data- and time-series is often related to defining a
representative value for a typical day, month, year, etc. This involves finding so-
called expected values for a data sample, e.g. yearly irradiation.

If we have a certain number of measured monthly values, let’s say x1, X2, X3, ..., Xn,
where n signifies the total amount of measurements, the expected value might be
found by the arithmetic average, or mean:

n (2.40)

Where X is the expected value (mean) and x; is the value of measurement i from a
total of n measurements.

When a value for the mean is obtained, it is possible to investigate how the
measured values deviate from the expected value. Deviation can be defined
mathematically as:

di = Xj— X (241)

Where d; is the calculated deviation of measured value i from the mean.

If the measured values are close to the mean, our measurements are relatively
homogeneous. The mean can then be regarded as a more accurate representative
for the expected value.

In the opposite case, the measured values are said to be heterogeneous, or
spread, and the mean does not reflect an expected value.

One way to assess the homogeneity of the time series is by looking at the
absolute average deviance. The formula used to calculate it is:

1 n
|d| = ;Zldil
i=0

(2.42)
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Where |c? | is the absolute average deviance and |d;| is the absolute deviance of
measurement number i out of n total measurements.

To evaluate deviances as “small” or “large”, it is necessary to have reference
values for comparison. As such, the use of deviation for investigating
homogeneity is only useful between data-samples. It is then possible to deduce if
one data-sample has a large deviance, compared to another data-sample.

Another, perhaps more common way of looking at homogeneity of a data-sample
is by evaluating the standard deviation. Standard deviation (SD) is sometimes
also referred to as variability. It is calculated according to this equation:

s Od-z (2.43)
_ i=0 i
7= n—1

Where o is the standard deviation [27].

According to the central limit theorem, if the values of measurements are random
in nature, their means can be said to follow a normal (or Gaussian) distribution.
This means that the probability function for the means is shaped as a so-called
bell curve [28]; an example is shown in Figure 24 [29]:
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Figure 24: The probability function following the normal distribution [29].

In the above figure, the probability function is the solid curve. The horizontal
axis shows the expected value (i), with one, two and three standard deviations
spread. The vertical axis shows the normalized probability of finding a value
located on the curve. The sections of the area under the curve represent how
much (in percent) of the total sample is located within the different ranges.
For example, 68.2% of all values in a sample will be located in the range p * o.

In the case of irradiation, it is fair to assume that the irradiation measured one
year, is no precursor of the irradiance the following year.

That is, the yearly mean irradiance is an independent variable, which is
randomly distributed.
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Hence, the yearly mean irradiation probability function follows the normal
distribution. As such, any yearly mean irradiation calculated will be located
somewhere on the probability function curve following a normal distribution.
As the sample size increases, the expected value gets closer to its true value, and
the spread gets smaller. Consequently, when evaluating data-samples, the
smallest spread corresponds to a more precise value for the mean.

2.5.2 Uncertainty related to systematic error

Let the variable x remain the measured value of something measurable, like in
the previous section, for example yearly irradiation.

Now, if a sample of these x's is acquired, and an expected value is known in
advance, this value is termed true value.

The true value often exists when values are estimated from formulas or
mathematical models, e.g. if the yearly irradiation for a specific year would
already be known.

In this case, the deviation from the true (expected) value is termed bias, and eq.
(2.41) can be modified to calculate this bias (b):

b= x; — Xtrue (2.44)

Where x; is the measured value i of a total of n measurements and X¢ue is the true
value of the measured parameter.

The ratio of the bias relative to the true value is called bias error (BE).
If the bias error is for all values is summed up and divided on the total number of
measurements, the mean bias error (MBE) can be found:

MBE = _ZxL — Xtrue (2.45)

xtrue

The MBE is often multiplied by a factor 100 and stated in percent (%).

The MBE can be regarded as an analog to the (non-absolute) average deviation.
It should be interpreted as the smallest deviation from the true value that can be
found for a population of estimates and is considered better than RMSE in
relating deviation [30].

The root mean square error (RMSE) is similar to the standard deviation.
However, where the standard deviation is calculated using the mean, the RMSE is
calculated using the true value, and using a different denominator:

- X
RMSE = _Z < true)
i Xtrue

The RMSE is often also multiplied by a factor 100 and stated in percent (%) [27].

(2.46)
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The RMSE is used to disregard negative bias and to be able to state the deviation
from the true value as a positive error. It is the largest value of error that can be
found among a population of estimates, and is often less representative for error
than MBE, but is stated to give grounds for comparing error [30].

2.6 Economical evaluation of PV-systems

To be able to evaluate a PV-system economically, it may be of use to introduce
the principle of specific cost. It is generally defined as the price (in any currency)
per installed watt-peak of PV-energy, but may just as well be used to define the
price per produced watt-peak of solar cells.

Commercial viability of a PV-system is first and foremost decided by the price of
the electricity produced. Grid parity is a term referring to the state where the
price of power produced from a specific source, is low enough to compete with
that of power produced from other sources.

As of today, the development of the PV-technology and increased production
volumes continue to reduce the price of installed capacity.

This effect is termed the learning rate of the PV-industry. It says something about
how much the specific cost of PV-power is reduced as accumulated production
volume increases.

The learning rate of the PV-industry, together with the many existing support
schemes in the world today, ensure that the PV-generated electricity may at
some point in near future reach grid parity.

An analysis conducted has reported that by the end of 2010, of the countries in
Europe, 80% have reached grid parity for residential PV-systems and 75% have
reached grid parity for industrial PV-systems.

According to this analysis, Norway was not one of the countries to have reached
grid parity in either sector.

However, the analysis forecasts that the residential PV-systems of Norway will
have reached grid parity by 2015, and the industrial sector will follow in 2019
[31].

2.6.1 Levelized cost of energy (LCOE)

The levelized cost of energy/electricity (LCOE) is the usual way of comparing the
price of produced energy. It is usually defined as the total lifecycle cost of the PV-
system, divided by the total amount of energy produced during the entire
lifecycle:

Lifecycle cost B Ciotal (2.47)
Lifetime energy production " Qtotal

LCOE =

Where Ciotal and Qota is the lifecycle cost, and lifetime energy production,
respectively. Lifecycle costs includes all costs: Constructional, operational,
maintenance and financial costs.

The LCOE can be calculated according to the following formula:
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Co+ SNyl b SN R (249)

Cotal =1(1 + DR)™ =1(1 + DR)™
LCOE = 2 = 00 - (L = SDR)"
total ZN 0
n=1"(1 4+ DR)"

Where Co is the initial project cost, AO is the annual operating cost, RV is the
residual value of the system and N is the system lifetime.

Qo is defined as the initial power output of the new system (year 1).

The system degradation rate (SDR) is the annual reduction the system output,
resulting from degradation of system components [32].
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3. Methodology: Data collection, simulation and analysis

In the following chapter, the methods utilized to collect necessary data for
production of simulation forecasts are described, together with the setup for the
analysis.

3.1 Chapter introduction
The process followed in this analysis is visualized in Figure 25:

\ N\ \ ' \ ' \ ' \
‘- System ‘- Collection ‘- Define method * System « Compare  Calculate LCOE
configuration from for testing of configuration losses « Investor risk
« Shading databases accuracy in PVsyst « Investigate toleance
evaluation « Collection « Define « Construct irradiance loss condition
« Inverter data from weather scenarios shading « Investigate satisfied
stations scenarios soiling loss « Grid parity
* Processing of * Testalbedo « Evaluate comment
data and conditions shading model
irregularities * Test data and loss
generation
faults
¢ Thermal loss
evaluation
 Specify losses
——— —— ——— —— ——— ——

Figure 25: Work flow chart stating the steps of analysis

The chapter is divided in 9 subchapters:

3.1 Gives an overview over the methodology and chapters.

3.2 Gives an overview over the tools used in the thesis.

3.3 Gives an introduction to PVsyst and its user interface.

3.4 Explains the site assessment conducted and evaluation of shading.

3.5 Explains the collection and processing of meteorological data.

3.6 Explains the simulation setup and test conditions for forecast accuracy.
3.7 Specifies the simulation settings and the reasons the choices of them.
3.8 Specifies which sources of error were investigated after forecasting.

3.9 Specifies the conditions of the economical evaluation.

45



3.2 Tools

An overview of the tools used in this thesis can be found in

(Table A. 1), along with information about where to find them and which version
was used. In order to better comprehend the methodology used, a brief
description of these tools follow.

AutoCAD is software for computer-aided design (CAD).

It can be used for 2D and 3D design of just about anything, and as such is utilized
by architects and draftsmen, among others.

The drawings displayed are often made in ratio 1:1, meaning that they have the
same size as the object would in reality.

Thus, accurate measurements of object dimensions, distances between objects
and angles can be conducted in the user interface. The precision is usually to four
decimal places.

Global Mapper is a geographic information system (GIS) software package.

It is mainly used for viewing accurate digital maps, containing information about
the topographical profile of a landscape. This includes elevation data and
coordinates, which lets the user find exact statements of elevation for a given
coordinate, among other things.

The program also can process so-called LiDAR data, which is a portmanteau
(combination) of light and radar, reflecting the use of laser light and radar
processing to make high-resolution 3D maps.

These maps contain accurate information on the spatial dimensions of every
object found on the ground, which can be used for an arbitrary purpose.

Google Maps is online digital mapping software, allowing the user to search for
addresses and find the coordinates of these addresses, or arbitrary points over
the whole world. It features regular maps and satellite images, in addition to
street viewing, which enables the user to grossly evaluate location surroundings
without resorting to more advanced software like the global mapper.

Microsoft Excel is computer calculation software that utilizes tables in order to
process datasets. It is able to perform regular arithmetics, as well as heavier
mathematical operations, in addition to statistical calculations.

Excel is compatible with Microsoft Word, which lets the user transfer tabular
data effortless between the two programs.

Microsoft Word is document-processing software, mainly used to write
documents. Earlier versions have been regarded by many as inadequate for
writing larger literary works as books and theses, although this perception
changing. The program continuously offers increased graphic handling abilities
with every update, rendering it a good all in one solution for documents like this
thesis.

SunEarthTools is an online tool intended for use by solar professionals.

It utilizes a Google Maps plugin that allows the user to do the same as in Google
Maps, although with higher coordinate accuracy. Also, it provides a way to
convert between different coordinate formats, measure distances between
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points on the map and the orientation of buildings and objects, among other
functions related to astrological geometry.

The accuracy of the location finder in the program is related to the number of
decimal places, the precision, of the location coordinates used as input.

This is due to the assumption that earth is a perfect sphere, and equal to all
applications that handle coordinates.

When pinpointing a location, the coordinates are given with a precision of 5
decimal places.

Table 1 shows to which accuracy a location on the map is found, as a function of
the longitude-coordinate precision choice. Stating longitude-coordinates to a
precision of 5 decimal places results in an accuracy of +1.11 m around the
equator. The accuracy increases towards the poles.

Table 1: The accuracy of the distance measurements in Sun EarthTools

Places | Decimal deg. | Degrees Distance

0 1 1°0’0" 111.319 km
1 0.1 0°6’0" 11.132 km
2 0.01 0°0’36" 1.113 km

3 0.001 0°0’3.6" 1113 m

4 0.0001 0°0’0.36" 11.13 m

5 0.00001 0°0’0.036" 1.11m

6 0.000001 0°0’0.0036" | 11.1cm

7 0.0000001 0°0’0.00036" | 1.11 cm

The distance measurements are reported to have an error of 0.3% at the polar
extremes, decreasing towards equator.
The orientation measurements presumably don't have any significant errors.

Theodolite Droid is a tool intended for use on mobile devices.

It allows the user to get approximate coordinates for the site where the device is
located, orientation (azimuth) and horizon elevation angle.

In addition, it is possible to measure the height and distances to objects, by using
the gyroscope built into the mobile device.

No information about the error of the application is found, but information about
a very similar application developed for apple, states that the GPS coordinates
are accurate to 10 feet under optimal conditions. The precision of coordinates is
stated to the equivalent of 4 decimal places, giving an accuracy of #11.13 m
according to Table 1.

The accuracy of the gyroscope may be assumed to be 0.1 degrees, and accuracy
of the azimuth measurements 2 - 5° according to the same source [33].
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3.3 Introduction to the simulation software: PVsyst

Out of the many that exist, PVsyst is one of the most used simulation tools used
in the PV industry today. It was authored and founded by Dr. André Mermoud,
together with co-founder Michel Villoz.

The program was chosen because the supervisors of this thesis knew of it, in
addition to the use by other authors in former reports. Studies conducted have
described the software as one of the most detailed simulation programs
available, used by engineers to verify production forecasts for investors.

[ts main strengths are regarded as the shading evaluations [34].

The software version is continuously updated, in order to improve the software
and correct faults. Therefore, future use of this software may yield other results
than the ones obtained in this thesis. At the time of this thesis was printed, the
most recent update was to version 6.2.2.

For the sake of brevity, only the basic information about the software is given.
All fundamental information that may be of interest to the reader about the
software, including models used and calculation methods may be found in the
PVsyst help file online [9].

3.3.1 User interface
The user interface of PVsyst is shown underneath in Figure 26. It features four
sections; of which the three lower are the most relevant for this thesis.

PVsyst V5.22 - PREMIUM - student - Photovoltaic Systems Software E‘E‘é

. Files Preferences Language Licence Help

Choose a section Content System

Full-featured study and analysis of a

Preliminary design project Grid-Connected J
- Accurate system yield computed
using detailed hourly simulations.
m - Different simulation variants can be ‘
performed and compared,
Proje: design - Horizon shadings, and 3D tool for Stand alone J
near shadings effects study,
- Detailed losses analysis,
- Economic evaluation performed with
Databases real component prices Pumping J

Figure 26: The user interface in PVsyst

Tools contain different choices for evaluating a PV-system. Functions here
include the possibility of optimizing the system tilt- and azimuth-angle,
investigating a solar module shading behavior as a result of different bypass-
diode design, in addition to analysis tools for comparison of modeled and actual
system behavior. In this thesis, this section was used to display the graphs for
temperature and low irradiance behavior of the solar modules in chapter 2.
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Databases contain a lot of useful information. It is divided into to sections:

The component database contains specifications for most BoS-components, like
inverters, but also a module database exists.

The databases are linked to different online sources, Photon international solar
energy magazine, being one of them.

This ensures that new module and inverter models are added to the software
database as soon as they are released for sale.

Sometimes, when specifications for a system component is absent or incomplete,
the user may specify a new component, using the component datasheet as input.

The meteo database contains different options related to meteorological data.

Under geographical sites, different predefined locations around the world are
stored, together with meteorological data.

New sites are defined by coordinate and altitude (AMSL), and the meteorological
data for the different locations can be hauled from one of the built in databases,
like the NASA SSE database or Meteonorm.

If meteorological data is to be defined by the user, perhaps taken from a source
close to the site, average monthly values are required for a whole year.

The necessary parameter input is:

* Global irradiance/irradiation (mandatory)
* Diffuse irradiance/irradiation (optional)

* Temperature (mandatory)

* Wind speed (optional)

The user must supply the mandatory input in any case. If the optional input is
not available, it can be omitted. However, for the most accurate results, it is
advisable to supply all the optional data when defining a site.

Regardless of the availability of input, under the synthetic hourly data generation
tab, the user can let the program generate synthetic hourly data for both
mandatory and optional parameters. For irradiance, this is done by constructing
daily values first by probability models incorporating measured data from
weather stations around the world. Then hourly values are constructed.

In short, a mathematical model is applied, which transposes the irradiance data
to the tilted plane by calculating the transposition factor R shown in eq. (2.35).
This transposition is independent for the diffuse factor, which is calculated by a
so-called Perez model and then corrected using a so-called Liu-Jordan
correlation. Finally the irradiance data are fit under a Gaussian curve
representing a perfect clear sky sun path, for every day of the year.

An excerpt showing such a clear sky day and the generated hourly data is shown
below in Figure 27:
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Figure 27: Excerpt of PVsyst showing generated hourly synthetic irradiance data

In the sun path diagram, the step-curve represents the synthetic hourly data, as
their amplitude is constant in one-hour steps, with intermittent jumps.

The solid blue curve is calculated from the equations in chapter 2.3.2 and
represents the sun path of a clear sky day.

Sometimes a time shift may appear, which means that the black curve is shifted
either to the left (-) or right (+) of the clear sky curve. This implies that the sun
rises earlier (-) or later (+) in the generated data, than in the sun path.

This may induce errors in the simulations or higher IAM losses, especially in the
morning [35][meteodata/POA].

Temperature data are usually generated more random, but generally are
assumed to correlate to the irradiance, as in eq. (2.18). The generated data are
then adjusted according to Swiss region topology, as the program is Swiss.

The generality of the data can't be proven, but Switzerland and Norway indeed
share many common traits in terms of climate.

Wind data are generally not converted to hourly values, as no algorithm for this
exists in PVsyst.

Meteo tables and graphs is the name of the tab where the hourly irradiation data
may be visualized or tabulated. The visualization is in the form of sun path
diagrams. Under this tab, one might also find the time shift of generated or
imported hourly data (done with another tab). An example of a sun path diagram
is shown below:
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Figure 28: Sun path diagram from PVsyst
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The figure above shows the sun path for the latitude and site at Aas, with the
marked locations in the shortest day of the year (December 22nd) and the
longest day of the year (June 22nd). The sun height on is the vertical axis and the

azimuth angle is on the horizontal axis.

3.3.2 Project design

Under the project design tab (Figure 26), one may choose to define a grid-
connected project, which is what was done for this thesis. An excerpt of the

screen dialog is shown below in Figure 29:

| Project: Grid-Connected Proj o=
Project's designation
The Project includes mainly the geographic SITE definition, and the associated METED hourly file ?
Project's name |Grid-Connected Project at As Date | 2/24/2014  ~|
[ New project | & Load project Preferences

=7 Site and Meteo P& Albedo - settings

L

A Delete project

System Variant (calculation version)

Variantn®  [VC1  : aas ideal scenaio, no shading, horizon, ete. = [ New variant

i

7% Create from
Input parameters -
Optional Simulation and results

Mandatory

Harizon S
@ Orientation @ Hoi Simulation
@ Near Shadings 2 Results

©

[SIEERE|

@ oo | B Save varion
2 .
J @ Miscellaneous tools +% Delete variant

Il Exit

@ Detailed losses

i

I™ Net metering
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Figure 29: Project design dialog in PVsyst and module orientation

The site and meteo tab allows the user to specify the location of the site directly
or choose another location specified in the geographical sites tab, explained in

the last section. Also, one is allowed to specify the location meteorological

parameters in monthly values. The corresponding synthetic hourly file may be

chosen from a list or generated directly from the dialog window.
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The albedo - settings tab allows for specifying the albedo value of the site on a
monthly basis (eq. 2.37). Also, one may define the site-specific reference
temperatures. This involves specifying the absolute lowest temperature of the
site, ever recorded, the normal winter operating temperature, the usual
operating temperature under an irradiance of 1000 W/m? and the summer
operating temperature. One may also choose if the voltage temperature
coefficient (2.1.7 Module characteristics) should be calculated from the one-
diode model or specified by user.

The variants are used to define and store certain system configurations.
These presets store information defined by the user for the mandatory and
optional inputs. This allows making consecutive simulation runs for the same
presets (settings) for different meteorological datasets.

Certain parameters are Mandatory:

The orientation tab is used to decide the settings for the plane orientation of the
modules or arrays (right). It is possible to optimize according to season of the
year or the year general. The assumed loss according to optimal tilt is shown for
the selected orientation.

The system dialog is used to specify the system configuration, that is, the module
type (s) and inverter type(s). Unfortunately, one can only specify one module
type per string, which reduces application in this thesis, as will be seen briefly.
However, it should be noted that in most cases only one type of module would be
used, and that this feature is common among simulation programs.

When choosing an inverter, the program tells the recommended minimum
number of modules of the selected type to connect in series. If the module
number is below this number, the systems tab turns yellow, as seen in Figure 29.
This indicates that the number of modules in certain conditions may fall below
the voltage threshold of the inverter voltage operating range.

If this happens, the inverter cuts the array connection to grid, leaving it in open
circuit. This induces inverter losses and is one of the risks of oversizing inverters
too much (2.2.5. Inverter loss).

If the number of modules within a string is below a certain minimum required
number, the program refuses to perform simulations altogether.

In the detailed losses section, one might specify the assumed constant loss factors
in the system in percent:

» Thermal parameter: choice of U-values

» Ohmic losses: input of constant value or calculation from cable diameters
and length of module interconnection and inverter connection cables.

» Module quality/LID/mismatch: Specification of module quality loss as a
constant degrading factor, a constant LID and mismatch loss.
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» Soiling loss: either input of constant overall factor for the year or
specification of constant loss for individual months

» 1AM losses: choice of the bo parameter (eq. 2.23)
» Unavailability loss: specification of system downtime
Other parameters are Optional:
The horizon tab allows one to specify a horizon profile for a specific site.
This is termed far shadings, and supposedly is defined as all objects located more
than 10 times the system size away from the site [36].
Figure 28 shown earlier actually is how a flat horizon looks in PVsyst.
When making a profile, this can be done either by specifying it manually or
importing one from for example the Solmetric SUNeye - It is a handheld shading

analyzer incorporating a fisheye camera to graph shading elements.

An example of such a profile is shown below in Figure 30 [37]:

Elevation vs. Azimuth
90

80+

90 135 180 225 270

Figure 30: Horizon profile made with the Solmetric SUNeye.

In the above figure, the vertical axis labels sun height and the horizontal axis
label the sun azimuth angle. Note that the definition of the azimuth is different
from the angles definition used in this thesis and in PVsyst.

The figure shows how the horizon looks when a profile is drawn accurately.

The near shading tab is used to construct a 3D model of all near shading objects,

which should be defined as the objects that fall outside the definition of far
shading objects. This could be buildings, trees or other arbitrary objects.
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The shading model construction relies on architect plans or similar documents to
be accurate.

Figure 31 below shows the 3D model used in the combined shading scenario at
Aas, for this thesis. This scenario will be explained in more detail in subsequent
chapters.

ssssss

Figure 31: PVsyst except of the near shading 3D model for the combined shading scenario at Aas

When a 3D model is defined, the user may choose to construct a shading table.
Three options are given for this (excluding no shading):

1) Linear shading: calculation of shading loss as the relative module area
covered by shading. This is a lower bound for shading loss.

2) According to module strings: user defines a fraction of the module area
that is considered covered by shading

3) According to module layout: Detailed computation related to how the
modules are placed in the 3D model (see below).
Takes into account the bypass-diode function in modules when shaded.

The module layout tab allows users to specify how modules are placed in the 3D
scene defined under the near shading tab. The user can choose if the modules are
placed in a horizontal or vertical arrangement, the string configuration, etc.

The economical evaluation tab lets the user define all costs of the system for
automatic calculation of the LCOE. Miscellaneous tools contain different tools
related to probabilistic forecasting of yield. These tabs weren't used in this
thesis.

More information follows in subchapter 3.6 Simulations setup and forecast
assessment and 3.7 Simulation settings.
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3.3.3 Simulation results

Simulation results in PVsyst are generally presented in a simulation report,
showing all forecasted parameters and generated meteo data.

An example of such a report has been included in Appendix G.8, along with a
description.

For the sake of brevity, the report will not be explained here - it is left to the
reader to become familiar with the contents of the forecast reports.

3.3.4 Accuracy of PVsyst

The synthetic hourly generation is reported by PVsyst to vary, and two
consecutive simulations using the same meteorological data may not yield the
same results. The variation is stated to be 0.5 - 1.0% [9][synthetic data
generation].

The transposition of diffuse radiation in PVsyst is treated independently.

As such, the transposition factor, and the so-called transposition surplus (TP), is
dependent on the diffuse-to-global ratio (DGR). The user can choose to use either
the Hay model or the Perez model - the latter is set as default.

The validation of the software has shown that the Perez model yields an MBE 1.8
to 2.2 points-percent higher than the Hay model - for Swiss locations.

If diffuse radiation is omitted, the Perez model is stated to usually yield annual
values for diffuse 0 - 2% higher than when diffuse radiation is supplied
[9][Transposition model].

The correlation model for monthly values avoids synthetic hourly data
generation and its uncertainty is stated to be about 5%. This supposedly may
lead to errors in forecasted monthly diffuse of about 1 - 4% [9][Meteo monthly
calculations].

The program help sites themselves state that the global uncertainty found
inherent to modeling, excluding uncertainty related to measurements and
parameter determination, is an MBE of 2 - 3% [9][old validations].

This is interpreted as if the program is using perfectly accurate measured data,
one should expect a MBE of 2 - 3% in forecasting of system performance.

In recent validations performed of simulations of actual PV-power plants in
Switzerland, the accuracy of the forecasts were supposedly accurate to £5%
when using default detailed loss vales and renormalizing results to measured
meteorological data for the actual production year simulated [9][validations].

The earlier studies mentioned to assess the accuracy of simulation software has
found PVsyst to be the most conservative simulation software in terms of yield
forecasting. The software seems to rely on the expertise of the user to a higher
degree than other software. It has been reported to be underestimating actual
yield by 5 - 9% [34] [38]. However, as these tests have been conducted in sunny
locations without significant soiling, they may not translate to heavy soiling
scenarios.
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3.4 Site assessment

In order to be able to correctly model the PV-system, a site assessment has to be
conducted, where information about system components, orientation, shading
elements, inverter output and other relevant information is collected.

This assessment, and the information in question, is presented below.

All datasheets used in this thesis may be found in Appendix C: Datasheets.

3.4.1 Location and surroundings - Aas
The PV-system to be evaluated is located on the campus of NULS (NMBU),
situated in the municipality of Aas, in the county of Akershus, Norway.

It is administered by the Institute for mathematical sciences and technology
(IMT), an administrational unit of the Faculty of environmental science and
technology. The panels are mounted on the southernmost end of the roof on the
building bearing the generic name wing IV, which is used interchangeably with
the more specific TF4 (technological faculty 4).

The decimal coordinates of the system were found through the use of Google
Maps, which states the coordinates to six decimal places.

The array is distributed along the southern roof side of the building, raising the
question of what the correct coordinates are to represent the location.

When alternating the cursor position in the longitude direction, pinpointing the
corners of the building, SunEarthTools shows that the coordinates can be stated
to a precision of four decimal places.

According to the accuracy in coordinate measurement described in chapter two,
this gives an accuracy of +11.13 m around the equator, with the accuracy
increasing with increasing latitude. Thus, the error in coordinate estimation is
assumed insignificant and is regarded sufficient for an accurate calculation of
climatic distance between site and weather station.

The coordinates for the location (wing IV) were found to be (Table 2):

Table 2: The coordinates of the PV-system at Aas

Decimal coordinates for Aas
Latitude 59.6659
Longitude 10.7780

A screenshot from Google Maps showing the site location and surrounding
buildings, with names, can be seen in Figure 32:
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Figure 32: Satellite image showing the site location and surrounding buildings on the NULS campus

3.4.2 Initial Horizon- and shading analysis at Aas

One of the important aspects when performing a site assessment is mapping the
horizon and evaluating the shading elements.

In order to do this, several tools and methods may be used, some of which may
be more accurate than others.

The utilization of tools like the Solmetric SUNeye instrument will yield a horizon
profile that includes the shading elements in the vicinity of the site (Figure 30),
which can later be imported directly into the simulation software, PVsyst.

This may render a complex assessment of the shading elements superfluous.

However, because this instrument and the likes of it are costly, the evaluation of
the site shading had to be performed by alternative methods.

In order to keep the shading evaluation as simple as possible, it was decided to
make an attempt at a horizon profile bearing resemblance to those that would be
constructed from the above-mentioned tool.

Such a horizon profile can by no means be assumed to be as accurate as the ones
produced by a professional shading tool, and should be regarded as a rough
model. However, this might give information about how accurate a forecast will
be with a bare minimum of tools and information available.
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To assess the horizon profile, a panoramic photograph was made from the
position of the PV-array on the roof of wing IV. The photo is taken towards the
south and shows a 180° view of the surroundings.

This photograph is shown in Figure 33:

P e Vor e

Figure 33: Panoramic photo towards the south of the site surroundings at Aas

As have been mentioned in the last subchapter, the horizon (far shadings) in
PVsyst is regarded as all elements located at a distance of approximately 10
times the system length or more.

From the panoramic photo, it was possible to deduce how the approximate
horizon profile looked, and which elements constituted the horizon.

It was found that the Student society, Aud Max and the southernmost parts of
Wing Il were elementary horizon constituents.

The trees closest to Wing IV located towards the east were considered near
shading elements, and would be modeled in the near shading section of PVsyst.

An enlarged version (Figure E. 1) of Figure 33 and an alternate version (Figure E.
2) marking the above mentioned elements is located in Appendix E: Location
specifics: Aas.

In order to estimate the elevation (sun height) of the far shading elements in
degrees, and to correctly model the near shadings, the objects height had to be
estimated. This could be achieved by using Theodolite Droid.

The distance to the objects, used as input in the tool, was paced out from the
object, where deemed possible (wing II, trees).

In the event that measuring by pacing couldn't be done, the distance was simply
estimated by comparing known lengths of nearby infrastructure.

For example, knowing that the width of the Norwegian national road in front of
Aud Max (Figure 32) is 6.7 m [39], the distance from the measuring point to the
building could be estimated to be at least four times this.

Consequently, the distance was estimated to be 30 m in this case.

An excerpt from Theodolite Droid showing the measurement of Aud Max's height
is shown in Figure 34:
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Figure 34: Excerpt from the app Theodolite Droid, showing the estimated height of Aud Max

3.4.3 Detailed shading analysis

The 3D scene made in PVsyst is supposed to incorporate only objects within the
near shading definition, as explained in the last subchapter.

In constructing this 3D scene, the relative module placement above ground
became an issue when aiming at combining the near shading and far shading
scenario. The horizon is defined according to sun height, which in turn is related
to height above ground. Thus, any difference in module height above ground
level would make the sun height overestimated.

By correspondence with the technical advisor at PVsyst in the software related
forum online, co-author of the PVsyst user manual Bruno Wittmer advised that,
the far shading option was intended to be used for objects so far away that object
height above ground didn’t have any significance. This was a contradiction to
what was stated in the user manual.

As such, it was decided to make an alternative, more detailed assessment of the
surroundings at Aas - in order to complete a realistic 3D scene.

This scene would disregard the far shading altogether, and instead incorporate
only the shading objects in the vicinity of the site. These were considered to be
the ones marked in Figure 32 shown earlier.

To do this, architectural plans became necessary. Fortunately, they could be
hauled from the draftsmen’s office, located on NULS (NMBU) campus grounds.
These drawings could then be assessed using AutoCAD, to measure all the
buildings accurately in 1:1 ratio. AutoCAD excerpts are shown in Figure 35:
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Figure 35: Excerpts from AutoCAD showing the PV site at Aas.

From the above figure, on may observe the equivalent of Figure 32 in the upper
left corner, showing the site location with the different buildings.

The blue object marked is Wing I and II from the original figure.

In this mode, one can measure the outer dimensions, distances between and
orientation of buildings.

The upper right corner shows Wing I and II when the detailed plans are
considered. In this mode, one may measure the outer dimensions of a building
more accurately, like length and width.

The lower picture shows the western facade at the site at Aas, allowing the user
to measure height of the building and dimensions of roof shading objects.

Note that the facade notation says south - this is erroneous.

The two other pictures show that the real orientation is westwards.

Possessing dimensions for the buildings at Aas was a great advantage, as it
ensured that a highly precise model could be made.

However, as can be seen from Figure 33, a large portion of the shading objects at
Aas are trees - the dimensions of which are hard to obtain, and which may be
sources of error. This could hardly justify making a detailed 3D scene.

The forestry service had in recent past conducted an economic assessment of the
existing tree volume at Aas, which required accurate dimensions of the trees.

To supply such dimensions, LiDAR measurements were made.

These are really satellite measurements, using laser and radar to find the height
of objects above ground within a defined area.
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The LiDAR measurements from the forestry service were handed out on request.
These could then be imported into Global Mapper, to show high-resolution 3D
images of the surroundings at Aas.

Excerpts from Global Mapper are shown below in Figure 35:

149m
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Figure 36: Excerpts from Global Mapper showing mapping of LIDAR measurements

The upper picture from figure above shows how LiDAR data map Aud Max and
the student society from above, with the legend right indicating the height above
sea level. From this mode, it is possible to place a marker over an arbitrary object
(e.g. tree) and the program will state the height above sea level to four significant
figures. Placing the marker next to the object, on ground level, allows the user to
see ground level height above sea level. From the two values, the height of the
object can be calculated.

The lower picture shows how the LiDAR measurements are mapped in 3D.

This allows for deducing the shape of objects, particularly trees.
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3.4.4 System at Aas

The PV-system in question was donated to NULS (NMBU), and the system
configuration therefore differs from the customary configuration of a PV-system.
This is reflected in mismatching of inverter and PV-array, and in mismatching of
the PV-modules.

The relevant system components were primarily the panels, the inverter and
conduction cables between the array and inverter.

The system information gathered about the site is summarized in Table 3:

Table 3: System overview Aas, listing necessary system information

Location String no. Number of panels Panel type Nom. Capacity [W] Accum. Capacity [W] Inverter type Nom. Capacity [W] Inverter no.

Aas 1 1 REC PE215A 220 220 Theia 4.4 He-t 4400 1

1 3 REC PE220 220 660 Theia 4.4 He-t 4400 1

1 1 REC PE230 230 230 Theia 4.4 He-t 4400 1

1 1 REC PE235 235 235 Theia 4.4 He-t 4400 1

1 3 REC PE240 240 720 Theia 4.4 He-t 4400 1

Total 1 9 5 types 2065 1 type 4400 1

As can be seen, the system features a total of nine panels, consisting of no less
than five different types, all from manufacturer REC.

The modules were grouped in smaller arrays of three modules and connected in
series, within the same string, and had an accumulated capacity of 2065 W.

A photo of the arrangement can be seen in Figure 37:

Figure 37: Photo towards the east of the PV-array at Aas

The module string was connected to a string inverter from Elkem Valere with a
nominal capacity of 4400 W. Consequently, the inverter was grossly oversized,
with an inverter-sizing factor (cinv) of only 0.47.
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All modules maintained a tilt angle of 36° and the orientation of the building they
were situated on, which according to SunEarthTools had an azimuth of -3° (+1°).
When using AutoCAD, this azimuth was found to be -2°, and consequently was
fixed at this value.

There was no accurate information as to the model of the panels used, which
made it necessary to collect the information from the module labels on the
backside of the modules.

These labels can be found in Appendix A: Module labels Aas.

An example of one such label is shown in Figure 6:

Figure 38: Module label for a PV-module (REC PE215A]JM) at Aas.

Note that on the shown label, no production date is found.
Because of this, it was difficult to conclude when the panel was produced.

All the other panels at the site possessed labels with date stamps, allowing for
finding the correct datasheet according to the respective panel model.

However, it soon appeared that for some panels, the values found in the
datasheet corresponding to the production year differed from the labeled values.

Therefore, the general approach adopted when finding the appropriate
datasheet for the panels, was to compare the labeled values with the values
found in the datasheet for the year prior to, and after, the production year.
From these comparisons, the modules could be assigned the datasheets most
similar to the labeled values.

A summary showing the relevant information about the PV-modules found in the
spec sheets can be seen below (Table 4):
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Table 4: Module overview for Aas

Location

Aas Aas Aas Aas Aas Aas Aas
Producer
REC REC REC REC REC REC REC
Model
PE215A PE220 PE220 PE220 PE230 PE235 PE240
Prod. Year
2008 2008 2010 2007* 2010 2010 2011
Pmpp [W]
220 220 220 220 230 235 240
Tolerance Pmpp [%]
+5(1) +5(1) +5(1) -5/+10 (1) +5(3) +6(2) +6(2)
Isc [A]
8.1 8.2 8.2 8.32 8.43 8.75 8.75
Impp [A]
7.6 7.7 7.7 7.71 7.88 8.17 8.17
Vmpp [V]
28.6 28.7 28.7 28.33 29.2 29.7 29.7
Voc [V]
36.3 36.6 36.6 36.51 36.5 36.8 36.8
Efficiency n [%]
13.0 13.3 13.3 13.33 13.9 14.5 14.5
Temp. coefficient, Pmpp/Voc/Isc [%/°C]
-0.46/-0.32/0.011 | -0.46/-0.32/0.011 | -0.46/-0.32/0.011 | -0.43/-0.28/0.048 | -0.43/-0.33/0.074 | -0.40/0.27/0.024 | -0.40/0.27/0.024
Weight [kg]
18 18 18 22 18 18 18
Dimension (Lx W x T) [mm]
1665 x 991 x 38 1665 x 991 x 38 1665 x 991 x 38 1665 x 991 x 38 1665 x 991 x 38 1665 x 991 x 38 1665 x 991 x 38
Area [m’]
1.65 1.65 1.65 1.65 1.65 1.65 1.65
No. Cells parallel
1 1 1 1 1 1 1
No. Cells series
60 60 60 60 60 60 60
No. Bypass diodes
3 3 3 3 3 3 3
Max sys volt [V]
1000 1000 1000 1000 1000 1000 1000
Max sys current [A]
15 15 15 10 25 25 25
Interconnection cable cross section [mm’]
4 4 4 4 4 4 4
Interconnection cable length [m]
2.1 2.1 2.1 1.9 2.1 2.1 2.1
Datasheet
2009 2009 2009 2007 2010 2011 2011

Power tolerance stated according to:

1. Nameplate

2. Spec sheet

3. Assumption

* No data found, assumed year

From the above table, it becomes clear that the modules not only are of different

models, but some are even from different years.

There are two PE220 modules bearing similar characteristics that have been
assigned the same datasheet, the same is true for the three PE240 modules.

Apparently, among the nine panels, there are six different panel characteristics.
This further complicates any possible mismatch effects originally thought to be

present.

The responsible engineer at the site gave information about the array-inverter
conduction cable dimensions.
The dimensions of the interconnection cables following the modules would be
found in the module datasheets and are listed in the above table.

The cable dimensions are listed below in Table 5:
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Table 5: Cable dimensions for the PV-system at Aas.

Cable dimensions

Interconnection cable Conduction cable
Length [m] 47 19
Cross section [mm?] 5 4

3.4.5 Inverter production data at Aas

The extraction of data giving information about inverter output was necessary to
be able to evaluate system performance and analyze what the discrepancies are
between forecasts and actual production.

The log-files from the inverter are written weekly, and consequently there are 52
files for a calendar year. The data are logged according to the TDMS file-format;
this can be displayed by installing an add-in to Microsoft Excel.

According to the existing log-files, the inverter at Aas and the PV-system was
fully operational from week 7, 2013 - beginning 20t of February 2013.

For sake of simplicity, therefore, it was decided to define the production
reference year (RY) as the period 01.03.2013 - 28.02.2014.

A complete description of the methodology related to the assessment of inverter
output, and an example of one of the weekly-generated inverter files, is located
in Appendix D: Inverter production data.

A graphical representation of the monthly inverter output and accumulated
yearly output can be seen in Figure 39. Please note that monthly and yearly
output is graphed according to the, left (primary) vertical axis and the right
(secondary) vertical axis, respectively.

For reference, the yearly-accumulated output was 2034 kWh, for a system with
2065 W, installed capacity, giving a specific yield of 985 kWh/kW;,.
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Figure 39: Graphical representation of the inverter output at Aas for the production year 2013/2014.

From the above figure, it is clear that the inverter output was low in January and
February; this generally reflects that January and February were bad in terms of
production, maybe due to low irradiance levels or soiling from snow.

The spring and summer months generally saw high output, with an exception in
May. July seems to have been a good month, and from this month onwards the
inverter output generally falls towards the end of the year, where weather
conditions again impose restrictions in production.
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3.5 Meteorological data

The meteorological data are the highest sources of uncertainty in any simulation
as these are the fundament of the forecasts being made.

Therefore, the data used should be as accurate as possible and investigated for
flaws or irregularities. The use of several sources is therefore advised to avail of
data allowing for the control of homogeneity between sources.

The meteorological data used in this thesis were collected mainly from two
sources: databases and weather stations.

All raw data collected has been made available at the following online location:
www.dropbox.com/sh/gg7c01u5zvlssr2/AAAQra3LL9QEPwxOwtB8_-n9a

3.5.1 Databases

Databases are useful, as they contain large amounts of information and are
readily available for use in planning. However, some caution should be bestowed
when consulting them, as they may be highly inaccurate.

In this thesis, databases well known from other studies and from the solar
community were evaluated.

The databases in question would include:
* Photovoltaic Geographical Information System (PVGIS)
* Meteonorm
* NASASSE 6.0

Two of these databases use a limited number of weather stations to collect time
series for locations in Norway.

The PVGIS database contains data for global- and diffuse irradiation and
temperature; the chosen resolution is monthly averages.

According to one resource mapping of Norway conducted in 2013, the PVGIS
database consists of data from one weather station alone, and data from other
locations are created by interpolating between this one station and other
European stations [40].

The reported accuracy of the model used for interpolation is stated according to
cross-validation with ground data, and is 0.3 % and 4.7 - 11.2 %, for the mean-
bias-error (MBE) and the root-mean-square-error (RMSE), respectively [41].
As such, the discrepancy between forecasted and actual yield is expected to be
significant for the simulation based on these data.

In comparison, 3 weather stations seem to be the fundament of the Meteonorm,
according to the same report just mentioned.

The reported accuracy of the models used in Meteonorm version 6.0, according
to the corporation itself, is 7 % for spatial interpolation and the beam radiation
RMSE is 5.4 % [42].
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The accuracy of the newest version of Meteonorm is not known, but is assumed
not to differ significantly from the reported values.

Although this is an improvement over the PVGIS database, the interpolated data
created for other locations with Meteonorm still give rise to the possibility of a
significant discrepancy between forecasted and actual yield.

The NASA database contains satellite data measured as a time series over a
period of 22 years over the time interval 1983 - 2005.

These data are used to assimilate the surface irradiation through the application
of an algorithm that estimates cloud coverage and other relevant atmospheric
phenomena. The produced surface radiation data are verified through
comparison with measured terrestrial data.

The accuracy of the data contained in this database varies much according to the
latitude of the site in question and the type of parameter [43].

The largest amount of uncertainty lies in the insolation data, with a RMSE
ranging somewhere between 33 and 54 per cent for latitude 60 degrees pole
ward and between 10 and 29 per cent globally.

The MBE lies at 0 - 7.5 per centand 1 - 11 per cent, globally and for 60 degrees
latitude pole wards, respectively [44].

Hence, simulations based on input from this database also have a significant
potential for discrepancy.

Figure 40 below shows the annual global irradiance in the horizontal plane for
the different databases consulted in this thesis. As can be seen, NASA SSE
generally estimates highest irradiance, but also with higher error (see above).
The Meteonorm is the least erroneous, but has intermediate irradiance values.
PVGIS has second highest errors, but the lowest irradiance data.

Annual global irrandiance horizontal plane

120

m NASA SSE
B Meteonorm

PVGIS

Annual average irradiance [W/m?]
2]
o
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Figure 40: Annual global irradiance in the horizontal plane for databases consulted in the thesis

Tabular values for the above graph is located in Appendix F.1: Meteorological
data from databases.
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3.5.2 Weather stations - selection

Meteorological data from weather stations are the preferred choice of data, since
they have been measured on site and represent the real conditions at project
site. However, one has to use caution also when consulting sources of real data.

Where the database uses collections of data and interpolate values by applying
mathematical algorithms, weather stations only possess the raw data.

The interpretation of the usefulness of these data relies on the person extracting
the data and the liability in erroneous choice of data, which lead to errors in

forecasting, cannot be owed to a faulty database.

Information about the weather stations considered in this thesis is located in
Appendix F.2: Meteorological data from weather stations (Table F. 7).

An excerpt from this table can be seen in Table 6 below:

Table 6: Table showing the most relevant information about the weather stations at Aas

Overview over available weather stations and data at Aas

Data for
site

Station

Data source

Climatic
distance

Relevant parameter

Temporal resolution

Time interval

Aas

Aas

Bioforsk

1

Air temperature

Hourly/Daily/Monthly

9 years, 4 months, 5 days

Albedo

Hourly/Daily/Monthly

9 years, 4 months, 5 days

Global radiation

Hourly/Daily/Monthly

9 years, 4 months, 4 days

Wind speed (2 MAGL)

Hourly/Daily/Monthly

9 years, 4 months, 5 days

Aas Aas NMBU/NULS 1 Air temperature Hourly/Daily/Monthly 24 years, 4 months, 5 days
Albedo Hourly/Daily/Monthly 24 years, 4 months, 5 days
Diffuse radiation Hourly/Daily/Monthly 24 years, 4 months, 5 days
Global radiation Hourly/Daily/Monthly 24 years, 4 months, 5 days
Wind speed (10 MAGL) Hourly/Daily/Monthly 24 years, 4 months, 5 days
Aas Aas MET 1 Air temperature Hourly/Daily/Monthly 25 years, 10 months, 19
days
Diffuse radiation Hourly 18 years, 11 months, 30
days
Global radiation Hourly 18 years, 11 months, 30
days

Snow cover

Hourly/Daily/Monthly

91 years, 3 months, 27 days

Wind speed (10 MAGL)

Hourly/Daily/Monthly

20 years, 6 months, 14 days

In the table, green writing signifies secondary chosen data and red primary
chosen data.
The available measured parameters are listed; together with the temporal

resolution available and the time interval the parameters have been measured.
The time intervals were last updated May 12th, 2014.

All stations were located in the vicinity of the PV-system site, within a climatic
distance of 1 km, at Sgrasfeltet weather station.
All the institutions cooperate to some degree in exchanging data, although there
is no apparent indication of which data is generally exchanged.
As such, all sources were treated separately.
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NULS (NMBU) maintains the weather station FAGKLIM, which is a field station
for agro-climatic studies. This source was generally considered sufficient for use
in this thesis, and supplied the primary data. The dataset was supplied in hourly
resolution, one file for every year in the period 1986 - 2013, in addition to data
for the three first months of 2014.

The data chosen was from the period 1996 - 2013 (due to irregularities in data),
for the inverter reference year (RY) of 2013/2014 and the year 2013 (See the
next section, 3.5.3 Weather stations - processing of data and irregularities).
Staff engineer Signe Kroken at NMBU (NULS) supplied the data.

Bioforsk is a research institution belonging to the Norwegian agricultural
meteorological service, in Norwegian: Norsk landbruksmeteorologisk tjeneste
(LMT). This institution holds its own grid of independent stations.

The data were collected from their online portal [45] as monthly values, and
consisted of the average from the period 2005 - 2013.

These data were chosen for comparison to the NULS (NBMU) data on grounds of
data irregularities (See the next section, 3.5.3 Weather stations - processing of
data and irregularities). They were considered secondary due to the fact that
diffuse radiation measurements didn't exist.

The Norwegian meteorological institute (MET) held much data too, however,
seeing that the data from NULS (NMBU) were sufficient, only snow cover data
were chosen to obtain information about snow soiling. Snow cover data were
chosen over snow depth data, as even the smallest amount of snow may lead to
halted or even ceased production in the modules.

The data were collected from the eKlima website online [46] for the period 1897
- 1987 and consisted of monthly values.

A table showing all the meteorological data from weather stations is located in in
numerical form is located in Appendix F.2: Meteorological data from weather
stations (Appendix F.2: Meteorological data from weather stations)

The chosen data will be displayed in Ch. 3.5.4 Chosen meteorological data
together with data from databases.

3.5.3 Weather stations — processing of data and irregularities

The data from NMBU was processed using Microsoft Excel, and the file format
supplied was CSV.

Examining the data, it soon became clear that there were a number of missing
data points in the hourly files for the first four years 1986 - 1989.

These were so many, that the data for this period were considered unusable.
The remaining period of 1990 - 2013 was then processed by taking monthly
averages of all months within a given year. During the processing, a number of
data points were found missing also in the remaining period.

A summary of the missing data points is shown below in Table 7:
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Table 7: Table showing the missing data points in the original dataset chosen from NULS (NMBU)

Missing data points 1990 — 2013 in weather data from NULS (NMBU)

1990 missing 1062 data points 22.12-31.12

1991 missing 1343 data points

1992 missing 2708 data points 24.06-02.07, 27.08-06.09, 20.09-28.09, 10.10-31.10, 10.11-30.11,
10.12-31.12

1993 missing 297 data points

1994 missing 108 data points

1995 missing one (1) data point

2003 missing three (3) data points

2007 missing December values

2008 missing first quarter values

2010 based on diurnal values, temperature and wind speed values are averaged daily median

As can be seen from the above table, a significant number of data points were
missing from several years. This induced a high degree of uncertainty as to how
representable the data were.

This generally led to the choice of analyzing the differences between the period
0f 1990 - 2013 and 1996 - 2013, by calculating the averages of the extracted
parameters for every calendar month from each period. When these were
obtained, the standard deviation was calculated for the same averages.

The results were then compared.

A graph showing the comparison of monthly global irradiance for the two
periods is shown below in Figure 41:

Average monthly global irradiance with standard deviation

M Avg. 1990 - 2013 with std. dev. W Avg. 1996 - 2013 with std. dev.

Month

Figure 41: Comparison of average monthly global irradiance for two periods of data from NULS
(NMBU) - with corrected diffuse
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The comparison above showed some minor differences between the series,
though the 1996 - 2013 average generally showed a lower standard deviation,
and was therefore chosen. Comparisons were done for temperature, wind data
and albedo as well, with the same results as for the global irradiance.

However, the irregularities experienced in missing data points weren’t the only
ones. Well into the process of working with this thesis, the responsible persons
for the FAGKLIM weather service noticed that some sensor measuring error had
been induced in the pyrometer used for measuring global radiation.

This had happened due to insufficient calibration over some time periods.

One of the professors at NULS (NMBU), Arne Auen Grimenes, is responsible for
co-authoring the yearly report of weather data for the FAKLIM service.

To his understanding, there were two periods of four years each that had
experienced a linear degradation in pyrometer accuracy; the years 2004 - 2007
and the years 2010 - 2013. As such, the global irradiance data of all these years
would have to be corrected.

Table 8 below shows the correction factor that would have to be applied for each
at the years at Aas:

Table 8: Correction factor for the monthly average global irradiance at Aas

Correction factor - Global irradiance at Aas

Year 2004 2005 2006 2007 2010 2011 2012 2013
Degradation | 0.0075 | 0.0150 | 0.0225 | 0.0300 | 0.0100 | 0.0200 | 0.0300 | 0.0400
Correction | 1.0076 | 1.0152 | 1.0230 | 1.0309 | 1.0101 | 1.0204 | 1.0309 | 1.0417

There was also a problem with the diffuse radiation measurements, due to the
use of a static screen when the diffuse component is measured. Apparently, this
static screen induced an error of up to 31%, which is higher than for other
available methods used to measure diffuse radiation.

Normally, a complex algorithm taking into account the clear sky index in
measurement data would have to be applied for the correction of this error to be
exact. Though, as this would require a considerable amount of labor to correct,
considering 18 years of data in hourly resolution, correcting was therefore done
by multiplying in a correction factor of 1.31 with the monthly diffuse values
calculated from the raw data.

This would lead to an overestimation of the diffuse component in months with
low irradiance levels. These months could be considered to be in the winter -
most likely January, February and maybe November and December.

To assess the resulting values for diffuse component, the discrepancy between
publication values found for an arbitrary year (2012) was compared to the
original and corrected values calculated from FAGKLIM raw data. The result is
shown in Table F. 12 (Appendix F.2: Meteorological data from weather stations).
It indicated that the corrected values were more accurate than the original
values.
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The RY data seemed to be significantly influenced by the diffuse correction
applied to the measured data at Aas. In the month of January the diffuse
radiation ended up making out almost all of the radiation, giving a diffuse-to-
global ratio (DGR) of 1. In December, the diffuse radiation ended up being higher
than the global, and thus had to be reduced by 0.1 W/m? in order to allow
simulation in PVsyst.

On grounds of all these irregularities, additional data were chosen to have
grounds for comparison after forecasts were completed.

A 2013 data series was made from the already processed calculation of monthly
averages, to yield grounds for comparison to the RY and the average 1996 - 2013
data. This could reveal if the RY was particularly good or bad in terms of
irradiance, compared to the "normal”.

The Bioforsk source was chosen as a second alternative source to the average
1996 - 2013 source. However, this source also wasn't optimal, due to the fact
that diffuse data was lacking. The diffuse data therefore had to be generated
synthetically in PVsyst. This could have lead to errors in forecasting as a result of
the diffuse modeling in PVsyst, as explained in 3.3.4 Accuracy of PVsyst.

The snow cover data collected from the MET website online was analyzed by
averaging as in the case of irradiance and temperature data. Though, because
snow cover is contained in code, the average contained decimal places.

This had to be rounded to the nearest integer.

The result is shown in the next section.

3.5.4 Chosen meteorological data - all sources
Now that the proper understanding of the chosen meteorological datasets is in
place, the chosen sets can be displayed for the reader to assess.

Figure 42 below shows the monthly distribution of irradiance for all sources
evaluated in this thesis.

Montly global i i i plane - All Il d sources

radiance (W/m?]
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From the above figure, one may observe that the months of January, February
and May indeed were months of poor irradiance in the RY, compared to that in
other sources, in accordance with what is shown in the inverter production data.
March, April and July look like good months when compared to the two averages
of irradiance, Bioforsk and 1996 - 2013 series, which implicated that these
months were better than “normal”.

Over the year, NASA SSE and Bioforsk datasets seem to have the highest
irradiance values. The Bioforsk average is from the nine most recent years of the
last 18 years going back to 1996 and the average 1996 - 2013 generally shows
very low irradiance values over the year. This implicates that irradiance may
have risen the last decade. PVGIS clearly underestimates the irradiance in all
months.

Note that the values don't take the diffuse radiation into account; this may lead
one to believe there is good overall correspondence between the observed

production and RY values.

Alarge version of Figure 42 is located in Appendix F.2: Meteorological data from
weather stations (Figure F. 1).

The monthly temperature distribution is shown below in Figure 43:
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Figure 43: Monthly temperature distribution for all sources evaluated
Note that negative values are upwards in the above figure. Note that the lowest

temperatures belong to the sources with highest irradiance.
The RY has some of the highest temperatures.

Wind data generally won't be shown here, as they are less influential in the
simulations. More about this in the next subchapter.

The snow cover data from MET is shown below in
Table 9:
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Table 9: Snow cover data collected from the MET weather station at Aas

Snow cover data for Aas
Mean snow cover [code] | Mean snow cover [%]

Parameter Integer code Integer per cent
January 3 75
February 3 75
March 3 75
April 1 25
May 0 0
June 0 0
July 0 0
August 0 0
September 0 0
October 0 0
November 1 25
December 2 50

The table above shows the averaged rounded integer code for the location at Aas.
It should be noted that the standard deviance was 1 code unit for all nonzero
values. Notice that the three first months of the year shows significant snow
cover, December shows a moderate value. April and November show low values.

Table 10 below shows the albedo values found for Aas, one set from the NASA
database and another from FAGKLIM. It is apparent that NASA seems to
underestimate albedo.

Table 10: Albedo data collected from the NASA SSE database and FAGKLIM

Albedo values for Aas

NASA SSE | Average '96 - '13
January 0.18 0.62
February 0.17 0.62
March 0.17 0.51
April 0.13 0.27
May 0.09 0.24
June 0.10 0.23
July 0.14 0.23
August 0.13 0.23
September 0.14 0.24
October 0.11 0.25
November 0.19 0.31
December 0.17 0.48
Annual avg. 0.14 0.35
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3.6 Simulations setup and forecast assessment
This subchapter briefly explains the general method used to assess the
forecasting accuracy.

3.6.1 The assessment of forecasting accuracy

The basic setup of the simulation process consists of 5 scenarios, or runs.

The data from each meteorological data source will be used as input in PVsyst,
and a series of these 5 forecast runs will be conducted.

Each forecast run generates one report in PVsyst, which states the annual yield,
the monthly distribution of yield; losses and the performance ratio of the system
(see 3.3.3 Simulation results).

When a series of 5 runs has been conducted for each meteorological data source,
the forecasted annual yield for each run is compared to the actual annual yield.
The state of discrepancy (or bias error) shall be stated for the different runs
made, along with the best match to the actual annual inverter output.

The forecasting accuracy should also be stated for the best performing forecast
using database data, and the best performing forecast using measured data from
weather stations.

When the annual yield has been compared, the analysis aims at comparing
forecasted and actual yield on a monthly basis, in order to assess irregularities in
the meteorological data used. This then builds the fundament for the discrepancy
analysis, which will be explained later.

For last in the analysis, a revised comparison of forecast versus actual yield will
be made to adjust for positive mismatching in the array at Aas.
More about this in 3.7.1 System configuration in PVsyst.

3.6.2 The five scenarios

As was explained in the introduction to PVsyst, variations are available to
implement different settings. These were used to test how discrepancy evolved
as restrictions to the simulation settings were varied.

Five scenarios were chosen to be able to study this evolution of discrepancy:

1. Ideal scenario, only implementing mandatory input (base case)
Scenario implementing (1) + the detailed near shading 3D model
Scenario implementing (1,2) + the module layout
Scenario implementing (1, 2, 3) + detailed monthly (heavy) soiling values
Scenario implementing (1, 2, 3) + an overall annual soiling value

G W

The ideal scenario is the base case, and is implemented in all consecutive
scenarios, as it contains the mandatory input.
The chosen mandatory input is listed in Ch. 3.7.6 Detailed losses - chosen input.

The detailed near shading 3D model was chosen to represent the shading for all

the simulations made because it was assumed to be more accurate than a
combined far/near shading combination.
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3.6.3 The sixth scenario: far/near shading combo

To study the effect of performing a simplified shading analysis or using tools like
the Solmetric SUNeye for constructing horizon profiles to use as input in PVsyst,
a sixth scenario has been made.

This scenario is supposed to implement the far shading in one step and the near
shading in a second step, before implementing the two soiling scenarios, as
mentioned in the last section.

An illustration of the course of the five scenarios versus the six is shown below in
Figure 44:

Figure 44: Figure showing the course of simulation including the combined shading scenario
In the figure above, the letter h behind each scenario indicates that horizon is
included. In the opposite case, the horizon is flat, and only detailed near shading

is being used. When comparing the two simulation courses, scenario 2 in the
original course is compared to 2h and 3h in the combined course (2 vs. 2h + 3h).

3.7 Simulation settings

The simulation settings chosen as input in PVsyst are presented in this
subchapter. A brief explanation will be given of the chosen values used as input
into the sections explained under 3.3.2 Project design.

3.7.1 System configuration in PVsyst

Because of the rather complex configuration of the system at Aas, incorporating
six different types of panels, some problems were encountered during the
configuration of the system (3.3.2 Project design) in PVsyst.

Firstly, and maybe not surprisingly, the program didn't support the
configuration of six different modules within the same string.

As such, the system would have to be modeled as consisting of 9 modules in
series, using the weakest panel in the string (PE215A]M).

This because the weakest module would decide the current level of all the
modules in reality (see 2.2.1 Module mismatching loss), meaning that choosing
another module would overestimate the production.

However, since some of the modules in the string had a higher power rating,
their IV-curves consequently also were different, which meant that even in the
case of lower current, their output at the MPP of the weak module would still
possibly produce more than the weak module. This meant that a forecast would
possibly underestimate the actual production. In other words, there would be a
positive mismatch in the modeled system configuration.

In order to find out how significant this mismatch was, the IV-curves produced
by PVsyst with the one-diode model for all the different panel types were
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examined in PVsyst. This way, the current and voltage of the different module
types at the MPP of the "weak" module could be noted.

An excerpt from PVsyst showing such an [V-curve for the module type PE240 is
shown below in Figure 45:

PV module: REC, REC 240AE
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Figure 45: Excerpt from PVsyst showing the IV-curve of the PE240 module

The collected IV-characteristics could then be tabulated in Microsoft Excel, and
the power of the different modules at the MPP of the lowest rated module, could
be calculated. The result is shown below in Table 11:

Table 11: Table showing the mismatch of the modeled system configuration in PVsyst.

Module type PE215AIM PE220 (2007) PE220 (2008/2010) PE230 PE235 PE240 Total Bias error (mean)
Vmpp Pvsyst 28.8 29.0 295 30.5 30.5 31.0
Number of panels 1 1 2 1 1 3 9
Impp 7.6 7.6 7.6 7.6 7.6 7.6 7.6
Vmpp tot Pvsyst 7.6 7.6 15.2 7.6 7.6 22.8 68.4
Pmpp tot PVsyst [W] 219 220 448 232 232 707 2058 43
Pmpp tot PVsyst [kW] sign. fig. 0.2 0.2 0.4 0.2 0.2 0.7 2.1 -4.3
Pmpp tot datasheet [W] 220 220 440 230 235 720 2065 -4.6
Pmpp tot datasheet [kW] sign. Fig. 0.2 0.2 0.4 0.2 0.2 0.7 2.1 -4.6
Pmpp tot sim [W] 219 219 438 219 219 657 1970 -4.4
Pmpp tot datasheet [kW] sign. Fig. 0.2 0.2 0.4 0.2 0.2 0.7 2.0

In the table, the value of the total collected array power at MPP was also listed
according to the datasheet values, in addition to the total array power output at
MPP when modeled as the consisting of only the weakest panel.

The result found was that the power output at MPP when using the
homogeneous string of weak modules, underestimated the real output at MPP by
4.3% according to the IV-curves in PVsyst, and by 4.6% according to the
datasheet values for MPP. The average was 4.4%.
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According to formula (2.8), the module efficiency is a function of the Pupp.
This means that when faulty simulating the power at MPP with a positive
mismatch, the modeled efficiency only makes out 95.6% of the "real" efficiency
at MPP. Thus, the forecasted yield could possibly be somewhat underestimated.

Correcting for the positive mismatch is not straightforward. Because the
different panels have somewhat different temperature behavior, some stronger
modules perform worse in the summer settings, and won't obtain the assumed
MPP behavior at the MPP current of the weakest module. Conversely, in cold
weather, the module will perform worse than expected due to the weak module
limiting the current. However, there is no easy way to foresee these effects, and
therefore, a more conservative value of 4% is assumed for the positive mismatch.

Consequently, after formula (2.17a), the yield Y: of the system will have to be
divided by a factor 0.96.

The issue with module mismatch was not the only problem experienced in
PVsyst. Also, the inverter at Aas was severely oversized, and upon selection of it
in PVsyst, the program refused to perform simulations due to the oversizing -
claiming that the inverter voltage threshold would too high for the string
configuration. As such, the inverter chosen was the Theia 2.9 He-t, which has
about the same efficiency curve as the Theia 4.4 He-t, though with a nominal
capacity of 2.9 kW. Therefore, the inverter losses should be expected to be
somewhat higher than forecasted, but presumably not more than 1%.

The inverter curve for the Theia 2.9 He-t was sent by producer Eltek Valere by
email, and is shown below in Figure 46:
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Figure 46: Efficiency curve for Eltek Valere 2.9 He-t string inverter

79



3.7.2 Shading settings

The construction of the detailed 3D model, used in the investigation of
forecasting accuracy, and the simplified 3D model (Figure 31) used in the
combined shading scenario are both constructed in the same way in PVsyst.
However, the data used to make the models are different.

The simplified model was made using SunEarthTools to measure distances
between buildings in the map and their outward dimensions.
In addition, the orientation was measured.

A screenshot showing such a measurement being made is shown below in Figure
47. Notice the coordinate, length and orientation measured in the upper left
corner of the figure.
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Figure 47: Screenshot of the SunEarthTools measuring mode

The building height of the all shading elements (wing I, Aud Max, student
society, trees) and Wing IV was assessed using Theodolite droid in the way
explained under the site assessment (Figure 34)

The detailed model is constructed using LiDAR measurements and AutoCAD to
make an accurate model. This model consists of nearly 50 shading elements,
trees included. The trees were assessed in the 3D environment of global Mapper
during the 3D shading scene construction (Figure 36), and will not be listed due
to their number and arbitrary shapes. However, a list of the dimensions of the
other shading elements used in construction of both the simplified and detailed
3D model is supplied in Table G.1 (Appendix G.1 Simulation settings).

A PVsyst excerpt showing the detailed 3D model is shown below (Figure 48):
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Figure 48: PVsyst excerpt showing the detailed 3D scene at Aas

The horizon construction relied on height measurements made with the
Theodolite Droid tool, and of the measured distances between buildings using
SunEarthTools. From these measurements, the Pythagorean theorem was used
to calculate the sun height in degrees.

By looking at the panoramic horizon photo taken during site assessment, and
finding the azimuth location of the different horizon elements in SunEarthTools,
the different horizon constituents could be drawn into the sun path diagram for
the PV-system site.

The resulting horizon profile is shown beneath in Figure 49:
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Figure 49: Horizon profile for Aas drawn manually in PVsyst

A PVsyst excerpt showing the displayed horizon profile and the horizon points
specified is located in Appendix G.1: Simulation settings (Figure G. 2).

A panoramic photo of the horizon at Aas with the azimuth degree notation of the
horizon points of the horizon profile is located in Appendix E: Location specifics:
Aas (Figure E. 3).
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3.7.3 Albedo test runs

The PVsyst software sets albedo values to 0.20 as default. This value is global and
applies to all months. The NASA values for albedo were in this order of
magnitude, while the values close to the actual site hauled from FAGKLIM
showed values generally much higher. Therefore, some test runs were
performed to decide the significance of albedo.

The test runs maintained all the default loss values of the PVsyst program, in
order to investigate albedo as an isolated event. The irradiance data chosen were
the ones form NASA, as these generally were the highest and could state an
upper limit to the impact of albedo.

The test runs were performed for scenario 1 and scenario 5 to see the impact in
the most ideal case and a more realistic case.

Three different runs were made for each scenario, one run for each chosen set of
albedo values.

The result can be shown below in Table 12:

Table 12: Impact of different albedo values in run 1 and 5.

Impact of different albedo values

Simulation no. 1 5 Run no. | Albedo values
2045 | 1987 1 NASA
Yield [kWh/year] | 2055 | 1994 2 Default
2067 | 2001 3 Measured

Discrepancy [%]

Simulation 1 NASA | Default | Measured
Albedo values

Run no. 1 2
1 0.0 0.5 1.1 NASA
2 -0.5 0.0 0.6 Default
3 -1.1 -0.6 0.0 Measured

Discrepancy [%]

Simulation 5 NASA | Default | Measured
Albedo values

Run no. 1 2
1 0.0 0.4 0.7 NASA
2 -0.4 0.0 0.4 Default
3 -0.7 -0.3 0.0 Measured

The Table above shows the discrepancy between the different runs made for
each scenario. E.g. in scenario 1, the discrepancy between forecasted yield based
on NASA albedo values and the forecast based on default values is -0.5%. This
indicates that the NASA values underestimate the yield by 0.5% compared to the
default values. As can be seen, the largest discrepancy is at -1.1%, though for
forecasts based on other sources with lower irradiance levels, this may not be as
significant. Especially in a more realistic simulation setting, the discrepancy
becomes insignificant, as seen for scenario 5. Therefore, default values were
used.
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3.7.4 Synthetic hourly generation test

The synthetic hourly data generation in PVsyst allows for choosing different
settings for the generation of hourly data. If one only supplies the mandatory
weather data, the result is already given, within the stated variation of 0.5 -1.0%.
But, if one supplies additional data, the result might change.

Therefore, a test was conducted to see how the data are influenced by the input.

The test was conducted with average 1996 - 2013 data, as the Bioforsk set was
the one lacking the diffuse data and the NASA data were interpolated with
deemed high inaccuracy. The RY and 2013 series were not considered
representable alone for the weather normal at Aas.

The test was conducted according to the following settings (
Table 13):

Table 13: Settings for synthetic hourly generation test

Synthetic hourly generation test settings

I | Global radiation and temperature data

Il | 1+ Wind data

Il | Il + diffuse radiation data (uncorrected monthly)
IV | lll + diffuse radiation data (corrected monthly)
V | IV + altitude correction

The above table shows the stages in application of restrictions to the data
generation in PVsyst. The diffuse data may remain uncorrected or renormalized
according to the monthly sum.

The altitude correction was made as an additional measure, as the stated altitude
of the PV-system site differed for the weather stations and databases.

The altitude at Aas is stated to be 89 average meters above sea level (AMSL) by
FAGKLIM, whereas Bioforsk states it to 94 meters. The weather service YR states
the altitude to be at 72 AMSL, referenced by the governmental mapping society
[47]. The test was conducted for altitudes 72 m, with 89 m for correction.

The results of the test can be seen in Appendix G.9: S. The global irradiance and
ambient temperature data supplied don’t change in the generation of data, so
these are not supplied.

The test shows that supplying diffuse data doesn’t give any identifiable change in
the generation; the first three settings yield identical results in generation.

The diffuse horizontal irradiation becomes 0.9% higher in both setting [V and V,
global irradiation becomes 0.7% lower in setting IV and 2.0% lower in setting V.
Wind data never change, except for setting V, where the change is insignificant.
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3.7.5 U-value test runs

The choice of U-values was a little difficult, as several reference values were
supplied by PVsyst, depending on location. For free air circulation, the values
differed some.

The default value was set at constant, not depending on wind speeds.

In addition, some other values were proposed - some measured on site at solar
power plants in Switzerland and others measured by PVsyst users.

The values from solar plants in Switzerland were generally considered to lead to
underestimated heat losses, while the user proposed values were for
intercontinental climates with higher wind speeds (4 - 5 m/s) [9][array thermal
losses].

When generating synthetic hourly data, wind speeds didn’t seem to change
much. Also, the generated synthetic hourly data for Bioforsk showed that wind
speeds generated would be relatively independent of the supplied wind speed
data (Appendix G.9: Simulation tests and synthetic data - Table G. 39).

It was therefore tempting to choose the constant value (U1).

Though, this was considered to require a test to see how the other U-values
would change the forecasted yield.

The test was done with the following U-values (Table 14) in the ideal scenario:
Table 14: The different tested U-values proposed by PVsyst

U-values test, different values

U-value Uc [W/m2K] Uy[W/m2K m/s]
U1 29.0 0.0
u2 25.0 1.2
u3 20.0 6.0

In the above table, U1 is the proposed values for PVsyst for free air circulation,
U2 is the PVsyst user proposed values and U3 is the values measured at real PV-
systems.

The test results are located in Table G. 40. They show that the difference in
applying U1 and U2 give about the same underestimation of the real actual yield
in the RY, while U3 underestimates about 2 points-% less. This was assumed to
be in accordance with the statement made in the PVsyst help file that the U3
values underestimated heat loss. The proposed U1 value was therefore chosen.
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3.7.6 Detailed losses — chosen input

The chosen detailed losses for the simulations in PVsyst were chosen according
to considerations made on behalf of values seen implemented in other studies,
and own evaluations. The detailed losses chosen are listed below in Table 15:

Table 15: Detailed losses specified in PVsyst, both default and chosen values

Detailed losses in PVsyst

Factor Default | Chosen
Ohmic loss [%] 1.5 Calc
Module quality [%] 13 1
LID [%] 0 1
Mismatch [%] 1 0
Soiling overall [%] 0 3
Soiling detailed [%] 0 other
IAM loss by value 0.05 0.05
Unavailability 0 0

As can be seen from the table above, only two values were kept the same as the
default values in PVsyst.

The Ohmic loss was calculated by the program with formula 2.21 in conjunction
with formula 2.22. The cable dimensions found in the site assessment were
entered. However, the cable cross-section at Aas of 5 mm?2 wasn'’t available in
PVsyst, and thus a cable cross section of 4 mm?2 was chosen instead.

This would lead to somewhat higher losses than in reality, but the value wasn’t
deemed to cause significant deviation.

The module linear loss factor read from the datasheets was max 0.7% a year.
The module quality loss was therefore considered to be about 1% due to the fact
that the modules had about 1.5 years of operation when this thesis was started.

The LID loss was a highly problematic factor to decide. The PVsyst help file
proposed a value of 1 - 3% if this loss factor was to be implemented.

Studies conducted had seen values in the range 1.3 - 3.9% [16], as stated in 2.2.2
Module quality loss. As these losses occur primarily in the first few hundred
hours of operation, and that the production at Aas was assessed after about 6
months of intermittent operation, these losses were assumed to be in the lower
part of the ranges considered. Also, according to scientists at IFE, the p-Si based
modules considered in this thesis are normally less influenced by this effect than
m-Si based modules. Consequently, the value was set at 1%.

The overall soiling value of 3% was chosen to be a realistic value for a moderate
soiling climate and to present a possibility for comparison to a heavy soiling
scenario.

These values are generally difficult to estimate, and are usually different
according to location, as stated in 2.2.9 Soiling loss.
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Earlier studies have shown annual snow losses at somewhere between 0.3% and
3.3%, with the higher value seen as an extreme. Some other studies have seen
lower overall soiling values of 1.5%, with one study claiming 2 - 6% [16].

If these losses are supposed to account for the relative proximity of the location
to agricultural land, and the relative high number of rainy days in the Norwegian
climate, 3% is not considered a farfetched value.

The detailed soiling loss was chosen according to the snow data extracted from
Aas. As these data had to be rounded during calculation, many months actually
saw higher snow cover values than the ones presented.

The chosen values were therefore considered to be the ones found in the
approximated data, seeing that this issue is very difficult to address.

The chosen soling values were (Table 16):
Table 16: Chosen monthly soiling values as input in PVsyst for Aas

Monthly soiling values for Aas [%]

January 75
February 75
March 75
April 25
May 0
June 0
July 0
August 0
September 0
October 0
November 25
December 50

The soiling value in March is exaggerated in comparison to other reports made,
so is the April value, which often would be zero. November values are often also
skipped [48] [49]. Snow tends to slide of modules when some sun is received,
but this generally kills much or all of the production when the modules are
aligned vertically, as the snow accumulates at the bottom of the module.
Therefore, the values observed may not be so wrong, as even small amounts of
snow could lead to accumulation. In any case, the point of these values is to make
a heavy soiling scenario available for comparison to the overall scenario.

IAM loss values were kept at default as no information of better values could be
obtained.

Unavailability losses were not used. Availability seems to be unforeseen and may
happen first and foremost in holidays at NULS (NMBU) when no one is tending to
the inverter operation. The inverter may then stop feeding the grid.

No maintenance scheme existed for this PV-system, as it was wished to keep the
operation similar to that which would be seen by residential housings where
maintenance usually is scarce.
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3.8 Discrepancy analysis

The discrepancy analysis was performed with the aim of identifying the factors
that influence the discrepancy in forecasting and to which degree. This was first
and foremost done by looking at the results of the forecasts and trying to explain
them by looking into the datasets used as input into PVsyst.

3.8.1 Comparison of losses
The different sources of meteorological data used have different characteristics,
especially regarding the essential parameter radiation and temperature.

By looking at the forecasted losses induced in the PV-system, it was attempted to
deduce which losses were common among the different forecasts and which
losses that differed. The relative size of the different losses was taken into
consideration to assess their importance in the forecasted system performance
ratio. The reasons for the observed trends in losses among datasets were
attempted given and irregularities were attempted explained.

The comparison aimed at identifying which factors were most influential in
deciding the accuracy of forecasting, and relating these to the datasets being
used.

3.8.2 Loss due to irradiance level; role of diffuse in datasets

As the datasets hauled from FAGKLIM had to be corrected for errors in the
diffuse radiation and Bioforsk didn’t supply any diffuse data, the role of the
diffuse component was evaluated and the diffuse-to-global ratio was
investigated. It was attempted to explain some of the differences seen in the
losses identified during the comparison of losses, and relate these to forecasting
accuracy.

The analysis was aimed at identifying any irregularities in the datasets which
gave grounds for drawing conclusions as to the suitability of datasets.

The role of the diffuse in inducing low transposition factors and the connection
to the irradiance level of the different sources was attempted established.

3.8.3 Losses due to soiling; relative improvement in accuracy with overall soiling
Due to the highly unreliable effects of soiling and lack of suitable values, it was
decided to make an attempt at suggesting such values in order to increase
forecasting accuracy.

Common traits of increase or decrease in forecasting accuracy on a monthly
basis were attempted identified in order to be able to suggest appropriate soiling
values in simulations.

3.8.4 Accuracy of the detailed shading scenario vs. combined shading model

As there was some uncertainty related to the use of a horizon profile when
modeling shading in PVsyst, the use of an alternative shading model was
attempted and the accuracy of forecasting was compared to that of the detailed
3D model. This was done in order to establish if the amount of work involved in
making detailed shading assessments could be justified on a general basis.
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3.9 Economical evaluation
This chapter presents the economic evaluations done in the thesis, in addition to
establishing the accepted tolerance levels for accuracy.

3.9.1 LCOE

In the same manner as reports of feasibility studies normally present an
economical evaluation, it is of interest to present also some numbers for LCOE in
this thesis. This is done mainly to give some economic sense to the result of
inaccuracies in forecasting. The calculated LCOE will obviously be correlated to
the accuracy of forecasting to a high degree, so this shouldn’t come as a surprise
to the reader. Nevertheless, the usefulness of the result lies in the relative
discrepancy between the LCOE calculated on behalf of the actual yield seen in the
RY, and that, which is forecasted.

The investment costs used in the project were not collected for the system in the
usual way - by contacting a range of suppliers and choosing the cheapest
supplier. One Norwegian solar projecting company was contacted for a cost
estimate, stating a price of 60000 NOK excluding value added tax (VAT) [50].
The VAT in Norway is normally rated at 25% [51], which means that for the
roughly 2-kWp system at Aas, the price would be about 37500 NOK/kW,,.

In comparison, the system cost of PV-systems in Germany up to a system size of
100 kW), was in April 2014 stated at 1400 €/kW,, for a ready-to-use system
including installation and projecting costs [52].

With an exchange rate of 8.13 NOK/€ [53], this gives a price of roughly 11400
NOK/kW,, which is less than a third of the price in Norway.

A study conducted in 2013 found the total system price for a ready-to-use
system in the Norwegian residential market to be 26000 NOK/kW,, including
VAT [48]. Consequently, this price was used as the valid system price in this
thesis.

The chosen values for the LCOE calculations are:

Table 17: Conditions for the calculation of LCOE

LCOE Conditions

Variable Symbol | Value | Unit
Project lifetime N 25 Years
Project cost Co 52000 | NOK
System capacity Psys 2.00 kW,

Operational costs (per year) AO 1.00 % of Co

System degradation rate SDR 0.50 | %/year
Discount rate DR 5.00 %
Residual value RV 0.00 NOK

Project lifetime is set to 25 years, which is a normal and reasonable assumption
for PV-systems as the module datasheets state this guaranteed lifetime.
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The project cost is taken as the rough sum of the modeled system size, and for
simplicity is kept the same for the forecasted yield adjusted for mismatch.

The operational costs are often stated as 1% of the total system cost, per year, by
solar engineering guides in Germany [4]. As Germany is a country where
photovoltaic is already widely ingrained in society, this is assumed an
appropriate value.

The system degradation rate (SDR) is a value subject to much variation. As most
modern PV-systems are still first generation systems, their real lifetimes and real
system degradation isn’t accurately known. Earlier studies conducted have used
values of 0.4% [48] and 0.5% [49], from which the latter has been chosen.

The discount rate used is one termed almost risk free by one other study [48].

It seems that many use a discount rate of 6% to incorporate risk, but this rate
should be one of the past as new PV-systems become installed and the frequency
of the loans taken becomes higher. As such, 5% is chosen.

The residual value is set to zero. In essence, it is not assumed that the system is
much worth at the end of its lifetime.

The LCOE will be calculated for both the forecasts based on modeled system
capacity and the ones adjusted for positive mismatch.

One study conducted has claimed that grid parity may be achieved in the
Norwegian PV residential market in 2019 [31]. The LCOE calculated was
therefore briefly compared to the spot price at NASDAQ Nordic market for
futures in 2018, and the validity of the claim in mentioned study was considered.

3.9.2 Investor risk tolerance (IRT)
The investor risk tolerance (IRT) is one of the essential measures to assess the
tolerated inaccuracy of forecasts.

The IRT is subject to the individual investor, and no general level exists.
However, within the renewable energy sector, a key range of 6 - 7% IRT is often
encountered, although some are fine with risks up to 10% [2].

As mentioned earlier in the introduction to PVsyst, investors bring in engineers
to confirm production numbers for solar energy systems. This is often done with
PVsyst, and as such, the accuracy is important.

Some earlier assessments of the software have stated that the forecasts
produced underestimate production by 5 - 9%.

As such, an assessment of forecast accuracy within this range should satisfy both
the IRTs stated.
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4. Results and Discussion

In this chapter, all results obtained in the simulations are presented.

Every simulation generates a report about four pages depending on the chosen
detail of simulation. Presenting these for five simulations, with seven datasets,
would require 140 pages of appendices. Thus, these will not be presented.

Instead, the major parameters of interest are extracted from each report and
presented in the form of tables and/or figures.

However, also these data make out a substantial amount of information, which
may disrupt the fluency of reading. As such, sections may feature the use of
precise values or refer to observed trends, found in tables or figures located in
the appendix section. The designated appendix will be cited in sections where
this applies. Every subchapter ends with a discussion of the presented results.

To ease comprehension, recall that all meteorological data is collated in
Appendix F: Meteorological data, so having this readily available is advised.

Also, a revisit of chapter 3.6.2 The five scenarios, may be in order to recall the
settings of different simulation runs.

4.1 Annual system performance

This chapter describes the yearly forecast versus the yearly yield, for all runs and
all sources evaluated. The overall system performance is presented, along with
information about the precision difference between using meteorological data
from databases and weather stations. Furthermore, patterns of deviation among
datasets, in the discrepancy between forecasted and actual yield, are stated along
with the closest match to the actual yield.

4.1.1 Annual forecast vs. annual yield

The forecasted yearly yield for a PV-system depends on many factors, some of
which will be dealt with in more detail in the following subchapters.

However, to have a baseline for comparison, it is of interest to know how the
forecasted yield differs from the actual yield of the system on a yearly basis.

The forecasted yearly inverter output for the different evaluated sources is
compared to the actual inverter output for the year 2013 /2014 in Figure 50:
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Forecasted vs. actual inverter output - All runs, all sources

KkWh/year
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——2013/2014 1889 1844 1841 1527 1779
—2013 1967 1921 1917 1537 1850
——1996 - 2013 1808 1764 1761 1459 1699
——Bioforsk 1987 1937 1933 1554 1859
——NASA 2031 1980 2002 1624 1904
= Metenorm 1774 1729 1734 1460 1663

PVGIS 1634 1590 1602 1336 1530
= Actual output 2034 2034 2034 2034 2034

Run No.

Figure 50: Comparison of forecasted and actual inverter output for the PV-system at Aas

As can be seen from the graph the forecasted yield of the system is highest when
using meteorological data from NASA as input in PVsyst, this applies for all runs.
The Bioforsk forecast comes second, followed closely by 2013 on third, then
2013/2014 (fourth), average 1996 - 2013 (fifth), Meteonorm (sixth) and PVGIS
for last (seventh).

In terms of accuracy among forecasts generated from database met-values, NASA
comes first, with Meteonorm and PVGIS on a second and third place,
respectively.

The most accurate forecasts when using measured data series are obtained by
using the Bioforsk met-data, with the 2013 forecast coming second.

The forecast using data from the actual year 2013/2014 comes third, and the
average 1996 - 2013 forecast comes on fourth and last place.

The relative change in forecast accuracy can be observed on the slope of the
lines. It seems apparent that most forecasts vary in the same manner for the
different simulation runs, only exhibiting differences in the detailed soiling
scenario (run no. 4). However, upon closer examination, differences may be
observed.

The general tendency observed is that the forecasts all are closest to the actual
yield in the most ideal case, scenario 1, where only degradation losses and Ohmic
losses are included. Thereafter the discrepancy (bias) from actual yield increases
when detailed shading is applied in run 2.

This uniformity among the forecasts of all datasets recedes in run 3, when the
module layout is incorporated into the simulations.

At this point, the forecasts made with database met-values and measured met
values separate in terms of how the discrepancy from actual yield evolves.
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The BE of forecasts based on measured met-data continues to increase with
simulation run 3 and 4 (detailed soiling), and decreases with run 5 (overall
soiling).

In contrast, the database forecasts become increasingly accurate in run 3, though
only to a limited extent. Only the NASA forecast gains accuracy of significance,
reducing its BE by 1-point percent from 2.6 to 1.6 % (Table G. 6).

After this, the BEs in database forecasts again assumes an increasing behavior
with run 4, and a decreasing behavior in run 5.

This is in accordance with the forecasts based on measured met-data.

Other tendencies may also be observed in the measured forecasts.

For example, when studying the slopes from run 3 to 4, the BE increases more
for the Bioforsk, 2013 and 1996 - 2013 forecasts, than for the forecast of
2013/2014. This variation appears to continue for the observed decrease in BE
from run 4 to 5. The variation of the 2013 /2014 forecast in these intervals seems
to follow that of the database forecasts, which may appear odd.

The BE , MBE and RMSE of the forecasts for each run can be found beneath in
Table 18:

Table 18: BE, MBE and RMSE of all forecasts from all sources

Discrepancy from yield [%] - All runs, all sources

2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual | MBE | RMSE

1 -7.1 -3.3 -11.1 -2.3 -0.2 -12.8 -19.7 0.0 -8.1 10.3
2 -9.3 -5.6 -13.3 -4.7 -2.6 -15.0 -21.8 0.0 -10.3 | 121
3 -9.5 -5.7 -13.4 -5.0 -1.6 -14.7 -21.2 0.0 -10.2 | 11.9
4 -24.9 -24.4 -28.3 -23.6 -20.2 -28.2 -34.3 0.0 -26.3 | 26.6
5 -12.5 -9.0 -16.5 -8.6 -6.4 -18.2 -24.8 0.0 -13.7 | 15.0

As can be seen in the above table, the MBE varies between -8.1% for the most
ideal scenario (1), to about -26.3% for the worst scenario (4).

The RMSE is a little higher, being 10.3% the lowest case, compared to 26.6% for
the worst scenario.

The highest bias error among all forecasts is experienced with the use of PVGIS
data and is -34.4 % for run 4 (detailed soiling), and -19.7% for run 1.
For the most realistic scenario (run 5), the BE is-24.8%.

The lowest bias error was experienced when using NASA data and was -0.2%
(match) for run 1 and -20.2% for run 4. Run 5 BE was -6.4%.

Of the forecasts based on measured met-data, the Bioforsk forecasts had a bias
error of -2.3% in run 1 and -23.6% in run 4. The run 5 BE was -8.6%.
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4.1.2 Discussion of the annual forecast accuracy

The trends in accuracy observed for the different forecasts made may not come
as a surprise to most readers. The ranking of sources after amount of annual
horizontal global irradiance is the same as that observed for the accuracy of
forecasting. This appears logical, as the PV-generator does rely on solar radiation
in order to generate electricity. However, the relative accuracy of the forecasts is
not linear, as will become clear in later subchapters.

The overall course of the graphs may be expected from the reader.
As the forecasts already in the ideal scenario are below the expected yield,
consecutive restrictions will only reduce discrepancy further.

Inducing shading to an ideal scenario will reduce irradiance, and thus yield.
Knowing that this shading is applied linearly, without taking the module layout
into consideration, the module layout option may at best improve the forecast.
Inducing heavy soiling on the system, will reduce pre-conversion efficiency, and
thus reduce yield, leading to a drop in forecast accuracy.

Changing out the heavy soiling - for a more moderate option of overall soiling -
will again let the accuracy of forecasts rise, although the accuracy should be
lower than in any of the first three runs.

The increasing behavior of the database-graphs in run three, or extra “dipping”
and “rise” observed in run 4 and 5, respectively, cannot be easily explained
without extra information that will be supplied in consecutive subchapters.

The MBE found for all sources would be too high to satisfy the assumed investor
risk tolerance (IRT) of 6 -7%. However, this value disregards the accuracy of
individual sources, which may turn out to yield accurate results.

The BE of the different forecasts, for the different sources, may not correlate in
an obvious manner.

Table 19 below shows the discrepancy in global irradiance versus the BE in
forecast of annual yield, for the different sources of meteorological data:

Table 19: Discrepancy in global irradiance from RY at an annual basis

Global irradiance vs. yield BE -Discrepancy from reference year 2013/2014 [%]
Source 2013/2014 | 2013 | Average '96-'13 | Bioforsk | NASA SSE | Meteonorm | PVGIS

BE yield -7.1 -3.3 -11.1 -2.3 -0.2 -12.8 -19.7

Discrepancy
Irradiance

0 2.3 -3.5 2.3 5.7 -1.1 -8.7

Taking a look at Table 19 shows that even in the most ideal case, the BE of the
NASA forecast is -0.2%, as was mentioned earlier.

This source had a global horizontal irradiance (GH) that was 5.7% higher than
that of the reference year (RY), which means that even when incorporating only
modest losses, the accuracy of forecast is at match. Most would expect a forecast
under such conditions to give an overestimate of the yield.
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Evaluating the BE of the best match of forecasts based on measured data, the
Bioforsk forecast had a GH 2.3% above that of RY.

Seeing that the GH was 3.4 points-percent lower than the GH of NASA, one could
expect the Bioforsk forecast to also have this discrepancy reflected in the yield.
This tendency, however, is not observed.

This uncorrelated forecasting becomes even clearer when evaluating the forecast
using met-data for the RY of 2013 /2014.

The deviance in GH is zero, giving grounds for assuming a forecast unbiased.
However, surprisingly, in run 1 its forecast BE is -7.1%.

Knowing that the year 2013 only differs from the RY by the months of January
and February, and has a GH 2.3% higher than the RY, with a forecast BE of -3.3%,
it dawns that these months may be root of significant error in the forecasts.

This will be discussed in the next subchapter.

Continuing to compare differences in irradiance data to the BE in forecasts
shows that Meteonorm GH is at -1.1% relative to the RY, with a BE of -12.8% in
the ideal run 1. The 1996 - 2013 data series, on the other hand, has a GH -3.5%
under the RY, and still yields a forecast BE thatis -11.1% in run 1.

Ultimately, when looking at PVGIS, the GH is 8.7% lower than RY, and its BE is -
19.7%, meaning that this is the only point where the BEs seems to correlate to
differences in yearly irradiance.

The Ohmic losses present in the ideal scenario are constant, so only degradation
losses remain as a source of error.

Degradation losses of solar cells are difficult to assess, and determine, so they are
subject to assumption in the configuration of PVsyst variations.

If one would subtract these losses (2%), the forecast would be overestimating by
the same amount in the ideal case. This would be fine, in an ideal world.

However, when incorporating restrictions to the simulations, one may observe
that all forecasts fail to accurately predict the actual yield in run 4, to a
significant extent. It therefore seems that this scenario significantly
overestimates the soiling amount experienced in reality (More about this in
chapter 4.3).

Excluding scenario 4, the only forecasts that would be deemed accurate enough
to satisfy IRT in all runs, with the degradation losses subtracted, is the NASA and
Bioforsk forecast.

The forecasts using RY data or 2013 data are excluded from this, as they only
serve to evaluate the forecasting accuracy of the simulation tool, using the actual
reference year data. But, for reference, they both fail to forecast the yield within
the stated risk range.

In reality, some degradation will take place. If the fifth scenario is regarded as

the most plausible scenario for the system, as many would argue, only the NASA
based forecast will have satisfactory accuracy in all instances.
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If one would recall the studies saying that PVsyst tend to be conservative in
estimations, then bearing in mind that the underestimations have ranged
between approximately 5% and 9%, then only some of the forecasts made would
fall within this range [34] [38]. As the studies conducted earlier have no issue of
winter soiling, the only relevant comparisons can be made for the overall soiling
scenario and the three first scenarios.

Making this comparison, one may find that all sources except PVGIS and
Meteonorm yield forecasts within the stated range for run 1.

In run 2, 3 and 5, only the 2013, Bioforsk and NASA forecasts are within the
range. That these series are among the most accurate in forecasting yield, may
implicate the program is yielding results as expected. If so, then the other
sources should be regarded as insufficient for forecasting purposes, which is in
accordance with what has already been discussed above.

4.1.3 Annual performance ratio
The PR of the system is as explained in chapter two defined as the ratio of actual
yield of the system to that of an ideal system, without losses.

Because this is so, intuitively, many would find it natural to expect a correlation
between the annual yield for the system and the size of the PR.

However, the relation between the forecasted or annual yield of a system and its
PR may not be that straightforward to deduce. The system producing the most is
not necessarily the one operating most efficiently, as will become clear over the
course of this analysis.

A comparison of the PRs for the different forecasts made for the PV-system at
Aas is shown for all runs in Figure 51 below:

Performance ratio (PR) - All runs, all sources
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Figure 51: Annual performance ratio for all runs and all sources

Indeed, the graph does illustrate that the performance of the system is well
correlated for the three first runs. The order of the system performance over
these runs is the same as the general order of the lines for all runs in Figure 50.

The actual system performance is constantly the highest.
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The forecasted system performance is best with NASA data, and then performs
second best using Bioforsk data, followed by the third best performance using
2013 data. The forecasted system performance then decreases in the order
2013/2014, 1996 - 2013, Meteonorm and PVGIS for last.

Also note how the system performance changes relatively uniformly between
run 1 and 2, before it then starts becoming better for the NASA forecast in run 3.
Simultaneously, the performance for the Meteonorm and PVGIS forecast become
higher, without it really appearing so at first look.

The new observation in this instance is that the performance for the PVGIS
forecast apparently increases more, getting more even with the performance of
the system with Meteonorm data.

However, for the 4th and 5th run, the correlation seems to be less obvious.
Where the order of the most accurate forecasts of annual yield would stay the
same, the order of PRs change, and it is different for both the last runs.

In run 4; the system actually performs best when using Meteonorm data.

The system is second best using the 2013/2014 data, and third best using NASA
data. The order of performance then decreases in the order 1996 - 2013, PVGIS,
Bioforsk and 2013 for last.

In run 5; the forecasted system performance is ordered almost as in the three
first runs, only it performs best using 2013 data, second best with NASA data and
third best using either Bioforsk or 2013/2014 data (see discussion).

The values of all PRs calculated can be read from Table G. 4 (Appendix G.2:
Simulated annual irradiance, yield and PR).
The actual PR is 87.9%, which is a high value for a PV-system (see chapter 2).

The closest match was when using NASA data, with a PR of 82.1% in run 1.

The closest match when using measured data was with Bioforsk data in run 1,
the PR was then found to be 82.0%.

The worst PR of 64.0% was encountered when using 2013 data in run 4.

When using databases, the worst PR is 65.6% and was encountered in run 4 by
the use of PVGIS data.

If one looks at the variability (SD) of the PR for each run, it can be calculated

according to the formulas in 2.5.1 Uncertainty related to the mean.
The value is generally below 1%, which should be considered acceptable.
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4.1.4 Discussion of the annual PR

Regarding the performance ratio, some of the discussion related to this measure
should be postponed until more information is revealed in later subchapters.
Therefore, some questions may be left unanswered until this information is
available, as in the last discussion.

As was seen in the results, the way the performance ratio change is relatively
homogeneous in the first three runs. Actually, the PR drop is about 2% for the
system between run 1 and 2, for all data sources.

This may be attributed to the fact that the shading induced is constant,
regardless of the source used. Because the PR is stated according to ideal
insolation converted at STC efficiency, without pre-conversion losses, a 2% drop
in incident irradiance in plane of array due to shading would cause a similar
drop in PR for all forecasts.

The minor differences that exist, although considered insignificant, may most
likely be attributed to a higher share of diffuse radiation.

There also is no significant decrease in PR from run 2 to 3, which means that for
this particular system configuration, simulating module layout isn’t necessary to
get an accurate forecast of system PR.

This is in accordance with the trends observed in forecasting.

However, for larger plants and arrays, this particular trend may not be the case.
Shading effects are more severe for some configurations than others; the module
layout option is made to be able to minimize these.

Seeing that the changes in PR of the three former runs are less important, the
discussion may be centered on the events in the last two runs, where the order of
efficiency has been rendered.

The trends observed in going from run 3 to 4, may have root in the months of
January and February, as mentioned earlier. Looking at the total losses from STC,
one may observe that the system has lower losses in run 4 for the forecast based
on RY data, than for the forecast based on 2013 data.

As such, the same argument may apply for the PR as it did for yield; something
may be off in the two first months of the year.

The performance ratio all the sources are not all that different in run 4, most
forecasts yield losses around 34%), give or take a few decimal per cent.

The Bioforsk and 2013 based forecasts yield a poorer system performance than
the other five sources; this will be discussed in following chapters.

Run 5 is in accordance with the 4th run; the Bioforsk and NASA data yield
forecasts where the system performs worse. This may be attributed to inherent
differences between these data and the other data used, and explained later.
The apparent emergence of the 2013 data series as best forecast of system
performance shows how the two first months of the year differ from the RY;
with heavy soiling, the PR is of the system is worse with 2013 data than with the
RY data, a tendency that disappears when heavy soiling is removed.

97



4.1.5 Section summary: annual data

The BE of the forecasts are not well correlated to the level of irradiance the
sources have compared to reference year.

The MBE of all runs were -8.1% for the most ideal scenario with an RMSE of
10.3%. This is unsatisfactory in terms of IRT.

The worst-case scenario MBE was -26.3% with an RMSE of 26.6%.

The most accurate forecasts are produced when using met-data from the NASA
SSE database as input in PVsyst, it had a BE of -0.2% in the ideal case, and -20.2%
in the worst case scenario.

The second most accurate forecasts are produced when using Bioforsk
measured time series as input, giving a BE of -2.3% in the ideal case and -23.6%
in the worst-case scenario.

The least accurate forecasts are produced when using PVGIS data,
yielding a BE of -19.7% in the ideal case and -24.8% in the most realistic case.
Thus, this source cannot satisfy the IRT.

Excluding the worst-case scenario, the forecasts and NASA meteorological data
are within the assumed IRT, and Bioforsk satisfies this for the first three
scenarios. Both sources yield forecasts in the range of 5 - 9% found in earlier
studies.

The RY data fails to yield a satisfactory forecast, differing significantly from the

year 2013, which is only different by the months January and February.
These months are assumed to be main source of errors in forecasts.
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4.2 System performance on a monthly basis

This chapter goes into detail about the monthly distribution of forecasted versus
actual yield, for all runs and all sources evaluated. Patterns of deviation among
datasets, in the discrepancy between forecast and actual yield, are stated on a
monthly basis. The relative monthly discrepancy from actual yield for months
that stand out is stated, along with average monthly and yearly discrepancy.

The tables referred to in this section are located in Appendix G.6: Simulated
monthly yield - All sources.

4.2.1 Monthly forecast vs. monthly yield

The monthly distribution of yield may hopefully shed some light onto how the
differences in yield on an annual basis are related to the input in meteorological
data.

[t is first and foremost the amount of inverter output and how it is distributed
over the year that is of interest. As was mentioned in the previous subchapter, a
suspicion already exists that the months of January and February may be
involved in inducing bias errors in the forecasts produced by PVsyst.

The best performing forecasts were made with NASA SSE data, thus the monthly
distribution of these data should be studies.

The forecasted monthly distribution of inverter output of the system at Aas using
NASA SSE met-data is shown below, in Figure 52:

Monthly forecast vs. Yield - NASA SSE
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Figure 52: Monthly distribution of forecasted vs. actual inverter output

The monthly distribution shows that the forecasted inverter output is
significantly higher for the months January and February, than that of the actual
inverter, for all runs except run 4.

In this run the forecast also deviates significantly in March and April, and in
November and December.
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Excluding run 4, the forecasted output seems to be underestimated for all
months except May, where it is significantly overestimated for all runs, and
December, where it is overestimated by a little less.

The forecast for run 5 underestimates the inverter output in December.

In order to get a sense of the magnitude of the BE in the forecasts that do well, it
may be of help to look at how the data are doing numerically.

The Bioforsk forecasts were doing best of the all forecasts based on measured
data, and they bear similarities to the NASA SSE forecasts in terms of how the BE
evolved between runs.

Table 20 below shows the BE of all forecasts based on Bioforsk data, along with
the MBE and RMSE of all runs on a monthly basis. In addition to the BE of the
calendar year, the monthly average BE of each run is shown.

To show the significance of January and February over the year, the yearly and
monthly average BE is also calculated excluding these two months.

Table 20: Overview of the BE of the forecasts based on Bioforsk data, including MBE, RMSE

Bioforsk forecasts - annual/sub annual and monthly avg. BE, MBE and RMSE [%]

Run. No 1 2 3 4 5 MBE RMSE
January 1692.9 | 1645.0 | 1603.4 | 213.2 | 1446.8 | 1320.3 | 1434.0
February 342.3 | 333.2 | 3309 | -11.5 | 312.8 | 261.5 | 295.2
March -18.7 -20.5 -21.0 | -82.7 | -23.2 -33.2 41.4
April -9.4 -11.4 -11.4 | -34.8 | -14.5 -16.3 18.8
May 20.5 17.5 17.5 17.4 13.8 17.3 17.5
June 1.1 -1.5 -1.5 -1.5 -4.6 -1.6 2.4
July -19.8 -21.9 -219 | -219 | -24.4 -22.0 22.0
August -16.8 -19.0 -19.0 | -19.1 | -21.6 -19.1 19.1
September -9.4 -11.5 -11.6 | -12.0 | -14.8 -11.9 12.0
October -10.1 -12.1 -12.6 | -13.1 | -15.9 -12.8 12.9
November -36.6 -38.3 -389 | -57.4 | -43.0 -42.8 43.5
December 35.3 29.2 28.8 -50.2 7.7 10.2 33.2
Year -2.3 -4.7 -5.0 -23.6 -8.6 -8.8 11.7
Year ex. Jan. & Feb. -8.7 -11.0 -11.2 | -24.1 | -14.4 -13.9 14.9
Monthly avg. 164.3 | 157.4 | 153.6 -6.1 1349 | 120.8 | 162.7

Monthly avg. Ex. Jan. & Feb. | 24.3 21.5 21.0 -23.7 16.5 11.9 48.5

From the above table, it can be seen how the forecasts consistently overestimate
the inverter output in January and February, giving a MBE of 1320% in January
and 262% in February.

May stands out as significantly overestimated, and the same goes for December,
although the fourth run shows a significant underestimation.

The MBE of these two months are 17.3% and 10.2%, respectively.

Significant underestimation is seen in March, July, August and November - the
MBE of these months are -33.2%, -22.0%, -19.1% and -42.8%, respectively.

100



The monthly average MBE is at 121%, which is severely high.

Taking a look at run 4 shows that the monthly average is a mere -6.1%, which
stands out compared to the rest of the runs.

If the monthly BE is averaged excluding January and February, it is reduced
significantly for all runs, except run 4.

Averaging the monthly MBE for all runs excluding January and February shows
that it is reduced from the former 121% to less significant 12%.

On an annual basis, the MBE is -8.8%, compared to a BE of -23.6% in run 4.
Excluding January and February, the annual MBE decreases from the former
value -8.8% to a more significant -13.9%.

Simultaneously, the BE of run 1 more than triples, while the BE of run 2, 3 and 5
approximately double. In contrast, the BE of run 4 only shows a minor difference,
going from -23.6% to -24.1%.

Note that the overestimation made in December, run 5 is, exclusive to the
Bioforsk forecast. All forecasts made from other sources show an
underestimation at this point.

In order to more closely examine how these trends apply to other sources, it may
be regarded sufficient to look at the monthly MBE, in addition to average
monthly and annual MBE - both with and without the months of January and
February. This is because the trends in monthly BEs are clearly reflected in these
values, knowing that the BEs of run 4 will have a smaller influence on the mean.

As was said initially, the Bioforsk forecasts were similar in the evolution of BE
over the different scenarios evaluated, to the forecasts of NASA.

The trends observed in the MBE and BEs in the Bioforsk forecasts therefore also
apply to the forecasts based on NASA SSE data, though with some differences.
For the NASA forecasts, the trends are a little less pronounced, except for May,
where the MBE is 25.7%, and March, where the MBE is -41.0%.

The MBE in January and February is, 1183% and 263%, respectively.

Also, the NASA forecasts don’t yield the significant BEs (or MBE) in August.

Considering the 1996 - 2013 series, the forecasts are very similar to the already
mentioned trends. The MBE in January and February is third highest of all
evaluated sources, being 676% and 186%, respectively and the monthly average
BE is higher than for Meteonorm in all instances. This is in accordance with the
ranking of the forecasts in terms of accuracy.

April month stands out, having a lower MBE than for NASA forecasts and
Bioforsk forecasts, though higher than for Meteonorm forecasts.

The Meteonorm forecasts bare similar trends as the Bioforsk forecasts in all
respects only are showing differences in that they significantly underestimate
yield in more months of the year. They are consistently underestimating in other
words. Also, the MBE in January and February is among the lowest observed,
only beat by PVGIS.
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The PVGIS forecasts are consistently performing worst in terms of BE, so the
MBE and RMSE values they yield are of interest as well. They may be read from
an excerpt of the PVGIS BE table x, shown in Table 21 below:

Table 21: Monthly, avg. monthly, annual and sub-annual MBE and RMSE

PVGIS forecasts — annual/sub annual and monthly avg. BE, MBE and RMSE [%]

Month MBE RMSE
January 638.3 704.8
February 143.5 171.3

March -58.8 60.9

April -32.5 33.4

May 7.0 7.2

June -14.5 14.6

July -27.3 27.3

August -25.1 25.2
September -26.5 26.6
October -32.6 32.6
November -52.0 52.3
December -26.4 34.8
Year -24.4 24.9

Year ex. Jan. & Feb. -27.2 27.5
Monthly avg. 41.1 99.3
Monthly avg. Ex. Jan. & Feb. -28.9 31.5

In accordance with the previously presented results, the MBE is significantly
higher in January and February.

Most other months are significantly underestimated; the BEs of March and
November stand out compared to the rest, being -58.8% and -52.0%,
respectively.

The months April and October also shows significant underestimation, though
less severe than in the preceding mentioned months.

May is, as in any other case, is overestimated; the MBE is “only” 7 % and the
RMSE the lowest for all forecasts produced, among all sources.

Turning to the annual MBE, it may be seen that it decreases slightly when
excluding January and February, that is, the RMSE increases.

Simultaneously, the RMSE increases when taking the monthly average for the
year, excluding these two months.

This is analog to the trend shown in both Table 20 and Table 21, and for
reference, the trend that can be seen in the forecasts based on all sources, except
for the RY.

Studying the tables for discrepancy in Appendix G.6: Simulated monthly yield -
All sources; it can also be seen that for run 4, the RY is the only data set where
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the annual BE of the forecast increases. Going from -24.9% to -24.2% on an
annual basis, when excluding January and February, the difference is not all that
much - but still apparent.

The pattern of deviance registered in run 4 in Table 20, with a reduced positive
BE in January and a slightly, but significant, negative BE in February - is a
common pattern of deviation registered among most of the forecasts made.

Only the forecast for the RY shows a different pattern, where both months show
a significant negative BE. Actually, the RY forecast has negative BEs for all runs in
February. Also, the BE of May is consistently negative, in contrast to all other
forecasts.

The MBE of the RY forecast is comparable to that of all other sources, though
with the lowest value observed for all sources in January.

In February, the MBE is negative, reflecting the negative value of the BE for
February in all runs. For May, the value is also negative, in accordance with what
was stated above. All other months, the trend is relatively similar to that
described for Bioforsk, with an underestimated July, November and December.

The forecasts based on 2013 data show a trend somewhere in-between that of
the reference year and the other sources. The BEs are in accordance with those
found for other sources for most of the year, the same is the MBE.

The only real difference is that May is underestimated.

For the forecasts based on both the RY and 2013, it should be noted that March is
relatively unbiased, compared to all other forecasts, regardless the source.

4.2.2 Discussion of monthly production data

In order to comment on the most relevant results first, it is of interest to recall
the primary problem statement of the thesis: What is the existing discrepancy
between forecasted and actual yield?

The last subchapter managed to answer this question and state which of the
sources used as input that was most accurate in forecasting: NASA and Bioforsk.

The result in this subchapter shows that the reason why these sources may be so
accurate in forecasting is because they overestimate production in months
where production is actually low.

This fact is undisputable; taking the monthly average of the BEs shows a lower
value when excluding the months with the highest MBE.

Simultaneously, this leads to an expected increase in the annual BE.

In essence, it seems like the actual accuracy of the forecasting isn't at all as high
as one would like to believe, which means that the real discrepancy should be
even higher.

Many would argue the case that the most important issue when planning a PV-

system is that the forecast may satisfy the IRT, which we have found is possible
in one case. However, the new information obtained shows that the forecasts
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generated may be significantly inaccurate if used for system optimization for
parts of the year. This is not a problem necessarily related the simulation tool,
but rather a problem related to the input, the meteorological data.

In order to clear up where the data should have been accurate, and where not, it
may be necessary to look at the actual RY, to reveal where the irradiance differs.
One would expect a clear correlation between the incoming radiation for the
different sources and the amount they overestimate in the months that have
been mentioned. However, this relation is not so simple as one would expect.

Taking a look at the monthly global irradiance data incident on the horizontal
plane (Appendix F: Meteorological data), it may be observed that the RY has
lower irradiance in some months than others. This is natural, as not every year is
the same, and some months will have more sun than others.

Upon closer examination of the irradiance chart, it is evident that the months of
January and February in the RY receive less irradiance than all the other time
series. Thus, it may appear logical why these months are overestimated on a
general basis.

Especially when considering the average data series, 1996 - 2013, it is obvious
that the month of January and February was a month that received little
irradiance in the RY. The 2013 time series confirms this, as it shows more
incoming irradiance in these months and is closer to the average.

Also note that the Bioforsk time series, which is an average of the nine most
recent years, 2005 - 2013, is even higher. The NASA series, in both of these
months, is close to the two average series.

Examining the simulated monthly yield for the RY and the BEs, it may be seen
that the BE in January is the lowest found in any forecast, although it still does
overestimate the inverter output for all runs except run 4.

In this run, the forecast underestimates the yield, which means that soiling
apparently was an issue in the RY for January - more about this in the next
subchapter.

In February, the trend is one of constant underestimation of yield, a tendency
that gets worse in run 4. This seems odd, as it means that the performance of the
inverter in the RY was close to 94% in this month. This is not impossible, but
definitely unlikely, especially considering the diffuse to global ratio (DGR).

In this case, the solution may actually lie in the DGR, as it was adjusted to make
up for un-calibrated measurements, and the correction factor in low irradiance
months was told to be inaccurate. If the diffuse correction factor was supposed
to be somewhere at 1.05 and was calculated as 1.31, then the direct beam
components should have been about 20% higher.

However, how this would influence the output is highly speculative.

It is definitely possible that it would lead to significant improvement in accuracy
of the forecast, although unlikely, as the highest amount of radiation is not
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incident in this part of the year, giving February a minor influence on the overall
performance of the year.

In light of this evidence, it seems that the two first months of 2014 were
abnormal in terms of irradiance, and in fact about every other time series
showed a more normal irradiance. If these months had been overestimated in
the same manner as the other forecasts do, the annual RMSE would increase.
The fact that the annual RMSE goes down when January and February is
excluded supports this theory.

Using NASA SSE data yields the most accurate annual forecasts, and it therefore
is reasonable to expect it to have the highest MBE in January and February -
considering that the overestimation of these two months may have been reason
for this accuracy. However, as was shown in the results, this is not the case.

Of all the sources, the highest MBE in the forecasted inverter output for January
was obtained when using the Bioforsk data.

The fact that NASA is the source receiving the most radiation in this month
means that other factors play an influence in determining the forecast.

In February, on the other side, there is a correlation; NASA data shows most
irradiance and has the highest MBE, but the difference between the MBE is only
about one single percent. Somehow, Bioforsk data tend to overestimate the
production by more than NASA data. Albeit the incident radiation in January
comes second to NASA, the difference may be considered insignificant.

One proposed mechanism that could be the reason for this is temperature,
although the differences between the sets in January and February are minor.
Looking at the forecast BEs in these months, one sees that Bioforsk
overestimates more in January, though the temperature is higher.

In February, the differences in BE are insignificant - only a tad lower - with a
lower temperature. Thus this mechanism is purely speculative at best.

As will be seen in the next subchapter, temperature has a smaller overall impact
on the performance this system, but might be a reason for the observed
phenomenon.

Another proposed mechanism that may be the reason is the diffuse to global
ratio (DGR), which is lower for the Bioforsk data in the months discussed, a
subject that will be covered in the next subchapter.

Studying the other sources for these months shows that 2013 had the third
highest irradiance, average 1996 - 2013 received fourth most, PVGIS fifth most,
with Meteonorm on a sixth place. The ranking of the months in terms of MBE is
2013, average 1996 - 2013, Meteonorm and PVGIS. In addition, the month of
February showed the highest MBE for the average 1996 - 2013.

In essence, no reasonable correlation is found between these MBEs and the
irradiance data. Another look at DGR may yield a better comprehension.

Continuing this line of though, recall that the only real difference between the RY
and the 2013 time series, are these exact months (January and February).
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Thus, when looking at the remaining ten months of the year, one may
contemplate the two time series as one and the same.

Examining the irradiance chart with this in mind shows that March, April and
July receive more irradiance in the RY than in all the other time series.

Hence, in these months, one would expect the forecasts based on all the other
time series to underestimate in these months.

Indeed, this is exactly what the data shows.

In the same manner, from the chart one may see that the month of May shows
that the RY received less than expected irradiance, which is why this month is
consistently standing out as overestimated in the forecasts.

However, the correlation between the sources showing the highest amount of
incident irradiance in these months is not well proven. Trying to see how the
different sources do correlate to the months of March, April and July shows that
the sources correlate in order for March and July, though not for April and May.
As such, the way radiance is tied to the forecasted yield seems highly random;
which might be acceptable, considering weather is highly unpredictable.

Looking at August may yield answers in what happens that makes NASA data
forecast more accurately in this month.

Apparently, it does have the highest amount of irradiance (ex. RY), followed by
Bioforsk and the 1996 - 2013 average.

Unfortunately, the correlation is unclear also here; the Bioforsk forecast
underestimates more in this month than the average series, albeit the NASA
forecast is more accurate in forecasting than the reference year.

The trend in correlation between irradiance and forecast BE is more obvious for
NASA and the RY in September, though again shows a deviating behavior when
assessing how Bioforsk irradiance is correlated.

The irradiance received by Meteonorm is second highest after NASA, though
shows a lower MBE (higher RMSE) than the Bioforsk forecast.

Remembering that the diffuse irradiance of Bioforsk is synthetically generated
by PVsyst, it dawns that this factor may indeed be the culprit causing this
pattern. Though, as will be seen in the following subchapter, this is no easy
argument.

Considering November shows that only NASA overestimates the irradiance in
this year, whereas both the averages (1996 - 2013 & Bioforsk), and the other
databases, lie significantly lower than the RY in terms of irradiance.
Consequently, November was a good month sun wise, and one would expect
well-correlated forecasts for NASA and the RY.

However also here, the BE of both sources is significant - although in the same
order of magnitude - both being negative. Consequently, all other time series
yield negative forecasts too, indicating a significantly higher system performance
in reality than what is reflected in any meteorological data.
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December, lastly, does show that the order of irradiance gives a reasonable
correlation with forecasted yield, though not for the sources showing the least
amount of incoming irradiance in this month: average 1996 - 2013 and
Meteonorm. Here the average forecast has a higher December MBE than the
Meteonorm forecast, again showing that the relation between irradiance and
production is a complex one. Regarding the deviation of Bioforsk for December,
this may be related to the DGR, as will be seen in the next subchapter.

The exclusion of the months of January and February may be seen as a necessary
approach see what the real BE forecasts should be. Because May and December
is insignificant in overestimation, compared to these months, the exclusion of
these months is hardly necessary.

4.2.3 Section summary

From the discussion of the monthly data, it seems apparent that excluding
January and February does removes a significant source of error in the data, as
the yield in these months is consistently overestimated.

The overestimation is in part assumed to be caused by deviation in the
meteorological data for the reference year in the months where it applies.

Thus, excluding the months gives a more realistic comparison of forecast
accuracy, removing errors in data at one hand, and overestimations on the other.

This means that the real RMSE of forecasts should be higher and thus more
inaccurate. The most accurate forecasts, based on NASA SSE and Bioforsk data,
are as accurate as they are mostly due to a high RMSE in the mentioned months.

This may not be of interest for the general planning of a PV-system on an annual
basis, but shows that planning for parts of the year may be considered
unsatisfactory.

The correlation between irradiance of individual moths and the BE observed is
highly speculative in nature and cannot be well proven.

A source of error for this pattern may be the temperature to a minor degree,
albeit more likely the diffuse to global ratio (DGR), which will be discussed in
subchapter 4.3.
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4.3 Discrepancy analysis

Here, losses are compared for all runs and all sources, particularly looking at
losses from irradiance, shading and soiling.

The role of diffuse radiation in irradiance losses is evaluated, and the relative
improvement of accuracy in forecasting using overall soiling values is discussed.
Further, the accuracy of the detailed shading scenario is compared to that of the
simplified shading scenario, along with shading losses for different runs.
Ultimately, the performance ratio calculated from the losses is compared to that
calculated from the yield to establish inaccuracy of rounding significant figures.

4.3.1 Comparison of losses

The different losses induced on a system are of interest to evaluate where the
differences in system performance are most obvious. This may give hints as to
where to look for deviations between meteorological datasets.

It is already clear which data sources yield the best forecasts, and as all settings
are equal for the different sets, the best performing forecasts should stand out in
one way or another.

If attention is directed first to the best performing forecasts, which are based on
NASA data, this forecast may give information about trends observed.

The losses calculated and presented in each report that follows a simulation run,
have been collected and tabulated.

You may find these tables in Appendix G.7: Simulated losses - Tabular
presentation of values from reports.

Table 22 below shows the table of losses for the forecasts based on NASA met-
data - all values are listed in percent. Negative is regarded loss, positive addition.

The transposition surplus (TP) represents the extra amount of radiation
received in the plane of the array due to the transposition factor R.

It is the number following the decimal place after the number 1, which indicated
a horizontal module. For example, in the case of NASA, R = 1.244.

The TP may vary according to the relative amount of diffuse radiation in a
dataset (see 3.3.4 Accuracy of PVsyst).

The importance of the TP mainly lies in our ability to deduct the amount of
forecasted ideal radiation incident in the plane of array, being able to compare
the influence on performance ratio (PR).

The PR in turn may be calculated by eq. (2.17a), by multiplying the optical
efficiency and the relative system efficiency. The respective efficiency is
calculated by subtracting the respective loss from the number 100 and dividing
on 100.

The listed change in PR is located in the last table row - it shows the difference
between the PR calculated from the yearly yield and reference yield.

As may be seen from the table, there is small difference in the two performance
ratios, especially in the fourth run, where it is more significant.
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Most sources have values for absolute deviation of less than one percent. The
only common treat in terms of different PR is in the fourth run, where most data
series show absolute deviations upwards of one percent.

Table 22: Comparison of the losses for all forecasts made with the NASA SSE met-data

Forecasted losses [%] - NASA SSE

Run 1 2 3 4 5
Transposition 244 | 244 | 244 | 244 | 24.4
Near shading 00 | -26 | -26 | -3.2 | 3.2

IAM -31 | -30 | 3.0 | -29 | -29

Soiling 00 00 | 0.0 -15.8 -3.0
Optical loss -3.1 | -56 | -5.6 [-21.9| 9.1
Irradiance -79 | -81  -81 | -88 | -84

Module quality/LID | -2.0 | -2.0 | -2.0 | -2.0 | -2.0
Module layout 0.0 00 | -0.1 | 0.0 0.0

Temperature -04 | -03 | -03 | -1.1 | -0.2
Ohmic -09 | -09 | -09 | -09 | -0.8
Inverter -46 | 46 | 34 | -50 | 4.7
Total system loss | -15.8 | -15.9 | -14.8 | -17.8 | -16.1
PR 816 | 79.4 | 80.4 | 64.2 | 76.3

APR -05 | -06 | -05 | -14 | -0.7

From the table above, one may deduct that the transposition surplus (TP) was
24.4% in this case. For reference, the only other time series that showed a higher
TP was 2013, with 24.8% and Bioforsk, with 26.2%.

The near shading losses lie at 2.6%, but increase and maintain 0.6% higher for
the runs where soiling applies, at 3.2%.

This general trend is observed for all forecasts, regardless the source, with only
minor variations. Some sources might yield a value 0.1% lower in the 2" run,
than in the 314, but still assume constant values in the two last runs.

The general increase in shading loss with the onset of soiling is not as high as in
the NASA case, generally speaking - but generally is about 0.5%.

This variation doesn’t appear significant.

One also sees that the IAM losses are relatively constant, for all scenarios.

This trend is observed in all forecasts made, with only minor variations.

The small decrease in IAM loss seen between run 1 and 2, is also a trend that
consistently appears among all the forecast - albeit also regarded insignificant.

The soiling losses in the case of NASA forecasts are collectively at 15.8% in run 4.
In comparison, the 2013 forecast show the highest soiling losses (17.5%) in run
4, followed by Bioforsk forecasts (17.3%). The PVGIS forecast has the second
lowest values (13.9%) and Meteonorm has (13.7%).
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In run 5, the soiling value was set, and hence does not change for any forecast
made.

In terms of overall optical loss, the NASA forecasts come second only surpassed
by Bioforsk (23.6%) and 2013 (23.4%). In comparison, the reference year (RY)
has optical losses of 21%, while PVGIS and Meteonorm have 20.2% and 20.0%,
respectively.

To look at system losses, it might be interesting looking at another table, to see
how it compares to the one of NASA. Taking PVGIS as an example may show how
the losses vary. The forecasted losses for PVsyst are shown in Table 23:

Table 23: Comparison of forecasted losses using PVGIS met-data

Forecasted losses [%] - PVGIS

Run 1 2 3 4 5
Transposition 18.8 | 18.8 | 18.8 | 18.8 | 18.8
Near shading 00 | -28 | -2.8 | -3.3 | -3.3

IAM -33 | -31 | 30| -3.0 | -3.0

Soiling 0.0 0.0 0.0 | -139| -3.0
Optical loss -33 | -59 | -5.8 [-20.2| 9.3
Irradiance -9.1 | -9.2 | 92 | -9.8 | -9.6
Module quality/LID | -2.0 | -2.0 | -2.0 | -2.0 | -2.0
Module layout 0 0 -0.2 0 0
Temperature -0.7 | -06 | -06 | -1.4 | -0.5
Ohmic -0.8 | -0.8 | -0.8 | -0.8 | -0.8
Inverter -51 | 52| 42 | -56 | -5.2
Total system loss | -17.7 | -17.8 | -17.0 | -19.6 | -18.1
PR 79.6 | 77.4 | 78.2 | 64.2 | 74.3
APR -0.7 | -0.7 | -05 | -14 | -0.8

One of the apparent trends in this table is how the TP is lower.

Consequently, it appears the diffuse modeling made in PVsyst has a significant
impact on the amount of available radiation, and hence, forecasted yield.
Other optical loss factors remain similar as before.

Looking at irradiance losses, one may observe that these are about 1% higher for
all runs, compared to those of the NASA forecast. This trend is not one usually
seen in the other tables. Meteonorm has losses about 0.5 - 0.7% higher, but most
others have losses that are 0.3% higher.

The module quality losses were assumed constant, so these generally won’t be
commented.

In module layout, we see that there is an insignificant loss in run 3 of 0.2%.
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Out of all the forecasts, the only data series failing to show this treat is the RY
and 2013 data series. This indicates that module layout will have an effect when
simulating systems, albeit insignificant for most practical purposes.

The temperature losses are seemingly constant for all runs, with only minor
alterations between runs. Thus, the overall performance doesn’t seem to be
largely influenced by this parameter. However, it should be noted that the
temperature losses are larger than for NASA forecasts, and that Bioforsk
forecasts don’t show any temperature loss at all, except in run 4.

The temperature losses for Meteonorm are all above 1%, except in run 5.

The trend generally observed is a relatively constant temperature loss over all
the runs, regardless of met-data used. Only run 4 and five deviate significantly.
Usually, the loss is highest in run 4 and lowest in run 5, of all runs made.

This indicates a general (albeit odd) correlation between soiling and
temperature loss; heavy soiling heats the module, while light soiling cools the
module.

The Ohmic losses are generally considered insignificant; they never exceed the
1%-barrier for any forecast. This is as expected; the Ohmic losses were
calculated from the amount of cabling the system has.

Also inverter losses are generally maintained at a relatively constant level, they
usually make out about 5%, give or take a few decimal percent.

These losses generally also increase in run 4, reflecting the lower efficiency in
inverters when the load is reduced.

The only significant exception in all of the forecasts made is NASA, which
generally has a little lower level of inverter loss.

In run 3 these losses are at 3.4%, which is below 1% of that seen in forecasts
based on most other sources, in the same run. However, both Meteonorm and
PVGIS forecasts do show the same reduced losses in run 3.

Turning attention to the system loss, PVGIS shows general losses at 17 - 18%,
only offset by run 4, where it is closer to 20%.

This level of system loss is the highest among all forecasts.

Interestingly, when looking at the other forecasts, the level of losses is lowest for
NASA forecasts, and decreases in the order of the forecasts.

This is in accordance with the trend observed in PR, earlier in

If one would recall the studies saying that PVsyst tend to be conservative in
estimations, then bearing in mind that the underestimations have ranged
between approximately 5% and 9%, then only some of the forecasts made would
fall within this range. As the studies conducted earlier have no issue of winter
soiling, the only relevant comparisons can be made for the overall soiling
scenario and the three first scenarios.

Making this comparison, one may find that all sources except PVGIS and
Meteonorm yield forecasts within the stated range for run 1.

Inrun 2, 3 and 5, only the 2013, Bioforsk and NASA forecasts are within the
range. That these series are among the most accurate in forecasting yield, may
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implicate the program is yielding results as expected. If so, then the other
sources should be regarded as insufficient for forecasting purposes, which is in
accordance with what has already been discussed above.

4.1.3 Annual performance ratio.

Regarding the PR, it is interesting to note, that among all sources, the forecasts
made yield approximately the same performance ratios within the same run,
when calculating them from the losses. Only minor variations exist;
consequently, the 15t run shows PRs of 81% give or take a little.

Also, for run 4, the only sources that really stand out with lower PRs are Bioforsk
and 2013, having a value approximately 2 points-percent below that of the rest.

4.3.2 Discussion of losses

Finding PRs different when utilizing an alternative equation may seem strange at
first instance, as they really should have been the same.

The first thought that appears in this context goes to significant figures.

In the PVsyst reports, one may see that the figures for yield are rounded, often
displaying four significant figures in the loss diagram when stating energy
quantities. Also, the efficiency at STC is stated to this extent, so it has two
decimals.

If one looks at the loss tables, one may find that as restrictions are applied
consecutively in the runs, the number of loss factors increase.

Moreover, the losses are stated to two significant figures.

Thus, if every loss factor is regarded as a single efficiency factor, all of these
multiplied may yield high rounding errors, if the loss factors are rounded before
every multiplication.

Table 24 below shows a trial calculation in Excel for run 4, multiplying each of
the consecutive losses in each group of losses to yield the efficiency.

It is clear from the table that the PR calculated by the column of reduced values,
stated to 6 instead of 5 significant figures, gives an error in calculation of
0.714%. Thus, the program does seem to have a built in mechanism for
overstating losses.

Nevertheless, the PRs calculated from yield usually do show approximately the
same values as the ones displayed in the PVsyst report.

Thus, these may be assumed the correct ones. The results obtained by comparing
the values mainly serves the purpose of enlightening planners of the apparent
errors in the statement of losses, and maybe also elsewhere.

Attention should therefore be given to detail when planning, as discrepancies of
up to two percent hardly can be rendered insignificant.
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Table 24: Trial calculation with six significant figures in Excel

Is [%] n Could be | Difference

Run 4 4 4 4
Transposition 24.4 | 1.2440 | 1.24351 | 0.00049
Near shading -3.2 | 0.9680 | 0.96751 | 0.00049

IAM -2.9 | 0.9710 | 0.97051 | 0.00049

Soiling -15.8 | 0.8420 | 0.84151 | 0.00049
Optical loss -21.9 | 0.7810 | 0.79016 | -0.00916
Irradiance -8.8 | 0.9120 | 0.91151 | 0.00049

Module quality/LID | -2.0 | 0.9800 | 0.97951 0.00049
Module layout 0.0 | 1.0000 | 0.99951 0.00049

Temperature -1.1 | 0.9890 | 0.98851 0.00049
Ohmic -0.9 | 0.9910 | 0.99051 0.00049
Inverter -5.0 | 0.9500 | 0.94951 0.00049

Total system loss | -17.8 | 0.8220 | 0.82151 0.00049
PR 0.6420 | 0.6491 -0.00714

The fact that transposition factors differ significantly may be owed to the
inherent diffuse modeling in PVsyst.

The Perez model used for diffuse transposition in these simulations is set as
default in version 6 of the program. The PVsyst help file does state that this
requires well-measured data with high precision, and that previous versions of
the program featured the Hay model, due to higher accuracy. However, recent
works of 2011 apparently has given grounds to believe that the Perez model is
accurate enough, therefore changing it to default.

The reported MBE of transpositions made validated by real world data, showed
values of around 2%. According to the help file, the Perez model usually gives
yearly average forecasted values for diffuse up to 2%.

Using real diffuse data as input supposedly will also yield higher accuracy [9].

The synthetic hourly data test made during the planning of the simulation runs
was based on average 1996 - 2013 data, and it showed that the diffuse
horizontal radiation was 0.9%% higher if diffuse data was supplied when
generating the hourly data, while global radiation in collector plane was about
0.7% lower.

Indeed, this may be one reason why Bioforsk forecasts get higher transposition
factors, seeing that no diffuse data were supplied in this dataset.

More about this is and the role of diffuse radiation in datasets is discussed in the
next section of this subchapter.

Turning to near shading, it seems that the variation in the values observed
between runs 2/3 and 4/5 are modest enough to be rendered insignificant.
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The relative size of these losses also isn't disturbing, making out around three
percent on a general basis, although this might be different for other system
configurations.

However, it does seem peculiar that the values increase with the onset of soiling.
And even more so, why do they stay constant for overall soiling?

One thought goes to diffuse and reflected components of radiation; remembering
that these losses apply before reaching the module, it seems obvious that if one
applies shading, the direct beam component is effectively hindered.

However, this won’t necessarily apply to other radiation components.

If then soiling is applied, it may be that the shading loss then increases, as also
other radiation is hindered at module level.

Such an explanation makes physical sense, but a contradiction is met in that the
loss appears constant for both run 4 and 5 for all forecasts, regardless the source.

More about this will be discussed when evaluating the accuracy of the near
shading model versus the combination model, later in this subchapter.

The IAM losses are regarded as constant, as their variation is so small.

Thus, not much space will be offered to this in the discussion, although it is
interesting to note that the trend of decreasing IAM loss with consecutive runs
stands in contrast to the increasing trend in shading losses.

Considering soiling; it is interesting to see that the soiling losses are different
with the same amount of soiling applied, in run 4.

However, the reason for this might simply be that not all radiation in a year
arrives at the same time - meaning some sources of meteorological data may
have most of their radiation incident in the months where soiling doesn’t apply.
Locating the table of monthly vs. yearly radiation in Appendix F: Meteorological
data may give some answers (Table F. 2).

The table shows how much the monthly incoming irradiation makes out relative
to that of the year as a whole. It can be seen that most sources have a relatively
even distribution of incoming radiation over the year.

It comes to mind that the radiation bears striking resemblance to the normal
distribution, or the Gauss curve - when looking at Figure F. 1.

This appears logical, considering that weather data is highly random.

As such, there are only minor differences in the incoming irradiation for the
months affected by soiling, something that might exclude the distribution as a
reason for the appearing differences in soiling loss.

The reader should make a couple of observations though; the months of January
and February stand out as receiving about double of what the RY is receiving, in
all time series. Also, the months of March and April stand out as receiving more
irradiation in the RY. For the months of November and December, there are not
such apparent differences.
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Recalling the discussion in the last subchapter about monthly distribution, the
months of January and February were severely overestimated in all forecasts
except the one based on the RY. Because a higher amount of the yearly
irradiation arrives in these months, the soiling losses should be higher for the
other time-series. This seems to be the case for the 2013 series, which shows
17.3% soiling loss, compared to the 15.2% in the RY.

However, the NASA series has double the amount of irradiation in January and
triple the amount in February compared to the RY, with only a little higher
soiling loss over the year (15.8%). Thus, the correlation is not at all
straightforward to deduce.

On the other hand, the months of March and April were underestimated more by
all forecasts, except the one from the RY (and 2013). This may reduce the impact
of the soiling a little, not yielding the significant differences one would expect.
Nevertheless, in general, these correlations are to weak to conclude anything,
and thus should be regarded as speculations.

The irradiance discussions until now have by far dealt with the consequences of
the differences in irradiance levels, and it is therefore considered unimportant to
elaborate more at this point. Seeing that most forecasts have a relatively
constant irradiance loss supports this decision.

One point should be made though; note that low TPs in general induce higher
irradiance losses, a result that follows from the nature of DGR, which is discussed
in the next section. Also note how irradiance loss increases in run 4; when heavy
soiling is induced, the irradiance level reaching the modules will be lower, thus
inducing efficiency loss. The fact that the irradiance loss returns to its original
level in run 5 confirms this.

To comment on temperature losses, it should be maintained that they generally
are insignificant. This is maybe not so strange, considering that Norway is a
country with low mean temperatures, also in summer. In addition, the months in
the beginning and the end of the year may feature high irradiance levels and low
temperatures, which are the optimal conditions of any PV-system.

Such conditions may induce efficiency increase in periods (see eq. 2.15 and 2.17).

Excluding run 4, Bioforsk forecasts have almost no temperature losses,
compared to Meteonorm forecasts, which have losses of around 1%.

The difference of these two data sets in terms of temperatures is that Meteonorm
has the highest average temperature of the year, while Bioforsk has the second
lowest. The NASA forecasts have only a tad higher temperature loss in general
than Bioforsk forecasts, with a lower average temperature of the year.

This might be because of a higher amount of incident radiation over the year,
which would increase cell temperatures. Studying the other dataset average
yearly temperatures and temperature loss, there seems to be good correlation.

The observed phenomenon of higher temperature losses with heavy soiling and
lowest losses with overall soiling is not straightforward to deduce.
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One may speculate upon the factors that might influence this, though the
physical laws governing the heat transport from the modules almost surely don't
apply in a computer simulation program.

If they did, one could deduce that because the module gets covered in snow, it
would not be able to dispose of heat, with a layer of melted water insulating it
from the above snow. At the same time, if it would receive sunlight in parts
uncovered by snow, the cell temperature would be increased and lead to losses.
However, seeing that soiling losses are considered a constant loss factor in
PVsyst, applied before the light hits the module, this definitely doesn't apply in
the program.

As such, no constructive conclusions may come from discussing this topic, and it
is therefore left open.

For last, some words should be said about the inverter losses.

Since these losses are relatively constant in most forecasts produced, the focus
may be directed towards the phenomenon of lower losses in the PVGIS,
Meteonorm and NASA forecasts in run 3, which are all databases.

These reduced losses may be assumed to follow from the fact that when module
layout is applied, PVsyst calculates shading differently. Instead of applying a
linear loss according to how much of the module is covered, takes into account
the bypass diodes and electrical configuration of modules.

This means that the modules may actually become more efficient, and the
inverter will work with a higher load factor, rendering its operation more
efficient. Why this only applies to forecasts based on database sets, however,
remains a mystery.

Other general factors that are apparent is that all forecasts show higher inverter
losses in run 4, only to have them reduced in run 5. This shows that inverter
operation is inefficient due to low load, as less radiation reaches the inverter.

Also note, due to the fact that inverter had to be downsized in order to perform
simulations, the inverter losses forecasted should be higher than observed here.
The extent of these losses is difficult to evaluate without assessing simulation
data on an hourly basis, which is a tedious task. On grounds of the fact that the
actual inverter output is higher than any of the yielded forecasts, this task is
considered unnecessary to complete.

4.3.3 Loss due to irradiance level; role of diffuse in datasets

In former discussions, the diffuse radiation has been subject to constant
prejudice as a factor that may explain trends observed. In order to address this
subject, it is now time to look at the DGR.

Alow DGR is equivalent to a higher share of beam components in the incident
radiation. As was explained in chapter 2, as light is attenuated through the
atmosphere, it loses energy. Consequently, if a module receives a lot of diffuse
(attenuated) light, the chance is high that the energy available in the light
spectrum is insufficient to contribute in a significant manner to the photovoltaic
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effect. In essence, the PV-generator becomes an absorber of incident energy
without being able to utilize it to its full extent.

As such, of two modules receiving the same amount of global radiation, with
different DGR, the module receiving the light with a low DGR will generate
current more efficiently.

Figure 53 below shows the ratio of diffuse radiation to the global radiation on
both a monthly and yearly basis, for all sources evaluated in the thesis.

Note that the graph doesn't show the average values for the year. These would've
been somewhat higher, owing to the extreme values in some months of the year.

Diffuse-to-Global (D/G) Ratio: All sources
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2013 0.79 0.75 0.40 0.42 0.55 0.4 043 0.45 051 0.64 0.77 1.00 0.49

2013/2014 0.93 0.87 0.40 0.42 0.55 0.46 043 0.45 0.51 0.64 0.77 1.00 0.48

Figure 53: Graph showing the diffuse to global ratio of all sources of met-data evaluated

The graph shows how PVGIS, the source yielding the least accurate forecasts, is
the source with the highest yearly DGR. NASA comes on a clear second place,
followed by the average 1996 - 2013, Bioforsk, Meteonorm, 2013 and last but not
least - the RY.

From the chart, one may observe that especially in the winter months January,
February, November and December - the DGR of the Bioforsk forecast is
significantly lower than in the 2013 case.

For reference, the same also applies in the months January and February when
comparing to just about any other source.

For the RY, it seems apparent that in the months of January, February, and
December, the DGR is higher than for any other source. This also applies to May.
In November, it is about the same as the average 1996 - 2013, but higher than for
the other sources. October month is similar for about all sources, and here, the
DGR of the RY is the lowest.
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4.3.4 Discussion of the role of diffuse radiation in datasets

As was said in the last discussion, Bioforsk is the only dataset, which had no
diffuse irradiance data. At the same time, its forecasts yield a higher
transposition surplus (TP) than any other source. This, of course may seem like
more than a coincidence, and as was mentioned before - the generation of the
synthetic data is subject to errors of up to two percent.

From the theory, we know that the transposition factor is dependent on tilt,
among other things. When a module is tilted, its diffuse component decreases,
and the direct beam components increase. So a high TP is consistent with a low
DGR.

If one looks at the TP in the loss diagrams, PVGIS had the lowest values, which
corresponds well to the overall high DGRs, both on monthly and annual basis.
The second lowest TP is obtained with Meteonorm data; however, this source
doesn't show a high DGR. Therefore, one cannot with high certainty say that the
DGR is responsible for a high TP in itself.

This might appear logical to most, though not self-evident to all.

One must remember that PVsyst generates the diffuse data on basis of the global
irradiance data supplied by the user, and that these diffuse data are lower when
no diffuse data are available to correct on an annual basis.

This means that the high values of irradiance in the Bioforsk dataset may be the
basis of the high TP, and that the low DGR generated by PVsyst in combination
with these values may give the highest TP.

If one look to the 2013 data series, the TP is second highest, and the global
irradiance is at the same level as Bioforsk on an annual basis. At the same time,
the DGR is the second lowest, thus apparently showing correlation.

NASA has the third highest TP, but the second highest DGR on an annual basis.
At the same time, the time series has the highest global irradiance, which may
give a high TP despite the high DGR.

Although the average 1996 - 2013 series has a higher annual DGR than the RY,
the TP for the two series is about the same - despite that the RY has a higher
amount of annual global irradiance. The months of January and February have
significantly higher DGR in the RY than in the average, which should be the
reason for this.

Following this line of though, the Meteonorm source has a low annual DGR, but
also the next lowest annual global irradiance, resulting in the low TP.

Lastly, the PVGIS source has the highest DGR and the lowest annual global
resource, which means that it should also have the lowest TP.

In essence, the observed TPs seem to be in accordance with the theory.

Now, in order to say something about the observed RMSEs in January and
February, one may use the TP as a tool, knowing how it correlates to the DGR.
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The RMSE of Bioforsk is the highest in January and February, and it also has the
highest TP and lowest DGR.

The RMSE of the NASA series is second highest in January, and highest in
February - but its TP is third highest. This may be assumed to be due to the fact
that the irradiance is higher in this series than in the 2013 series for both
months. Relative to the Bioforsk series, the higher RMSE in February may be
owed to the fact that the difference in DGR between the to series goes down a
little compared to what it was in January, making the higher irradiance in the
NASA dataset for this month overestimate the production a tad more.

The 2013 series in turn, comes on a third place in terms of RMSE in January, but
a fourth place in February - with a second highest TP. As revealed above, this is
then most likely due to the fact that is has a higher DGR in these months than
NASA and Bioforsk series, though coming third after NASA and Bioforsk series in
terms of irradiance.

The average 1996 - 2013 series comes 4th highest with RMSE in the month of
January, it has the 4th highest TP and its irradiance in the mentioned month is
about 2/3 lower than in the 2013 series.

The DGR is higher in January than for the 2013 series, and the difference in
irradiance larger relative to that in February. The higher DGR of the 2013 series
in February makes the RMSE of the forecasts based on this series less marked in
this month and lower than for the average series.

The Meteonorm series has the 5th highest RMSE in January and February, and its
TP is the 6th highest. The irradiance in the months is also the least most
overestimated compared to the RY, which makes the correlation a little obscure.
However, the DGR is lower in these months than for the PVGIS series, so its safe
to assume that this is the reason why the PVGIS series comes in a 6th place in
terms of RMSE, despite having a higher irradiance. Also, the TP of PVGIS is at 7th
and last place.

Considering the RY in January and February, it may be seen that the RMSE is the
lowest observed, though the TP is at the same level as the average 1996 - 2013
series. However, the DGR is the highest of all, and correspondingly the irradiance
is actually the lowest of all series for these two months.

Thus, despite high TP, the effect of low irradiance and high DGR combined makes
this series overestimate less than it should in January and February.

This indicates that the correction of the diffuse in the RY was indeed a little
faulty, a theory supported by the RMSE of the average series.

This in turn also means that the average 1996-2013 series may be a little faulty
as well (as RY is a part of it), due to the same correction, though minor as the
global has been adjusted upwards in 8 of the years.

Evaluating the above-mentioned relations, one might assume it is safe to

conclude that the DGR is indeed the sought after culprit to explain why the yield
in the months of January and February are estimated the way they are.
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As such, it seems evident that the high MBE in January and February, seen in the
last chapter when looking at monthly irradiance and production data, may be
correlated to the modeling of diffuse in PVsyst and the DGR in general.

As mentioned in the previous subchapter (4.2.2 Discussion of monthly
production data), the correlation between months and DGR may probably also
be transferred between other months, with the same level of reasoning as here.
Indeed, one could perform the tedious task of correlating all months, but seeing
that the months of January and February are the months leading to the highest
level of insecurity in the forecasts, these months are the most important ones to
assess.

The month of May is overestimated by all other forecasts than those based on RY
(and 2013), indicating that this month indeed was weaker than normal
irradiance wise. The opposite is true for July - the fact that the RY forecasts do
underestimate less, supports this theory.

NASA and Bioforsk forecasts, due to their general overestimation of resource in
this month compared to the other months, alone overestimate December.
However, November is underestimated in the same manner as forecasts based
on all other sources. The RY doesn't deviate at all, but would probably
overestimate, considering that the diffuse correction might have been faulty.
Still, all other sources underestimate the actual output.

Therefore; removing these months to assess the accuracy of forecasting would
yield a "false" improvement of the forecasts; an improvement induced by one
self. This is not the same as removing January and February, which lead to an
overestimation of yield, an improvement of forecasting, based on existing flaws
in the datasets. If one assesses the meteorological data, one finds that most
datasets have annual deviations in irradiance well within what would normally
be regarded as a normal annual variability. PVGIS stands out as the only source
where this doesn't apply. Because January and February months are
overestimated, removing them will therefore show their true deviance from the
actual RY to a higher degree.

This supports the results found in the last subchapter that removing these
months should increase the RMSE of the forecasts. The natural consequence of
this would be to reduce the overall distance between the lines seen in Figure 50,
chapter 4.2.1 Monthly forecast vs. monthly yield. Such a graph will be shown in
the next subchapter.

4.3.5 Losses due to soiling; relative improvement of accuracy with overall soiling
As have been seen so far, the soiling losses induced generally don’t improve
forecasting accuracy. This leads to one questioning the right amount of soiling.
As was mentioned in the theory section, the relation of soiling is not an easy one
to deduce, as soiling varies highly from year to year. Also, from the comparison
of losses, it could be seen that the soiling is highly variable without giving
general correlations between TP. This therefore generally also weakens the
expectance of DGR as the culprit of the high variable soiling.
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As such, it is of primary interest to investigate how the relative improvement of
accuracy develops when soiling is decreased, in order to reveal general patterns
of soiling, without focusing too much on values for the actual deviations within
individual forecasts.

Figure 54 shows how the forecasts based on NASA SSE met-data perform
compared to the actual yield in run 4 and 5.

Monthly forecast vs. Yield - NASA SSE

a e @
< S w

350

300

fllj‘

>
R
W

B

g

®Runa

3

®RunsS

Inverter output [kWh]

¥ inv. output

8

A A o
(\o'b\ @"" @9“' & &
S & L & o eﬁ‘z o &

o~ A S S
S
Figure 54: Revised monthly forecast vs. yield for the NASA SSE database

When looking at the above figure, it can be seen that when going from run 4 to
run 5, in January and February, the discrepancy between forecasted and actual
yield increases.

For the months of March, April and May, this trend is reversed - meaning that
implementing lower overall soiling in run 5 decreases the discrepancy.

On the other hand, for the months June to October, the discrepancy goes up from
run 4 to run 5.

November and December shows the same tendency as for the months March to
May, and the discrepancy goes up from run 4 to run 5,

In order to compare these observations, one may take a look at the tabular
representation of the relative increase in discrepancy when going from run 4 to
run 5. This way, the trends may also appear more apparent to some readers.

Table 25 shows the BE of the 4th and 5th run of the forecasts made with 2013
met-data. In addition, the discrepancy between BEs for the months is shown,
along with the calculated relative discrepancy between the runs.
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Table 25: Discrepancy from yield in run 4 and 5, along with absolute and relative discrepancy
between runs, for the average 1996 - 2013 forecast.

Forecast, average (1996 - 2013) - Discrepancy: soiling [%]
Run. No 4 5 Discrepancy | Rel. Discrepancy | Tendency
January 53.4 | 753.3 699.9 1310.6 up
February -31.5 | 227.5 259.0 622.1 upP
March -85.1 | -32.9 523 -61.4 DOWN
April -42.6 | -24.7 17.9 -42.0 DOWN
May 14.5 10.9 3.6 -24.8 DOWN
June -11.6 | -14.4 2.8 23.8 up
July -22.3 | -24.7 2.4 11.0 up
August -15.7 | -18.4 2.7 17.1 upP
September -15.7 | -18.4 2.7 17.2 upP
October -22.6 | -25.2 2.6 11.4 up
November -64.3 | -52.1 12.2 -19.0 DOWN
December -80.2 | -54.3 25.9 -32.3 DOWN
Year -28.3 | -16.5 11.8 -41.7 DOWN
Year ex. Jan. & Feb. | -28.3 | -20.4 8.0 -28.1 DOWN

From the table, one may observe in the far right column named "tendency", in
which direction the relative discrepancy goes.

The "up"” notation shows that the BE increases from run 4 to run 5 for the
months January and February, and months June to October.

The "down" notation shows that the BE decrease in the months March to May
and November and December.

For the year as a whole, the tendency is a decrease, and the same goes for the
year excluding January and February.

The trend shown above in both tabular form and in the monthly distribution of
forecasted vs. actual yield is the general trend for all the forecasts.
Though, some exceptions do exist.

The RY forecasts fails to show an upward trend in February, and the downward
trend in May. Otherwise the general tendency remains.

For 2013 forecasts, the May tendency is upwards, Otherwise the general
tendency remains.

For the Bioforsk forecast, the year excluding January and February shows an
upward trend; otherwise, the general tendency applies.

To sum the general results found in soiling patterns for the vertical alignment,
the following Table 26 shows how the observed soiling patterns are interpreted:
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Table 26: Overview over the interpreted meaning of observed soiling patterns

Soiling tendency - Aas

Month Tendency Meaning Elaborated Required soiling level Recommended value
January UP 5too low | More soiling than estimated Heavy 0.75-0.85
February UP 5too low | More soiling than estimated | Heavy to moderate 0.5-0.7

March DOWN 4 too high Less soiling than estimated Low to none 0.0-0.25

April DOWN 4 too high Less soiling than estimated Low to none 0.0-0.25
May DOWN 4 too high Less soiling than estimated Low to none 0.0-0.25
June UpP 5 too high Less soiling than estimated None 0
July UP 5 too high Less soiling than estimated None 0

August UP 5 too high Less soiling than estimated None 0

September UpP 5 too high Less soiling than estimated None 0
October UpP 5 too high Less soiling than estimated None 0
November DOWN 4 too high Less soiling than estimated None 0
December DOWN 4 too high Less soiling than estimated None 0
Year DOWN 4 too high Less soiling than estimated None 0

Recall that all months except January and February usually are underestimated.
Also, May was abnormal in the RY.

Revisiting the soiling values in run 4, it is known that the values were zero
between June and October. Thus, considering what the upward and downward
tendencies meant in terms of soiling generated the first four columns in the table
above.

From the table, up in January and February means that soiling is too low in run 5.
Down in March to April, means that soiling is too high in run 4.

Up in June to October means that 5 is too high, as no soiling is applied in these
months in run 4.

Down in November, December and for the Year as a whole, means that the
soiling is too high in run 4.

Then, comparing the tables over monthly forecasted yield (Appendix G.6:
Simulated monthly yield - All sources) for results between run 3 and run 5, one
may observe how the BEs of the months change for the months where run 5 was
an improvement over run 4 (March - April, November, December, year).

From this, one may construct the latter two columns.

For the months of January and February, the results were clear: the soiling in
January was too low in all instances, the soiling value in February usually led to
underestimation in run 4, and the opposite in run 5. Therefore, the soiling value
in January has to be high, and in February may be too moderate.

March and April generally saw no improvement from run 3 to 5, but one cannot

exclude that this may be the case in certain years. Therefore, the value may be
low to none. The same applies for May, as it is unknown how this month will be -
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if overall soiling is sufficient or if pollen and dust will come with the onset of
spring.

All other months generally saw no improvement by applying soiling at all, also
not the year as a whole. Thus, an overall soiling value of zero may be
appropriate.

4.3.6 Discussion of soiling patterns

To address the exceptions mentioned in the results; the fact that RY forecasts fail
to show an upward trend in February is because February generally is
underestimated in these forecasts, as previously shown.

The 2013 forecasts on the other hand, does show this trend.

Knowing that these two data series only differ by the two first months of the
year, therefore, it is reasonable to think that this treat is related to the February
month being abnormal in the RY.

This reasoning is grounded in how the average series and Bioforsk series
perform irradiance wise in these months, representing a "normal" for
comparison.

Indeed, comparing to any other source used, they all show the upward trend in
the months of January and February.

In the same manner, in the RY (and 2013) forecasts, the month of May is not
overestimated, in contrast to all other forecasts.

Regarding the Bioforsk forecast, it has already been shown that this series have a
significant bias in the early months of the year - and also in December.

Thus when the heavy soiling is introduced this bias is generally offset.

Owing to the fact that the Bioforsk series have the highest amount of incoming
radiation in December, compared to that of other sources, introducing an overall
lower soiling value of 3% seems inadequate to offset the bias.

The overall effect is that the December radiation leads to an overestimation of
production in run 5, and the relative discrepancy increases if the months of
January and February are excluded.

In essence, it is safe to assume that the general tendency observed should be the
one observed also in the future - unless the arrangement of the modules is
altered.

As was explained in the theory section (2.2.9 Soiling loss), a horizontal
arrangement of the modules may significantly lower the influence of soiling due
to snow in the winter months of January and February.

If this were to be done, then the forecasted yield would maybe not be so much
overestimated. The fact that all forecasts made have a significant amount of bias
in these months, with a high MBE, and that they show a reduction in their bias
for these months in run 4, supports this theory.
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Hence, the supplied interpretation of soiling patterns only applies in the case
where the modules are maintained vertical. The whole matter of overestimation
due to soiling may be changed considerably, if not avoided altogether, if modules
are arranged horizontally both in reality and in the simulation program.

Note that the supplied table is only a suggestion of appropriate values for the site
at Aas. The generality cannot be proven, although considering that the condition
for weather data to be accepted as representable for a location is that they are
measured within a climatic distance of 20 km, one may assume that the soiling
pattern would apply to locations within the accepted climatic distance of Aas.

It maybe also goes without saying, but the different sources may still yield bias
errors with the suggested values. All factors that may improve the simulations
aside, there is a difference in the meteorological data, so one has to assume there
will always be variations in the accuracy of a forecast, due to the random nature
of weather.

4.3.7 Accuracy of detailed shading vs. shading/horizon combination

One of the essential methodological results was related to the investigation of
the accuracy of the detailed shading scenario that was used to construct the near
shading scene utilized in all simulation runs 2 - 5.

In order to assess this, it may first be of interest to see how the forecast does
compared to the detailed shading scenario, when graphing the annual forecasted
yield versus the actual yield.

As the combined scenario consists of six runs, and not five, this comparison in
itself is not trivial. Thus, in order to assess this, the near shading and far shading
runs may be combined in a presentation, to show how the result differs overall.

Figure 55 below shows how the forecasted inverter outputs of the two different
models perform towards the actual inverter output.

The pink graph is the new addition. Note that the other graphs aren't displayed.
This is because the combined scenario lies very close to the detailed scenario,
thus the other graphs are perceived as being in the way of seeing the trends.

The tabular values of the six runs, and those of the detailed shading scenario
referred to here, including all bias errors, losses and the relative increase in
accuracy with overall soiling is found in Appendix G.6: Simulated monthly yield -
All sources. For reference, the soiling pattern found was consistent with the one
found in the previous section.
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Forecasted vs. Actual inverter output - detailed near shading vs. Far/near shading combo
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Figure 55: Forecasted vs. actual annual inverter output for the 1996 - 2013 average with combined
shading model

Looking at the graph above, it becomes clear that the forecast generated
combined model is not very different from the one made with the detailed
model. In general, the graph of the combined forecasts lies a little below for all
runs, except for run 4. This indicates that it in general is more inaccurate than
the detailed near shading model, having higher BEs.

To assess the real difference in using the combined model, it may be useful to
look at the monthly distribution of the BEs over the course of the six runs, as the
sixth run isn't displayed here. Table 27 shows a comparison of these BEs:

Table 27: BE table for the far/near-shading combo using the average 1996 - 2013 data.

Average 1996 - 2013 far/near shading combo - Discrepancy from yield [%]

Run. No 1 2 3 4 5 6 MBE | RMSE
January 887.5 | 644.6 | 631.9 | 638.3 | 56.6 | 609.5 | 578.1 | 630.4
February 251.1 | 237.9 | 232.0 | 234.3 | -20.6 | 221.6 | 192.7 | 215.2
March -28.8 | -30.6 | -32.0 | -31.1 | -84.1 | -33.7 | -40.0 | 44.6

April -20.2 | -22.1 | -23.3 | -22.1 | -38.9 | -25.0 | -25.3 | 26.0

May 174 | 145 | 127 | 145 | 176 | 103 | 145 | 14.7

June -93 | -116 | -13.1 | -11.6 | -83 | -14.9 | -11.5 | 11.7

July -20.3 | -22.3 | -23.5 | -22.2 | -21.0 | -25.1 | -22.4 | 225

August -13.5 | -15.7 | -17.0 | -15.6 | -11.6 | -18.8 | -15.4 | 15.5
September -13.3 | -15.5 | -16.8 | -15.5 | -11.0 | -18.6 | -15.1 | 15.3
October -20.1 | -22.6 | -24.1 | -23.4 | -13.7 | -26.4 | -21.7 | 22.1
November -47.0 | -53.7 | -54.5 | -53.8 | -59.9 | -55.6 | -54.1 | 54.2
December -43.4 | -659 | -66.6 | -65.9 | -80.6 | -67.6 | -65.0 | 65.9
Year -11.1 | -14.2 | -15.6 | -144 | -249 | -17.6 | -16.3 | 16.9

Year ex. Jan. & Feb. -154 | -18.0 | -19.4 | -18.1 | -25.1 | -21.2 | -19.5 | 19.8
Monthly avg. 78.4 | 53.1 | 50.5 | 52.1 | -23.0| 46.3 | 429 | 37.0
Monthly avg. Ex. Jan. & Feb. | -19.8 | -24.5 | -25.8 | -24.7 | -31.1 | -27.5 | -25.6 | -26.6

126




Notice that when looking at the table, Run 1 is the same as for both shading
models, and run 2 is far shading, 3 is near shading, 4 is module layout, run 5 is
now the heavy soiling scenario, whereas the 6th run is the overall soiling
scenario.

From the table, one may observe that the BE of the combined shading model
forecasts is lower for the month January than is the case for the detailed near
shading model. In the heavy soiling scenario, the difference is minor in January,
although a little higher for February - that is, the RMSE has decreased.

The detailed model generally yields a lower MBE for February, but the RMSEs
are about the same. For the rest if the year, the RMSEs are very similar.

Note from the table that the MBE and RMSE are also very similar for the year,
both with and without January included. The RMSEs are actually a tad lower for
the combined scenario at this point. The monthly average BE is generally a little
lower in the combines scenario, that is, less positive.

However, in run 5, the values are a little higher, that is, less negative.

Excluding January and February yields a lower average BE in general in the
combined shading model, that is, more negative - though also in this case the
heavy soiling scenario stands out as showing less negative in average monthly
BE in the combined shading model.

The main differences lie in a generally lower BE for most runs and months in the
combined model, with the heavy soiling scenario standing out with less bias, a
less negative value in run 2 and 5.

This is consistent with that shown in Figure 55.

In terms of losses, the real main difference between the two shading models is
that the combined model has a higher combined shading loss (4.2%), with a
relatively constant near shading loss with 0.5% and a far shading loss of 3.7%.
Interestingly, the far shading loss "jumps" slightly to 3.9% in the heavy soiling
scenario, a phenomenon that disappears in the overall soiling scenario.

In comparison, the detailed model has a near shading loss of 2.6% before heavy
soiling, and 3.1% after heavy soiling is applied. In the overall soiling scenario,
however, this phenomenon is not reversed.

4.3.8 Discussion of shading model accuracy

From the shown results, one can hardly conclude that the tedious task of finding
architectural plans, measuring them accurately, and constructing a life-like 3D
model for use in PVsyst simulations, is necessary.

The MBE of the months of January and February does reduce, due to the fact that
the simplified horizon consistently induces a higher shading loss in PVsyst.

However, the accuracy only improves to a small degree.

The combined model generally has about 1% lower BE for most runs, on an
annual basis. If one consider run 2 and 3 in the combined model as one, the
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annual BE is -15.6%. This is about 2%-points lower than that the equivalent run
2 for the detailed model. The relative difference, therefore, is insignificant.

The fact that the results are so similar over all the runs means that the change in
accuracy has no practical meaning, comparing the deviations between the
forecasts in terms of accuracy. Only if one would apply the heavy soiling
scenario, a real difference may be seen, the BE is the almost 4%-points lower in
the combined model than in the detailed model.

But, this can hardly make a difference when the yield already is underestimated
by some 28% in the detailed scenario.

If one would consider using the combined model when forecasting with one of
the most accurate sources in terms of weather data, lets say NASA, then the
difference would be insignificant in the heavy soiling scenario.

In the NASA forecast for run 4, the BE is about -20%, which with 4% added
would still yield a BE of -16%.

Subtracting 2%-points from the NASA annual BE in run 2, would render the
forecast just accurate enough to make it fall within the IRT.

Consequently, any forecast with soiling values added would render the
inaccuracy unacceptable. Therefore, in this case, the difference between the two
models does have a practical meaning, as an engineer planning a plant using
NASA data, likely could try to apply overall soiling values as a means to
assimilate real-world conditions.

However, as has been seen in other reports made before, engineers do try hard
to imitate the real world when simulating PV-system performance, applying
heavy soiling values [48] [49]. This means, that most of these are not only
underestimating the resource to a high degree and giving very inaccurate
forecasts, but also that the application of a simplified model would be almost just
as good in terms of forecasting as any detailed 3D model.

Thus, the amount of work invested into constructing 3D scenes, when applying
real world conditions, can hardly be justified.

4.3.9 Section summary
In this section, we have studied the forecasted losses and found that PVsyst
imprecisely states them, though the program still states PRs precisely.

Irradiance losses seem to be higher for datasets with low TP, this seems related
to a high DGR and the general level of irradiance in the dataset, in accordance
with theory.

The diffuse modeling in PVsyst, together with generally high irradiance data and
missing diffuse data, seems to be the reason why Bioforsk forecasts yield a

significant overestimation in January and February months.

The diffuse correction in the RY data seems to be faulty, this seems to yield a
poor overall accuracy of the forecasts made, especially for the end of the year.
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A soiling pattern has been found for the location at Aas, the validity is assumed to
apply within the accepted climatic distance for met-data (20 km).

The pattern shows that a heavy soiling value is necessary for January, a Heavy to
moderate value for February, and low to none soiling in March to April.

For the rest of the year, the forecasts are most accurate when omitting soiling
totally. An overall soiling value of zero is assumed appropriate to yield more
accurate forecasts. The issue of soiling may be reduced, or avoided altogether, by
a horizontal arrangement of the module.

A detailed soiling scenario is deemed unnecessary, as the differences in forecast
accuracy is only improved little by a detailed shading model. The general
accuracy of forecasting should be increased to justify the necessary work that
has to be done to construct 3D-models.

4.4 Revised annual forecast vs. annual yield

In this subchapter, the subject of the faulty irradiance in January and February is
addressed by excluding the months of January and February from the actual and
forecasted yield, to reveal how the accuracy of the forecasts change.

Also, the forecasted yield is adjusted for positive mismatch in the system at Aas,
in order to reveal if the forecasts may be rendered sufficiently accurate to satisfy
the investor risk tolerance (IRT).

4.4.1 Revised forecast vs. yield and PR — excluding January and February
The tables referenced in this chapter may be located in Appendix G.3: Simulated
annual irradiance, yield and PR - Excluding January and February.

So far, January and February have been blamed repeatedly for giving
inaccurately high accuracy for the best performing forecasts, based on NASA and
Bioforsk data. Also, the Bioforsk data should probably yield a less accurate
forecast in these months due to the fact that the diffuse irradiance may be
assumed to be too low as a consequence of diffuse modeling in PVsyst.

Furthermore, the RY, 2013 and average 1996 - 2013 series may all have been
affected by a faulty correction factor, yielding too high DGRs in these two
months.

Therefore, the months of January and February have been removed, both from

actual inverter production data and the forecasts, to yield the following revised
forecast vs. yield graph, shown in Figure 56:
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Forecast vs. Yield [kWh] - All runs, all sources; Excluding Jan. & Feb.
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Figure 56: Forecasted vs. actual inverter output when January and February are excluded

The graph shows that the discrepancy indeed does increase between the
forecasted yield and the actual yield. The actual annual BE of the different
forecasts can be found in Table G. 12.

From the table, one may observe that the BE of the RY has been lowered only
insignificantly in all runs, compared to in the original comparison. On the other
hand, NASA now has a significant BE in run 1 of -6.3%.

In consecutive runs the BE naturally is higher, being about -20% in run 4 and
about -12% in run 5.

The Bioforsk series has had about the same increase in BE, showing -8.7% in the
first run, -24.1% in run 4 and -14.4% in run 5.

The BEs of forecasts based on the average 1996 - 2013 series shows lower
decrease in accuracy than the well performing forecasts, though higher than the
RY and 2013 based forecasts. Other sources show the same trend of lower
accuracy, though the inaccuracy in forecasting is generally to high to consider
relevant to mention.

Shedding a look on the PR is also of interest, in order to see how the exclusion of

the two poor months affects the forecasted system performance. Figure 57
illustrates how the performance ratios distribute.
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Performance ratio (PR) - All runs, all sources; ex. Jan. & Feb.
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Figure 57: Revised forecasted PR when excluding January and February

From the figure, one may se how the distribution now is almost as in the original
comparison, only that the RY and 2013 forecasts now yield the highest PRs in the
two first runs, followed by NASA and Bioforsk forecasts. The third run reflects a
higher increase in PR for the databases than for other series. In the fourth run,
the PRs are showing a decline in the RY and 2013 forecasts, whereas the
database forecasts advance. The relative difference in PRs between average 1996
- 2013, and Bioforsk forecasts, decreases compared to the original comparison,
whereas Meteonorm gets a higher PR. In run 5, the order of the PRs is back to the
same as in run 1.

4.4.2 Discussion of revised forecast vs. yield and PR - ex. January and February
The results in the last subchapter predicted how a new comparison of forecast
vs. yield would look as one where the lines were closer together.

The reasoning was a smaller overall difference between the data series, because
months that introduced significant error in the datasets would have been
removed. Indeed, this trend has been shown in Figure 56.

If one would recall the studies saying that PVsyst tend to be conservative in
estimations, then bearing in mind that the underestimations have ranged
between approximately 5% and 9%, then only few of the forecasts made would
fall within this range [34] [38]. As the studies conducted earlier have no issue of
winter soiling, the only relevant comparisons can be made for the overall
scenario and the three first scenarios. Bioforsk forecasts are within the range for
the ideal run, but NASA forecasts for the three first runs. All other sources fall
outside the stated range.

The forecasts based on NASA and Bioforsk data showed only minor difference in
the BE for run 4 after the exclusion of January and February, proving that the
soiling factor corrected for the advantage of higher irradiance in the datasets and
overestimation.

The RY and 2013 forecasts are identical in the figure, as would be expected, now
that the only months separating them have been removed.
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Also, one may recognize that the "dips"” and "rise" of Bioforsk, 2013 and average
1996 - 2013 series are not anymore as noticeable.

This may be attributed to the fact that the high overestimation in the months
removed, earlier would give a significant contribution to accuracy, which would
be removed by the fourth run that applied heavy soiling.

If the contributing months are taken away, the remaining contribution over the
year is only the one from May and December, as mentioned in the last
subchapter. This contribution shows that for example the Bioforsk and average
1996 - 2013 series still have "dips" and "rises"”, though to a much smaller extent.

The fact that the BE of the RY, 2013 and average series didn't show the same
"jumps" in inaccuracy as NASA and Bioforsk when January and February were
excluded, confirms that these months were less important to the accuracy of the
forecasts.

The observed PRs in Figure 57 show how the exclusion of the poor performing
months in the actual inverter production data yielded a higher PR.

Maybe not so strange, considering that soiling may have reduced the
performance, and that considering the other months of the year generally are
considered better performing.

The fact that RY and 2013 forecast have an increased PR from the exclusion of
January and February, similar to that of the actual inverter, shows that these
months indeed were abnormal in the sense of production and probably also
irradiance. That the PRs of NASA and Bioforsk forecasts decline, shows that the
forecasts did have a significant advantage in yielding a high share of production
in months that were originally poor. Their decline after removing the months is
thus expected.

The increase in PR of the system in database forecasts in run 3 was also seen in
the original comparison, although this time it is known that the databases have
higher inverter efficiency in this run, one that obviously persists when January
and February months are excluded. The same trend explains the reason why the
accuracy in forecasting goes up in this run. The reason why it only applies to
databases though, is still a mystery.

In the 4th run, the RY forecasts now have lost their advantage of lower
overestimation in the 4th run, and thus the PR is lower relative to the PR of the
other forecasts than for the original comparison. That the Bioforsk forecast gets
arelatively higher PR the months of January and February are excluded can be
grounded in the same argument as for the RY. The Bioforsk and NASA PRs
became lower in the first runs due to their lost advantage in the two months,
which is the same that happens for RY in the fourth run where it had the
advantage in the original comparison. Consequently, the Bioforsk and NASA
series now yield the advantage in the fourth run, the opposite trend of the
original one.
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In the fifth run, the trend order of PRs is back to the original in run 1, showing
that the advantages the RY forecasts now have gained from excluding January
and February have been reassumed.

The overall result when excluding the months of January and February is that the
forecasts become more homogeneous and inaccurate in general.

The exclusion shows that the PRs of the best performing forecasts are somewhat
overestimated due to the inherent overestimation of resource in the datasets
they are based on.

In one sense, it may be comforting that the data series seem more homogeneous,
when sources of error are removed, as it shows that there is some sort of
consistency among the data.

In another sense, the fact that reliability of forecasts is based on overestimation
of certain months may be highly worrying to most engineers, especially those
taking pride in working with high precision.

As mentioned before, it would be difficult to accurately simulate for parts of the
year if the simulations rely on an overestimation like this.

Even assuming ideal conditions may yield significant errors, which cannot be
tolerated by any engineer or investor.

Assuming ideal conditions is often a part of engineering, but if they are necessary
to obtain results, even erroneous ones, without placing any requirements to the
expertise of the engineer, then one cannot claim a simulation tool to be of use.
The forecasting would then be better left to manual labor by the engineer.

Also the economic consequences of the inaccuracies may be worrying.

If one wants to plan systems for parts of the year, a high bias error has to be
assumed, as no source yields satisfactory results in terms of IRT.

The NASA source may at best yield results just within the stated IRT and it is the
only source to do so. For a heavy soiling scenario, most forecasts have about the
same inaccuracy in forecasting as before the exclusion, which is still regarded too
high for any practical purpose.

Moreover, the levelized cost of energy (LCOE) will be significantly offset by
factors like this, as high underestimations of yield will give higher prices of
electricity. This may render solar power as an alternative power source
considered insufficient for most purposes, by many.

4.4.3 Revised forecast vs. yield — adjusted for positive mismatch

So far, no attention has been given to the fact that the forecasts made in PVsyst
are based on a system configuration where all modules are assumed to be of the
same type. This assumption was necessary to assure that the forecasts didn't
overestimate yield. Seeing that the forecasts don't overestimate the yield, one
may ponder upon what the real yield could have been.

In chapter three, it was found that the mismatch was about 4 percent, that is,
simulated MPP capacity is about 4% lower than what it should be.
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[f this is applied to the forecasts, the revised forecast vs. yield looks like in the

graph shown in Figure 58:

Forecast vs. Yield [kWh] - all runs, all sources; adjusted for positive mismatch
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Figure 58: Forecasted vs. actual yield for all sources when yield is adjusted for mismatch

From the graph, one may observe that the forecasts now are higher, which is as
expected. The observed trend is that all forecasts are closer to actual yield, and

that the accuracy is higher.

[s seems apparent that the RY and 2013 forecasts now yield satisfactory
accuracy in the three first runs, together with the NASA and Bioforsk forecasts.

In the fourth run, the forecasts all seem to be to inaccurate still, and in the fifth
run, the NASA, Bioforsk and 2013 forecasts still seem to yield relatively

accurately results.

To be able to compare the differences better and get a better sense of the actual
the numerical value of the discrepancy from yield is listed below in Table 28.

Table 28: Discrepancy from yield for all forecasts when they are adjusted for positive mismatch

Discrepancy from yield [%] - All runs, all sources; adjusted for positive mismatch

2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual 2013 | MBE | RMSE
1 -3.3 0.8 -7.4 1.7 4.0 -9.1 -16.3 0.0 -4.2 7.9
2 -5.6 -1.6 -9.6 -0.8 14 -11.5 -18.6 0.0 -6.6 9.3
3 -5.7 -1.8 -9.8 -1.0 2.5 -11.2 -18.0 0.0 -6.4 9.2
4 -21.8 -21.3 -25.3 -20.4 -16.8 -25.2 -31.6 0.0 -23.2 | 23.6
5 -8.9 -5.2 -13.0 -4.8 -2.5 -14.8 -21.6 0.0 -10.1 | 119

From the table above, one may observe how the NASA forecasts are

overestimated by between 4% in the first runs and 2.5% in the third run.

The Bioforsk forecasts are only overestimated in the first run.
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In the fifth run, it is apparent that the NASA, Bioforsk and 2013 data series all
yield satisfactory accuracy in forecasting, within the assumed investor risk
tolerance (IRT) of 6 - 7%. However, in run 4, all sources still fail to yield accurate
forecasts, with the best forecast (NASA) around 17% under the yield.

If one disregards which source being used, the MBE shows -4.2% for the first
run, this is about half of what it was in the original comparison, being about 4%-
points lower. The 2nd and 3rd run lie at just below -10% in the original
comparison, which differs from the values now observed by about 4%.

The same is observed for the fifth run, though some deviance is seen in the
fourth, where the original value was at about -23%. Disregarding this one
standout value, the positive adjustment is well reflected in the MBE.

The PRs of the different sources are excluded as they only show the same order
as in the original plot, though somewhat increased.

The general tendency is that the PRs get closer to the original value of the actual
system, which should be expected.

4.4.3. Discussion of revised forecasts adjusted for positive mismatch

It should be obvious to most that adjusting yield for positive mismatch is not as
trivial as it is shown here. Indeed, this is the reason why the value of 4% was
used, instead of the calculated mismatch value, which was a little higher.

In light of this, the accuracy of the revised forecasts should not be taken to be
precise, but rather approximate.

However, it should be noted that the curves that are seen in Figure 58 are the
ones one would normally expect a simulation program to yield, at least from a
physical point of view. When the ideal scenario is used, an overestimation of
yield is what most engineers probably would anticipate. As such, this graph, at
least in the opinion of the author, seems more credible as the correct
representation of the actual system at Aas.

Nevertheless, the result is approximate the same as it was in the original
comparison. If one assumes the fifth scenario to be the most realistic one, only
two data sources will yield satisfactory results in terms of accuracy: NASA SSE
and Bioforsk.

Seeing that engineers tend to try to imitate the real world conditions, and apply
heavy soiling values, it should be noted that the accuracy is still unsatisfactory
for all practical purposes in run 4. Indeed, one may argue that the soiling values
applied in this thesis were somewhat high and extended to apply for longer than
the values chosen in other studies - though, such values are highly site specific,
and therefore cannot be compared well among different studies.

If one would recall the studies saying that PVsyst tend to be conservative in
estimations, then bearing in mind that the underestimations have ranged
between approximately 5% and 9%, then only some of the forecasts made would
fall within this range [34] [38]. As the studies conducted earlier have no issue of
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winter soiling, the only relevant comparisons can be made for the overall soiling
scenario and the three first scenarios.

Making these comparisons would show that most forecasts fall within the range
for the first three forecasts, excluding Meteonorm and PVGIS.

If one also assumes that the 1996 - 2013 series is a little faulty due to diffuse
correction, then these forecasts are also within the stated range.

However, only the NASA, Bioforsk and 2013 series forecast within this range in
the fifth run. As the 2013 series is only included for comparison, then the only
forecasts still within the range are the NASA and Bioforsk forecasts.

This supports the general findings that these sources are the most reliable.

4.4.4 Section summary

The overall result when excluding the months of January and February is that the
forecasts become more homogeneous and inaccurate in general.

This indicates that the real forecasting accuracy is unsatisfactory in general,

The exclusion shows an insignificant difference in BE for run 4 in forecasts based
on NASA and Bioforsk data, while forecasts based on data from other sources
generally are affected more. This supports that the overestimation of irradiance
in these datasets is the reason for the high accuracy of forecasts based on these
sources.

The accuracy of the best performing forecast (NASA) is at -6.3% for the ideal
scenario, which is just within the assumed IRT. The NASA forecasts are also the
only ones within the range of underestimation found by previous studies, in the
three first runs.

Forecasts that are adjusted for positive mismatch show that the Bioforsk and
NASA forecasts are the ones generally considered within the IRT and also the
stated range of underestimation previously found in other studies.

However, in the heavy soiling scenario, no forecast is satisfactory in terms of
accuracy, the most accurate forecast (NASA) underestimating by 17%.
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4.5 Economical evaluation

This is the final subchapter of the results, and it will briefly give an overview
over the economic consequences induced when underestimating yield.

The levelized cost of energy (LCOE) will be calculated and stated for the original
forecasts and for the forecasts adjusted for positive mismatch, to yield a
comparison of the differences.

4.5.1 LCOE for all sources according to forecast

The high inaccuracy in forecasting could lead to a significant increase in
estimated electricity price for a system.

The actual yield of the system would give an LCOE of 2.07 NOK/kWh, if it were
counted as the initial yield of the system.

Underneath, Figure 59 shows how the LCOE is distributed for the different
original forecasts for the PV-system at Aas.

LCOE - All runs, all sources; original
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Figure 59: LCOE for the PV-system at Aas with original forecasts

From the above figure, it may be observed that PVGIS consistently has the
highest LCOE, which in run 1 is 2.57 (NOK/kWh and in run 4 is 3.15 NOK/kWh.
For NASA forecasts, the LCOE is 2.07 and 2.59 NOK/kWh in the same runs,
respectively. For Bioforsk forecasts, the LCOE is 0.07 NOK/kWh higher than for
the NASA forecasts in run 1, and 0.11 NOK/kWh higher in run 4.

The RY and 2013 forecasts give LCOEs of 2.23 NOK/kWh and 2.14 NOK/kWh, for
run 1, and 2.75 NOK/kWh and 2.73 NOK/kWHh, in run2, respectively.

For reference, the MBE in the forecasted LCOE is 9.1% for run 1 and about 36%
in run 4.

The LCOE will be a little lower when the forecasts are adjusted for positive
mismatch, this can be shown below in Figure 60:
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Figure 60: LCOE prices for the PV-system at Aas when forecasts are adjusted for positive mismatch

Note that in the above figure, the vertical axis of the plot has been changed from
the previous graph to better display the differences between the LCOE of the
different forecasts. The new maximum value is 3.10 NOK/kWh.

As can be seen from the figure, the forecasted LCOEs are now a little lower.

The PVGIS forecasts yield a little lower price in the 1st run, with a LCOE of 2.47
NOK/kWh, 0.10 NOK/kWh below the original LCOE. For run 4, this difference is
0.13 NOK/kWh.

For NASA, the new LCOE is 1.99 (-0.08) NOK/kWh and 2.48 (-0.11) NOK/kWHh, in
the 1st and 4th run, respectively. The parenthesized values are the changes from
the original forecasted LCOE.

For Bioforsk forecasts, the new LCOE is 2.03 (-0.08) NOK/kWh and 2.60 (-0.10)
NOK/kWh in the 1st and 4th run, respectively.

For the RY and 2013 series, the forecasted LCOEs are 2.14 (-0.09) NOK/kWh and
2.05 (-0.09) NOK/kWHh, for run 1, and 2.64 NOK (-0.11) NOK/kWh and 2.62 (-
0.11) NOK/kWh, in run 4, respectively.

For reference, the new MBE is 4.8% and about 30% in run 1 and 4, respectively.

4.5.2 Discussion of LCOE
That the observed order of calculated LCOE is the same as that for the forecasts
in terms of accuracy should not be a big surprise as they are directly related.

However, that the LCOEs don't maintain the same relative difference to each
other may not be as obvious. One must remember that some forecasts showed a
different response to restrictions in module layout and soiling, among others.
This is rooted in the inherent differences between the meteorological data used
as input, and therefore the "dip" and "rise" behavior is reflected in the graphs
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between run 3 and 5. The improved database accuracy may be observed by
looking closely at run 2 and 3.

In calculating the LCOE, an almost risk free interest of 5% was assumed.

This value may be different in some instances, which is a factor that would have
to be counted in for anyone looking to purchase a PV-system, though it's
variation is not necessarily very high.

As loans for renewable energy systems (RES) become increasingly usual, one
might expect them to receive fair interest rates downwards of the 5% assumed.

The SDR applied is 0.5%, which in general is at the same level as that assumed by
other engineers in studies conducted earlier.

However, the issue of SDR is one of higher insecurity, than for the interest rate,
which is relatively foreseeable. The SDR, in the first instance, is assumed in
addition to the already assumed degradation losses of a module.

This may seem like a double "punishment” when accounting for losses.

It hardly seems justifiable to be so conservative in calculation of prices, as the
yield forecasted already is underestimated in most instances.

This is a subject that will be addressed as more PV-systems soon reach the end of
their presumed lifespans, when the remaining efficiency of the system may be
revealed.

To comment on the results that have been found in numerical form; The LCOE of
the actual system is 2.07, this value is only achieved by NASA forecasts in run 1
of the original forecasts. Adjusting for positive mismatch makes this value fall
below the actual LCOE, though in run 5, it is very close to the actual LCOE.

If the adjusted yield is regarded more reliable, then NASA will generally yield
good accuracy on this level in terms of LCOE. This is as expected from the
previous results.

The LCOE of Bioforsk prices generally lie close enough to the actual price also in
the ideal scenario, and in run 5 is at 2.17, which also could be accepted by many.
However, the prices yielded by PVGIS, and also Meteonorm for that sake, are too
high to be taken as accurate enough.

As have been seen, most forecasts yield an unsatisfactory accuracy in run 4,
leading to prices well above the actual LCOE.

This means that for most practical purposes, when trying to simulate the real
world by assuming heavy soiling, the LCOE will also be wildly overestimated.
This is in accordance with previously found result.

For last, it may be suitable to comment on grid parity. Studies have estimated
that the Norwegian residential market for PV power should reach grid parity
within 2019 [31]. Currently, the spot price at the NASHDAQ Nordic for 2018 is
0.238 NOK/kWHh, rendering it highly unlikely that any grid parity event will be
reached in Norway by this time with the LCOE calculated or forecasted in this
thesis.
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4.5.3 Section summary

This subchapter has shown that the actual LCOE of the system is at 2.07
NOK/kWHh, considering the actual yield in the reference year (RY) as the initial
yield of the system in the LCOE calculation. This LCOE is forecasted when using
NASA SSE data, in the ideal scenario.

The most accurate adjusted forecasts are made by using NASA data - they show a
lower than actual LCOE for the three first runs, with a slight overestimation in
the fifth run.

The Bioforsk forecasts lead to acceptable forecasted LCOEs in the three first runs
as well, though maybe too inaccurate in the fifth run.

No sources yield a satisfactory prediction of LCOE in the heavy soiling scenario
when the forecasts are adjusted.

The SDR rate chosen as basis for the comparison is highly questionable,
particularly due to the degradation losses already taken into account in the
simulations. Actual SDRs for newer systems may be found when these end their
assumed lifespans in near future, potentially reducing the LCOE.

The by one study assumed grid parity event for residential households in
Norway in 2019 is unlikely to occur, considering the estimated spot price on the
NASDAQ Nordic market for 2018 is 0.238 NOK/kWh, which is 1.863 NOK/kWh
lower than the current lowest LCOE calculated for the system in this thesis.
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5. Conclusions

The meteorological data used in the thesis had large variations.

The NASA and Bioforsk data generally had high values for irradiance and low
values of DGR over the year as a whole. The average data series hauled from
FAGKLIM generally showed to lower amounts of irradiance, which indicates that
the irradiance level may have increased some over the last decade, when
considering the high irradiance in Bioforsk data.

PVGIS and Meteonorm data generally are considered to underestimate the solar
resource on a yearly basis, though PVGIS is the only source that really shows
significantly lower irradiance levels than the RY.

The MBE of forecasting regardless of the source was found to be -8.1% in the
best-case scenario with an RMSE of 10.3%.

The MBE of forecasting regardless of source was found to be -26.3% in the
worst-case scenario with an RMSE of 26.6%.

When adjusting for positive mismatch, the MBE of the best-case scenario was
found to be -4.2% with an RMSE of 7.9%. For the worst-case scenario, the MBE
was -23.2% with an RMSE of 23.6%.

The results obtained show that on a general basis, when excluding heavy soiling,
only forecasts based on NASA SSE data and Bioforsk measured data fall within a
range of underestimation of 5 -9% - found in previously conducted modeling
accuracy studies. This also applies when forecasts are adjusted for positive
mismatching.

The forecasted yield was found to be most accurately predicted using NASA SSE
database met-data. These forecasts matched the actual inverter output in an
ideal scenario only incorporating degradation losses of 2% in total.

The bias error (BE) of the forecasts made in other scenarios simulated, all show
to fall within an assumed investor risk tolerance (IRT) of 6 - 7%, except for when
heavy soiling is applied.

The databases Meteonorm and PVGIS were deemed unsuitable in terms of
accuracy of forecasting. The lowest BE obtained with Meteonorm was -12.8%
and with PVGIS -19.7%, both in an ideal scenario.

Forecasts based on Bioforsk average data from a measured time series in the
vicinity of the PV-system site, generally yielded satisfactory accuracy within the
IRT for simulations only incorporating a near shading model and the module
layout option in PVsyst. This series yielded the most accurate forecasts from
measured data.

The most accurate forecasts based on sources like the NASA SSE and Bioforsk
showed that the high forecasting accuracy of annual yield is due to much
overestimated irradiance in the winter months of January and February.

This theory was supported by the application of heavy soiling values in these
months. When the months of January and February were excluded, the forecast
BE did not change significantly in the heavy soiling scenario, though did change
significantly in other scenarios - particularly for high irradiance sources like
NASA SSE and Bioforsk.
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This implicated that the use of NASA SSE data and Bioforsk data would yield
sufficiently reliable results within the IRT, for the above-mentioned scenarios,
only when used for forecasting annual yield.

Use of a reference year (RY) time series as meteorological input yielded
unsatisfactory results in all simulation scenarios made - the forecast BEs was
generally outside the accepted IRT. This is generally believed to be due to faulty
data, induced by corrections of the diffuse radiation in the time series after
sensor calibration, which led to incorrect diffuse values in months with low light
conditions. Using a second time series identical to the RY, where the two first
months of the year differed, supported this theory.

The result was that the forecasts based on the second time series was
comparable to those based on Bioforsk data, in terms of accuracy in forecasting.

The proofing of data quality by using an elaborated collection of sources for
meteorological data is recommended for successfully obtaining accurate
forecasting results.

Nonetheless, the results in this thesis cannot generally be owed to differences in
the meteorological data, and the simulation software does seem to
underestimate the production significantly in most cases.

Therefore, further work should be conducted to investigate methods to obtain
more accurate forecasts.

The heavy soiling model generally showed to induce unacceptable inaccuracy in
forecasting, the lowest BE was -20.2%, obtained by using NASA SSE data.

In essence, the heavy soiling scenario is a source of significant error in
forecasting accuracy and underestimates the available resource and yield.
Soiling losses are generally considered to be the most uncertain factor that
influences forecasting.

Evaluating soiling over the different months of the year, soiling values have been
suggested to reduce the overall discrepancy between forecasted and actual yield.
Heavy soiling values are suggested in January, heavy to moderate in February,
low to none for March - April and none for the rest of the year and as an overall
value for the year as a whole. These values are assumed valid for locations within
a climatic distance of 20 km from Aas.

A horizontal module arrangement is suggested in order to reduce, or avoid
altogether, the induced forecasting errors. Other means would be to clean
modules regularly; this should be expected feasible for residential and medium
sized commercial systems.

Shading losses were generally low and remained relatively constant in all
forecasts generated in this thesis. This also applied in the combined shading
model, though the losses were about 1 - 1.5% higher than for the detailed
scenario. Because the near shading loss in the combined model was almost
insignificant, the construction of a detailed 3D shading model was not considered
justifiable in terms of work load - a simplified model seems to yield accurate
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enough results for most practical purposes. Therefore, using a SUNeye horizon-
graphing device may be a good investment.

Excluding soiling scenarios from simulations, the highest losses are due to a low
irradiance level, though this is generally at the same level for most sources.
High diffuse-to-global ratio (DGR) in the datasets seem to lead to lower
transposition factors when evaluated in conjunction with the irradiance level of
the source used. Consequently, the sources with highest DGR often are the ones
with highest observed irradiance loss in forecasts.

Also, due to the diffuse modeling in PVsyst, omitting diffuse radiation data may
lead to a faulty DGR, with higher simulated beam components and transposition
surplus. For higher accuracy, therefore, these data should be supplied.

Inverter losses seem to be relatively constant for all sources, maintaining a value
of around 5%. Particularly databases seem to have increased inverter efficiency
when applying module layout, due to higher load factors.

The fact that this only applies forecasts based on met-data from databases
remains a mystery.

Temperature losses are generally considered insignificant, usually maintaining
values below 1%. An unexplainable phenomenon seems to lead to a significant
(>1%) temperature loss with heavy soiling applied and a reduced (below ideal
scenario) temperature loss with overall soiling applied.

The actual LCOE of the system is 2.07 NOK/kWh. It is considered accurately
predicted when using NASA data for forecasting, and to a lesser extent Bioforsk
data. Adjusting for positive mismatch in the system configuration under
modeling maintains this trend.

A grid parity event is not considered likely to occur in any foreseeable future
within the residential PV-market for this particular system.
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6. Further work

Regarding meteorological data; databases really should incorporate northern
latitudes in their register. The most used existing databases today, and the ones
used in this thesis, are usually highly unreliable and only possess data up to
about 50 degrees North. Therefore, data has to be interpolated, using weather
stations often located well beyond any reasonable climatic distance.

The result can be seen from the Meteonorm and PVGIS forecasting inaccuracies.
Work should therefore be conducted to ensure a working database, also for
northern latitude above 50 degrees.

One way to achieve sufficient access to meteorological data is to perform so-
called distributed measurements. In short, pyrometer and temperature
measuring instruments should be distributes widely and equipped with a
wireless data-logging device. Most research institutions, schools, universities and
other forms of forums established to collect and distribute information should
also perform this extra task. The price of instruments is generally lower than the
average curriculum for any such institution, with lifespans of several decades
and low operating requirements. The advantage will be of public good, and the
weather data can also be made available for profit.

Regarding modeling; in this thesis, the use of a 3D model was not justifiable.
However, in more demanding shading environments, the 3D model may be.

If this were not the case, than no such option would exist in PVsyst.

As such, the availability of LIDAR measurements should be made more available
to engineers intending to plan PV-systems. The commercializing of extended
LIDAR measurements, offering database access or the likes to 3D mappings of
more or less any area, would be a significant improvement to the engineering
society in general. The apparent success of Google street view implicates that
such measurements are indeed in the public interest and market ready.

In terms of horizon modeling and PVsyst, it would be interesting to see more
studies comparing the SUNeye versus accurate LIDAR modeling in simulation
programs. This way, one could conclude which method really would yield the
most accurate results. Indeed, if the SUNeye is sufficient for most planning
purposes, a significant amount of time and resource may be saved in the
planning process of a PV-system.

Regarding modules; studies showing real module deterioration and performance
degradation in northern latitudes would be key to exclude overestimation of
these factors in simulation tools.

Some producers of solar panels have started looking at the modeled
performance of their modules in PVsyst, suggesting alternative ways of planning
in PVsyst to get more accurate results - one is Sandia Corporation.

This should be investigated in order to yield results that may be of use to the
solar industry in general - especially in Norway, where the market is still
underdeveloped.
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Appendix A: Tools overview
The following tools were used in this thesis.
Some are licensed and can only be used as an evaluation version without the
purchase of a valid license.

Table A. 1: Overview over tools used in this thesis and their current availability.

List of tools used in thesis

Name Location Platfor Application Available online at:
m
AutoCAD 2014 PC, IFE Window Technical drawing; http://www.autodesk.no/products/auto
s70S desk-autocad/overview
Measuring buildings and
distances
Global Mapper PC, IFE Window | Accurate topography and http://www.bluemarblegeo.com/product
v15.1 s70S geography data s/global-mapper.php
Google Maps World wide HTML Find coordinates www.maps.google.no
web
Microsoft Excel PC, IFE Window Calculation www.microsoftstore.com/excel
2010 s70S
Tabulating
Microsoft Word | PC, IFE Window | Writing documents www.microsoftstore.com/word
2010 s70S
PVsyst V6.2.2 PC, IFE Window Simulations, etc. WWW.pvsyst.com
s 7 0S
HTML Help file
SunEarthTools World wide HTML Orientation/azimuth www.sunearthtools.com
web
Theodolite Personal Android Site assessment: www.majorforms.com
Droid V1.0.26 mobile device 2.1+

Measure heights

https://play.google.com/

Measure distance

Measure orientation

Find location
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Appendix B: Module labels Aas

Table B. 1: Module labels from the system at Aas
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Appendix C: Datasheets

In this appendix, the inverter- and PV-module datasheets follow.

Be aware that all datasheets and contained variables are subject to change
without further notice; this standard is custom to most component
manufacturers as of today.

Up-to-date specification sheets can be found online at the manufacturer’s
homepage.

The following sheets are contained:
1. RECSCM210 (PE215A]JM); Year 2007
2. REC PE-series; Year 2009, 2010, 2011
3. Eltek Valere, Theia he-t inverters
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205Wp 210Wp 215Wp 220Wp 225Wp
Cell type Multicrystalline | Multicrystalline | Multicrystalline | Multicrystalline | Multicrystalline
Electrical data
Nominal Power Pmpp (Wp) 205 210 215 220 225
Power Output Tolerance Pmpp (%) +5 +5 +5 5 5|
Maximum Power Voltage Umpp (V) 28.08 2817 28.27 28.33 28.57
Maximum Power Current Impp (A) 733 746 759 n 7.88
Open Circuit Voltage Uoc (V) 36.09 36.26 36.37 36.51 36.65
Short Circuit Current Isc (A) 793 8 8.21 8.32 8.46
Temperature Coefficient of Pmpp (%/°C) -0.43 -0.43 -0.43 -0.43 -0.43
Temperature Coefficient of Uoc (mV/°C) -104 -104 -104 -104 -104
Temperature Coefficient of Isc (mA/°C) 4 4 4 4 4
Cell Efficiency (%) 14.04 14.38 1472 15.07 15.41
Module Efficiency (%) 12.42 1273 13.03 13.33 13.64
Diodes (Spelsberg junction box)
Fill Factor FF (%)

Values at Stand

NOCT = 43°C +2
The NOCT (nominal operating cell temperature) is the cell temperature reached at an irradiance of 800 W/m?2, at an environment
temperature of 20°C and a wind speed of 1m/s.

Area (m?) 1.65
Length (mm) 1665
Width (mm) 991
Thickness with frame (mm) 43
Weight (kg) 22 (approx.)
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Peak Power Watts-P,,,. (Wp) 215 220 225 230 235
Watt Class Tolerance-P,, (W) 0/+5 0/+5 0/+5 0/+5 0/+5
Watt Class Tolerance-P, (%) 0/+2 0/+2 0/+2 0/+2 0/+2
Maximum Power Voltage-V, ..(V) 28.3 28.7 29.1 29.4 29.8
Maximum Power Current-1,,..(A) 7.6 77 77 7.8 79
Open Circuit Voltage -V (V) 36.3 366 36.8 E7A 374
Short Circuit Current- |, (A) 8] 82 82 83 83
Module Efficiency (%) 130 133 136 139 142

Values at Standard Test Conditions STC (Air Mass AM1.5, Irradiance 1000 W/m?, Cell temperature 25°C)

TEMPERATURE RATINGS (235 W RATED MODULE)

Nominal Operating Cell Temperature (NOCT) 47.9°C(+2°C)
Temperature Coefficient of P, -0.46 %/°C
Temperature Coefficientof V -0.32%/°C
Temperature Coefficient of I, 0.01%/°C

CERTIFICATION MECHANICAL DATA

Dimensions 1665x991x 38 mm
@ c € @ Area 1.65m?
USTED

Weight 18kg

Certified according toUL1703,
IEC61215and, IECE1730

RECis aleading vertically integrated player in the solar energy industry. REC is among the world's
largest producers of polysilicon and wafers for solar applications, and arapidly growing
manufacturer of solar cells and modules. REC is also engaged in project development activities in
selected PV segments. Founded in Norway, REC is aninternational solar company, employing
more than 3,000 people worldwide. REC had revenues in excess of NOK 9 billion in 2008.

Please visit www.recgroup.com
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IV CHARACTERISTICS 235W MODULE
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VOLTAGE (V)
EFACIENCY

MONTHS WORKMANSHP WARRANTY

YEAR POWER OUTPUT WARRANTY

ELECTRICALDATA @STC RECZISPE REC220PE REC225PE RECZ30PE REC23SPE

Cell Type 60 REC PE multi-crystalline cells
3 strings of 20 cells - 3 by-pass diodes

Glass High-transparency solar glass with
antireflection surface treatment

by Sunarc Technology

Back sheet Double layer

high performance polyester
Frame Anodized aluminium
Cable Radox 4mm?solar cables, 0.90m +1.20m
Connectors ~ Radox4mm?twist locking connector

WARRANTY

10years limited warranty of 90% power output
25years limited warranty of 80% power output
63 months workmanship warranty

MAXIMUM RATINGS

Operational Temperature -40..+80°C
Maximum System Voltage 1000V
Maximum Load 551kg/m? (5400 Pa)
Maximum Wind Speed 197 km/h (safety factor 3)
Max Series Fuse Rating 15A
MaxReverse Current 15A

Notel Specifications subject to change without notice.

REC

RECSolarAS
Kjerboveien 29
1329 Sandvika
Norway

www.recgroup.com



REC PEAK ENERGY SERIES

) 1665425

99142,5
|
950

'k
n02 -~ - 5¢
Y
Mounting holes L
N %
=il A !
i
> ‘R
: |
A
ELEC L G REC225PE REC230PE REC235PE REC240PE REC245PE REC250PE
Nominal Power-P, ... (Wp) 225 230 235 240 245 250
Watt Class Sorting- (W) 0/+5 0/+5 0/+5 0/45 0/+5 0/45
Nominal Power Voltage-V, ., (V) 289 292 296 299 302 305
Nominal Power Current-1,,.. (A) 779 7.88 7.96 8.04 812 8.20
Open Circuit Voltage -V, (V) 36.2 36.5 36.7 37.0 372 375
Short Circuit Current-1. . (A) 834 843 851 860 8.68 876
Module Efficiency (%) 13.6 139 14.2 145 148 151

Values at standard test conditions STC (airmass AM 15, irradiance 1000 W/m?, cell temperature 25°C).
At low irradiance of 200 W/m? (AM 15 and cell temperature 25°C) at least 97% of the STC module efficiency will be achieved.

REC225PE REC230PE REC235PE REC240PE REC245PE REC250PE

Nominal Power-P, __(Wp) 167 170 173 176 179 182
Nominal Power Voltage-V, ., (V) 26.6 268 271 273 276 279
Nominal Power Current-1,,,, (A) 6.27 6.33 6.39 6.45 6.51 6.56
Open Circuit Voltage -V, (V) 334 336 338 341 343 345
Short Circuit Current- 1. (A) 6.79 6.85 6.90 6.96 7.01 7.06
Nominal cell operating temperature NOCT (800 W/m? AM 1.5, windspeed 1 m/s, ambient temperature 20°C).

10 year product warranty.
25 year linear power output warranty
(max. degression in performance of 0.7%p.a.).

Certified to IEC 61215 & IEC 61730, IEC 62716 (ammonia
resistance) & [EC 61701 (salt mist - severity level 6).

PV CYCLE
o

Member of PV Cycle

RECis aleading vertically integrated player in the solar energy industry. Ranked among the world's largest producers of polysilicon and @ R c c
wafers for solar applications and a rapidly growing manufacturer of solar cells and modules, REC also engages in project development
activities in selected PV segments. Founded in Norway in 1996, REC is an international solar company employing about 4,000 people

worldwide withrevenues close to EUR 1.7 billion in 2010. Visit www.recgroup.com to learn more about REC.
www.recgroup.com
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RELC PEAK ENERGY SERIES

% 1665425
. 28 - 900 3825

991425
|
950

w
i
1202 - - 88
P
Mounting holes )
-+ -+
ik = —— N
.
a5, I
r -,
(Design2), &Suhner I
Nominal Power-P, ... (Wp) 235 240 245 250 255 260
Watt Class Sorting-(W) 0/+5 0/+5 0/+5 0/+5 0/+5 0/+5
Nominal Power Voltage-V, ., (V) 295 297 30.1 30.2 305 30.7
Nominal Power Current-1, . (A) 8.06 817 8.23 830 842 8.50
Open Circuit Voltage -V, (V) 36.6 36.8 371 37.4 376 37.8
Short Circuit Current-1. . (A) 866 875 880 8.86 895 9.01
Module Efficiency (%) 14.2 14.5 14.8 151 15.5 15.8
Analysed d that 99.7% of modul Juced have current and vol! eof£3% inal values.

| = (=)
Values at standard test conditions STC (airmass AM 1.5, irradiance 1000 W/m?, cell temperature 25°C).
At low irradiance of 200 W/m? (AM 1.5 and cell temperature 25°C) at least 97% of the STC module efficiency will be achieved.

- REC235PE REC240PE REC245PE REC250PE REC255PE REC260PE

Nominal Power-P, ... (Wp) 179 183 187 189 193 197
Nominal Power Voltage-V, ., (V) 275 277 281 283 285 29.0
Nominal Power Current-1,,. (A) 6.51 6.58 6.64 6.68 6.77 6.81
OpenCircuit Voltage -V, (V) 342 34.4 347 35.0 353 357
Short Circuit Current-1. . (A) 6.96 7.03 7.08 712 7.2 7.24

Nominal cell operating temperature NOCT (800 W/m?, AM 1.5, windspeed 1 m/s, ambient temperature 20°C).

S y 10year product warranty
c € @ ;,.,_...A; s BBAV 25 year linear power output warranty
R

i (max. degression inperformance of 0.7% p.a.)

IEC 61215 & IEC 61730, IEC 62716 (ammonia resistance) &
IEC 61701 (salt mist - severity level 6).

Member of PV Cycle

RECisaleadingglobal provider of solar electricity solutions. Withnearly two decades of expertise, we offer sustainable, high-performing ® R c c
products, services and investment opportunities for the solar and electronics industries. Together with our partners, we create value by
providing solutions that better meet the world's growing electricity needs. Our 2,400 employees worldwide generated revenues of more

thanNOK 13 billionin 2011, approximately EUR 1.7 billion. To see more of what REC can offer, visit www.recgroup.com.
www.recgroup.com
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2.0 HE-t 2.9 HE-t 3.8 HE-t 4.4 HE-t

INPUT DATA [

Nominal DC power 2100 W 3000w 4000W 4600 W 4800 W

Max. PV power 2625 Wp 3750 Wp 5000 Wp 5750 Wp 6000 Wp

Max. DC voltage 600 Vdc

Voltage range MPPT 230 to 480 Vdc 230 to 480 Vdc 230t0 480 Vdc 230 to 480 Vdc 230 to 480 Vdc*
Max. input current 95A 135A 180A 21.0A 210A

Number of PV string inputs 3

Number of MPP trackers 1

Input features Reverse polarity protection,

Ground fault monitoring,
Integral DC switch disconnector (optional

Integral DC fuses for string inputs (optional),
Field configurable for positive or negative grounding, or ungrounded

OUTPUT DATA

Nominal output power 2000 W 2900 W 3800W 4450 W 4600 W
Max apparent power 2000 VA 2900 VA 3800 VA 4450 VA 4600 VA
Nominal AC current 90A 130A 17.0A 195A 200A
Max. AC current 105A 152 A 197 A 230A 230A
Mains output voltage 230 Vac (+/-20 %) single or split phase

Mains frequency S0 Hz / 60 Hz (+/-10 %)

Cos Phi (power factor) 0.8i to 0.8¢ selectable

Maximum efficiency 972% 97.2% 972% 97.3% 973%
CEC efficiency 96.8 % 96.8 % 97.0% 97.0% 97.0%
EU efficiency 96.3 % 96.5% 96.7 % 96.9% 96.9 %
Power feed starts at <7TW

Night mode power <1w

Protection degree (EN 60529) IP 65

Dimensions 610Hx 353 Wx 154D mm / 24.02H x 13.90 W x 6.06 D inches

Weight <19kg /42 bbs <19kg/42lbs <21 kg/46lbs <21kg/46lbs <21kg/46lbs
Cable access Bottom

Input cable connection MC3, MC4, Tyco, Screw terminals, Cable clamp, Others on request

Output cable connection Screw terminals, Cable clamp

EM compatibility EN61000-6-2, EN61000-6-3

CE marking Yes

Other standards DIN VDE V 0126-1-1, GB3/1, EN 50438, AS 4777, CEI 0-21, EN 61000-3-2, EN 61000-3-3, EN 61000-3-11

EN61000-3-12, IEC 62109-2, I[EC 61727, UTE C 15-712-1,C10/11, VDE AR-N 4105,RD1663, G59/2

ENVIRONMENTAL DATA

Operating temperature -25°Cto+65°C/-13to+ 149 °F (possible power derating above + 45°C / + 113 °F)
Storage temperature -30°Cto+80°C/-22to+176°F
Ventilation Convection cooling

DDITIONAL FEATURES EFFICIEN

Topology High frequency transformer, galvanic isolation 100 -~

URVE THEIA 4.4 HE-t

Protection class / Overvoltage I/11

category

Noise Emission <37 dB(A)

Communication Graphical, color display with touch sense buttons, 90
Embedded web-server, Ethernet, CANandRS485 59 gg
bus interface, 3x LEDs for visual status indication g %

Warranty Syears, 10 years, 15 years, 20 years and 5 84
25 years options 2

th

rage overall efficiency
Vmpp=480V
—  Vmpp=3616V

100

% NOMINAL POWER (P yp)

1) Output power limitation 230 Vdc to 250 Vd

Find your local office at: www.eltek.com
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Appendix D: Inverter production data

The inverter log-file will typically display current, voltage and power on both the
inverter inlet-side and outlet-side.

In addition, the accumulated energy output for the day, for the month, for the
year and total accumulated energy output is shown.

In order to deduce the produced amount of energy, therefore, it was deemed
sufficient to look at the total accumulated amount of energy.

However, because the inverter had been in operation for testing at the factory,
before delivery to NULS (NMBU), the total energy output was significantly higher
than the actual value corresponding to the recent year of production.

On grounds of this, the actual inverter output for twelve months of operation in
the above stated period would have to be calculated from the difference in total
energy output.

This calculation and the result can be seen in Table D. 1, where end value and
initial value refers to the total energy output of the inverter at the end of the
month and at the beginning of the month, respectively.

Note that the values shown have been adjusted to display fewer decimal places
than in the raw data.

Table D. 1: Calculation of the inverter production for the twelve months considered in this thesis

Inverter output

Year Month End value [MWh] | Initial value [MWh] | Inv. Output [MWh] | Inv. Output [kWh]
2014 | January 3.4311 3.4280 0.0031 3.1
2014 | February 3.4532 3.4311 0.0220 22.0
2013 | March 1.6797 1.4194 0.2604 260.4
2013 April 1.9388 1.6797 0.2590 259.0
2013 May 2.1635 1.9388 0.2248 224.8
2013 June 2.4451 2.1635 0.2816 281.6
2013 July 2.7645 2.4451 0.3194 319.4
2013 | August 3.0221 2.7645 0.2576 257.6
2013 | September 3.2142 3.0221 0.1921 192.1
2013 | October 3.3266 3.2142 0.1123 1123
2013 | November 3.3986 3.3266 0.0721 72.1
2013 | December 3.4280 3.3986 0.0293 29.3

Year 3.4531 1.4193 2.0338 2033.8
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Dato/Tid -__._v:n Current (A) Input Voltage (V) Input Power (W) Output Current (A) Output Voltage (V) Output Power (W) Energy Today (Wh) Energy this Month (kWh) Energy this Year (kWh) Energy total (MWh) Peak Power Today (W) Innstralt Effekt (W)
02/20/2013 01:24:00.811 PM 5.882 277.7 1629 6.614 230.5 1525 1364 22.517 55.375 1.371302 1800 10992.9142
02/20/2013 01:25:00.787 PM 5.816 277.9 1618 6.576 230.3 1514 1390 22.543 55.401 1.371328 1800 10933.22751
5.8 278.1 1607 6.525 2304 1503 1415 22.568 55.426 1.371353 1800 10927.2244
5.752 278.2 1593 6.404 230.3 1475 1440 22.593 55.451 1.371378 1800 10854.58251
5.667 280.4 1578 6.42 230.7 1481 1465 22.618 55.476 1.371403 1800 10668.6055
5.716 276.2 1572 6.367 2313 1472 1483 22.642 55.5 1.371427 1800 10618.21871
02/20/2013 01: 5.647 278.2 1564 6.322 231.6 1464 1514 22.667 55.525 1.371452 1800 10495.54151
02/20/2013 01: 5.601 278.2 1553 6.323 231.6 1464 1538 22.691 55.549 1.371476 1800 10410.09204
02/20/2013 01: 5.59 278.1 1549 6.259 2313 1448 1562 22.715 55.573 1.3715 1800 10492.97577
02/20/2013 01:33:00.796 PM 5.57 279.9 1545 6.256 231.2 1447 1586 22.739 55.597 1.371524 1800 10544.80359
02/20/2013 01:34:00.800 PM 5.593 275.7 1538 6.234 231 1440 1610 22.763 55.621 1.371548 1800 10371.17725
02/20/2013 01:35:00.825 PM 5.547 276.2 1526 6.248 230.8 1442 1634 22.787 55.645 1.371572 1800 10417.53618
02/20/2013 01:36:00.790 PM 5.53 273.9 1513 6.146 2313 1422 1658 22.811 55.669 1.371596 1800 10324.19972
02/20/2013 01:37:00.791 PM 5.471 276.1 1504 6.096 231.2 1409 1681 22.834 55.692 1.371619 1800 10261.91215
02/20/2013 01:38:00.815 PM 5.462 274.3 1490 6.003 230.8 1386 1705 22.858 55.716 1.371643 1800 10204.97396
02/20/2013 01:39:00.792 PM 5.355 277.8 1481 5.95 230.8 1373 1728 22.881 55.739 1.371666 1800 10212.58681
02/20/2013 01:40:00.796 PM 5.404 274.2 1476 5.97 231.6 1383 1751 22.9504 55.762 1.371689 1800 10081.19314
02/20/2013 01:41:00.805 PM 5.422 276.1 1491 6.039 2313 1397 1772 22.925 55.783 137171 1800 10161.11046
02/20/2013 01:42:00.793 PM 5.385 275.8 1481 6.004 231.2 1388 1795 22.948 55.806 1.371733 1800 10087.6391
02/20/2013 01:43:00.796 PM 5.424 273.8 1483 6.061 2315 1403 1818 22.971 55.829 1.371756 1800 10096.01816
02/20/2013 01:44:00.806 PM 5.398 276.2 1484 6.015 2311 1390 1841 22.994 55.852 1.371779 1800 10169.99563
02/20/2013 01:45:00.795 PM 5.331 278.1 1477 5.968 2311 1379 1864 23.017 55.875 1.371802 1800 10040.06408
02/20/2013 01:46:00.796 PM 5.368 276.2 1476 5.964 2317 1382 1887 23.04 55.898 1.371825 1800 10088.01869
02/20/2013 01:47:00.819 PM 5.38 275.7 1471 5.967 230.8 1377 1910 23.063 55.921 1.371848 1800 9951.437321
02/20/2013 01:48:00.796 PM 5.282 272.5 1437 5.867 231 1355 1931 23.084 55.942 1.371869 1800 9860.336212
02/20/2013 01:49:00.796 PM 5.308 274.8 1451 5.898 230.5 1360 1954 23.107 55.965 1.371892 1800 9942.657593
02/20/2013 01:50:00.812 PM 5.272 276.2 1452 5.905 230.2 1359 1976 23.129 55.987 1.371914 1800 9876.138318
02/20/2013 01:51:00.838 PM 5.219 276.3 1437 5.822 231 1345 1999 23.152 56.01 1.371937 1800 9761.713638
02/20/2013 01:52:00.808 PM 5.234 274.7 1431 5.786 231.6 1340 2020 23.173 56.031 1.371958 1800 9689.605985
02/20/2013 01:53:00.793 PM 5.261 272.1 1428 5.774 231.6 1338 2042 23.195 56.053 1.37198 1800 9772.461601
02/20/2013 01:54:00.794 PM 5.215 274.6 1426 5.783 230.8 1335 2065 23.218 56.076 1.372003 1800 9714.911849
02/20/2013 01:55:00.826 PM 5.177 276.4 1426 5.775 231.2 1335 2087 23.24 56.098 1.372025 1800 9666.915061
02/20/2013 01:56:00.796 PM 5.114 278.5 1418 5.75 230.9 1328 2109 23.262 56.12 1.372047 1800 9755.41529
02/20/2013 02:07:00.808 PM 5.003 278.4 1388 5.625 230.7 1297 2351 23.504 56.362 1.372289 1800 9391.446676
02/20/2013 02:10:00.945 PM 4.95 278.5 1373 5.565 230.7 1284 2415 23.568 56.426 1.372353 1800 9241.298552
02/20/2013 02:11:00.791 PM 4.891 280.5 1366 5.513 230.9 1273 2437 23.59 56.448 1.372375 1800 9204.380108
02/20/2013 02:12:00.794 PM 4.917 278.4 1364 5.521 231 1275 2458 23.611 56.469 1.372396 1800 9260.362302
02/20/2013 02:14:00.804 PM 4.873 278.6 1352 5.467 231 1263 2500 23.653 56.511 1.372438 1800 9172.839161
n2/7n/7012 N2-15-nnN 707 DAA A Q]2 272 8 1247 | AQQ 221 12770 2571 22 A7 SR 822 1 277248a 12nn QNARRQ RQAAAA
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Appendix E: Location specifics: Aas

FigureE. 3:
Panoramic of site with
azimuth degrees as in
PVsyst horizon profile

FigureE. 2:
Panoramic of site with
designated far/near
shading objects
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FigureE. 1:
Panoramic of site at
Aas for evaluation of
surroundings



Appendix F: Meteorological data

This appendix contains all meteorological data evaluated in the thesis.
Sub-appendices have been made to ease the browsing for data the user may be
interested in or needs to supplement the reading of chapters.

The appendix contents are:

Appendix F.1: Meteorological data from databases
Appendix F.2: Meteorological data from weather stations
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Appendix F.1: Meteorological data from databases

In this sub-appendix, the meteorological data from the three databases used in
the thesis are presented as they were received.

The Meteonorm symbols for global and diffuse have been altered to match the
denotation used in the thesis, as it more comprehensible.

Note that the data for Aas is presented in Wh/m:/day, which is irradiation, not
irradiance. The values used in this thesis are irradiance, meaning that the data
have been converted into W by dividing by 24 hours.

Annual global irradiation horizontal
plane

1100.0
1000.0
900.0
800.0
700.0 m NASA SSE
600.0
500.0
400.0 PVGIS
300.0
200.0
100.0
0.0

B Meteonorm

Annual average irradiance [kwWh/m?]

Table F. 1: Annual global horizontal irradiation at Aas for the databases NASA SSE, PVGIS and
Meteonorm

Montly global irradiance horizontal plane
__250
£
= 200
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5 150 -
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_>_ 50 7
=
=1
&
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< L S XoQ

Table F. 2: Monthly distribution of global horizontal irradiance at Aas for the databases NASA SSE,
PVGIS and Meteonorm
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Table F. 3: The meteorological data hauled from the NASA SSE site for the location at Aas

NASA meteorological data for Aas

Global horizontal Diffuse horizontal Temperature Wind speed
insolation insolation [°C] [m/s]

Jan 16 12 -4.3 4.4
Feb 45 29 -3.9 4.0
Mar 96 56 -1.1 4.0
Apr 154 83 3.4 3.9
May 222 105 9.3 3.7
Jun 231 115 13.1 3.5
Jul 230 110 15.3 3.5
Aug 176 93 14.4 3.5
Sep 115 62 9.7 3.9
Oct 54 33 5.3 4.2
Nov 23 15 0.1 4.2
Dec 10 8 -3.3 4.3

Annual

[W/m2] 114 60 5 4

Table F. 4: The meteorological data hauled from the PVGIS database for the location at Aas

PVGIS meteorological data for Aas

Glob [Wh/mz/d] D/G Diff [Wh/m2/d] Temperature 24h avg. [°C]

Jan 274 0.77 211 -2.5
Feb 813 0.67 545 -2

Mar 1790 0.62 1110 0.1
Apr 3240 0.56 1814 4.9
May 4620 0.52 2402 9.9
Jun 5260 0.52 2735 14.1
Jul 4840 0.54 2614 16.9
Aug 3630 0.58 2105 16.8
Sep 2280 0.58 1322 12.6
Oct 1050 0.65 683 7.2
Nov 404 0.72 291 23
Dec 195 0.76 148 -1.5
Year 2370 0.56 1327 6.6
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Table F. 5: The meteorological data acquired from Meteonorm, together with uncertainty of
measurements and interpolation stations

Month Gg [W/m2] Gp [W/m2] T, [°C] Wind speed
[m/s]

Jan 11 7 -0.6 4.2
Feb 33 21 -1 3.9
Mar 90 47 1.3 3.8
Apr 157 73 6.4 3.9
May 212 94 11.3 3.8
Jun 236 96 14.8 3.7
Jul 219 98 17.1 3.4
Aug 149 83 16.5 3.5
Sep 110 57 12.5 3.9
Oct 46 27 7.3 3.8
Nov 14 10 3.5 4.1
Dec 7 5 -0.2 3.9
Year 107 52 7.4 3.8

Gg: Use of precalculated radiation map based on satellite and ground information due to

low density of network.

Nearest 3 stations: Ta: Oslo-Blindern (29 km), RYGGE (NOR-AFB) (35 km), OSEBERG (46 km)

Uncertainty of yearly values: Gg = 6%, Gg =11 %, T, = 0.8 °C

Trend of G / decade = 2.1%

Variability of G / year = 4.5%
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Appendix F.2: Meteorological data from weather stations
In this sub-appendix the measured weather data used in this thesis is presented.

The evaluation of which datasets to use, included making an overview of the
closest stations to site. Fortunately, NULS (NMBU) conducted meteorological
measurements themselves, making the choice of weather data quite simple.
However, snow data had to be extracted from the MET collection online.

Soeraasfeltet weather station is marked in the Google Maps screenshot below
(Table F. 6), showing the relative location of the weather stations used in this
thesis to the PV-system site (Wing IV).

\WinallV;
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'_— :mm Winalll
B

njuie

.

U3laASUL

Drabakveieny b S 7 |
. AUdIMax )} 7 o - >
Stidentisociety e

.V(,,/l.% Dy

B DrobakvelCliss

Sorasfeltetweatherst!

Table F. 6: Screenshot from Google Maps showing the location of Soeraasfeltet weather station

Table F. 7 on the next page shows an overview over all the weather stations in
the vicinity of the PV-system site.

All stations listed are held at the same location, at Soeraasfeltet, shown above.
All relevant spatial information is stated; site coordinates in decimal format,
AMSL and distance to site.

The parameters measured are also stated, along with the available temporal
resolution and the length of the time series.

The primary data chosen are marked in red.
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Table F. 7: Overview of information about the weather stations at Aas

Considered weather stations for site at Aas

Data for | AMSL Lat. | Long | Weather Data AMSL | Lat. | Long Distance to Climatic Relevant Temporal Time Time Time interval Time since last
site [m] . station source [m] . site [km] distance parameter resolution from to measurement
Aas 101 59.6 10.7 Aas Biofors 94 59.6 10.7 1 1 Air Hourly/Daily/ | 1/1/20 | 5/6/20 9 years, 4 0 years, 0

659 780 k 605 820 temperature Monthly 05 14 months, 5 days months, 0 days
Albedo Hourly/Daily/ | 1/1/20 | 5/6/20 9 years, 4 0 years, 0
Monthly 05 14 months, 5 days months, 0 days
Global Hourly/Daily/ | 1/2/20 | 5/6/20 9 years, 4 0 years, 0
radiation Monthly 05 14 months, 4 days months, 0 days
Wind speed Hourly/Daily/ | 1/1/20 | 5/6/20 9 years, 4 0 years, 0
(2 MAGL) Monthly 05 14 months, 5 days months, 0 days
Aas 101 59.6 10.7 Aas NMBU/ 89 59.6 10.7 1 1 Air Hourly/Daily/ | 1/1/19 | 5/6/20 24 years, 4 0 years, 0
659 780 NULS 605 820 temperature Monthly 90 14 months, 5 days months, 0 days
Albedo Hourly/Daily/ | 1/1/19 | 5/6/20 24 years, 4 0 years, 0
Monthly 90 14 months, 5 days months, 0 days
Diffuse Hourly/Daily/ | 1/1/19 | 5/6/20 24 years, 4 0 years, 0
radiation Monthly 90 14 months, 5 days months, 0 days
Global Hourly/Daily/ | 1/1/19 | 5/6/20 24 years, 4 0 years, 0
radiation Monthly 90 14 months, 5 days months, 0 days
Wind speed Hourly/Daily/ | 1/1/19 | 5/6/20 24 years, 4 0 years, 0
(10 MAGL) Monthly 90 14 months, 5 days months, 0 days
Aas 101 59.6 10.7 Aas MET 89 59.6 10.7 1 1 Air Hourly/Daily/ | 6/17/1 | 5/6/20 25 years, 10 0 years, 0
659 780 605 820 temperature Monthly 988 14 months, 19 days months, 0 days
Diffuse Hourly 1/1/19 | 12/31/ 18 years, 11 5years, 4
radiation 90 2008 months, 30 days months, 5 days
Global Hourly 1/1/19 | 12/31/ 18 years, 11 5 years, 4
radiation 90 2008 months, 30 days months, 5 days
Snow cover Hourly/Daily/ | 01/02/ | 4/30/1 91 years, 3 26 years, 0
Monthly 1897 988 months, 27 days months, 6 days
Wind speed Hourly/Daily/ | 6/17/1 | 12/31/ 20 years, 6 5 years, 4
(10 MAGL) Monthly 988 2008 months, 14 days months, 5 days
Primary data /

chosen data
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Table F. 8: Overview over the weather data from the FAGKLIM service at NULS (NMBU) and Bioforsk

Meteorological data from the FAGKLIM service at NULS (NMBU) and Bioforsk

2013/2014 2013 Average '96 - '13 Bioforsk '05 - '13
Month [\G/\l;;:] Dh‘fz Temperature Wind Glob2 Dh‘fz Temperature Wind Glob Diff Temperature Wind Glob2 Dh‘fz Temperature Wind
0 [W/m’] [ [m/s] [W/m7] [W/m’] [ [m/s] [W/m2] [W/m2] [ [m/s] [W/m7] [W/m’] [°c [m/s]
January 7.7 7.2 2.6 3.0 14.9 11.8 5.2 2.5 12.7 10.4 3.3 2.5 16.2 10.1 3.8 1.7
February 17.6 15.4 1.7 3.4 40.0 30.0 -4.4 2.0 38.6 27.3 3.1 2.6 41.7 23.3 4.2 1.6
March 119.3 47.7 3.6 2.3 119.3 47.7 3.6 2.3 95.0 49.1 0.1 2.5 101.9 43.8 0.5 1.8
April 162.4 68.4 3.6 3.4 162.4 68.4 3.6 3.4 140.1 73.7 5.4 2.7 156.3 76.0 5.7 2.0
May 169.0 92.3 12.0 3.7 169.0 92.3 12.0 3.7 199.7 91.1 10.6 2.9 207.2 98.7 10.6 2.1
June 227.9 105.1 14.2 45 227.9 105.1 14.2 45 223.0 100.8 14.3 2.9 240.7 107.2 14.3 1.9
July 236.8 101.8 17.4 4.0 236.8 101.8 17.4 4.0 208.4 97.0 16.6 2.6 209.5 102.6 16.1 1.8
August 174.1 78.3 15.4 4.0 174.1 78.3 15.4 4.0 162.6 78.5 15.9 2.6 163.2 88.6 14.9 1.6
se"":’“be 106.9 54.9 11.0 37 106.9 54.9 11.0 37 104.1 52.0 11.6 26 108.8 58.6 10.8 1.9
October 46.2 29.4 6.9 4.4 46.2 29.4 6.9 4.4 44.8 27.9 6.0 2.6 49.8 31.0 5.6 1.8
November | 22.2 17.2 2.2 45 222 17.2 2.2 45 16.0 12.4 2.0 2.8 18.5 12.7 1.7 1.8
December 7.9 7.9 2.3 4.1 7.9 7.9 2.3 4.1 7.4 6.7 2.4 2.9 10.4 7.3 3.2 1.7
Year 108.2 52.1 6.7 3.7 110.6 53.7 6.0 3.6 104.4 52.3 6.1 2.7 110.7 55.1 5.7 1.7
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Table F. 9: Monthly average irradiance values calculated from raw data from FAGKLIM , adjusted for diffuse and global measurement errors

Monthly average irradiance data based on different periods - comparison due to irregularities

1990 - 2013 1996 - 2013
Glob Avg. dev. [%] | Std.dev. [%] | Diff W/m?] Avg. dev. [%] | Std.dev. [%] Glob [W/m’] Avg. dev. [%] | Std.dev. [%] | Diff W/m?] Avg. dev. [%] | Std. dev. [%]
[W/m’]

January 13.0 13.1 16.1 10.7 121 16.2 January 12.7 12.1 14.9 10.4 9.3 14.5
February 37.7 11.1 15.7 27.0 12.4 15.7 February 38.6 9.3 12.6 27.3 11.7 14.9
March 92.5 11.4 14.4 49.7 9.3 12.2 March 95.0 10.0 12.8 49.1 9.0 12.8
April 139.4 12.2 14.6 76.1 8.9 12.9 April 140.1 14.3 16.4 73.7 7.4 10.5
May 205.2 10.1 11.7 95.1 10.4 14.1 May 199.7 10.5 11.8 91.1 8.0 11.1
June 220.2 8.6 111 106.6 13.1 20.8 June 223.0 7.4 9.9 100.8 7.9 9.5
July 209.9 9.7 11.9 102.0 11.4 15.2 July 208.4 9.8 11.7 97.0 83 10.4
August 161.2 8.1 12.9 771 9.0 15.4 August 162.6 6.1 7.1 78.5 6.3 10.5
September 102.9 9.2 11.4 52.9 10.9 13.6 September 104.1 8.8 10.9 52.0 10.3 13.8
October 441 13.8 17.8 28.0 6.2 7.5 October 44.8 15.0 19.5 27.9 6.4 7.8
November 16.1 19.6 239 12.6 15.0 18.6 November 16.0 19.1 233 12.4 12.7 16.5
December 7.7 14.1 21.0 7.0 13.8 19.8 December 7.4 11.9 17.7 6.7 12.1 16.7
Year 104.2 3.3 43 53.7 6.8 10.0 Year 104.4 3.0 4.0 52.3 5.5 8.0
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Table F. 10: Comparison of wind speeds for data from FAGKLIM for different periods

Average monthly wind speeds - comparison of time periods due to irregularities

1990 - 2013 1996 - 2013

Avg. | Avg. dev. [%] | Std. dev. [%] | Avg. | Avg. dev. [%] | Std. dev. [%]
January 2.59 19.7 24.7 2.53 17.8 23.2
February | 2.73 21.0 27.1 2.57 18.1 22.7
March 2.76 19.5 26.6 2.54 15.7 18.9
April 2.83 11.6 14.5 2.72 9.9 13.8
May 2.90 9.6 13.8 2.86 9.7 13.4
June 2.85 11.1 16.3 2.85 12.0 17.8
July 2.61 13.0 16.9 2.60 14.0 18.5
August 2.51 16.0 27.0 2.60 15.9 23.0
September | 2.58 18.7 26.6 2.63 15.9 18.7
October 2.49 19.2 30.8 2.57 16.8 23.9
November | 2.60 22.6 32.0 2.78 17.9 23.2
December | 2.63 22.7 32.0 2.85 18.1 22.6
Year 2.67 7.8 12.2 2.7 6.5 10.2

Table F. 11: Comparison of temperatures for data from FAGKLIM for different periods

Temperature 1990 - 2013 1996 - 2013
Avg. | Avg. dev. [%] | Std. dev. [%] | Avg. | Avg. dev. [%] | Std. dev. [%]
January -2.9 69.0 89.5 -3.3 57.6 78.5
February -2.7 102.7 124.9 -3.1 78.0 96.0
March 0.5 335.6 458.3 0.1 1762.5 2327.4
April 5.4 20.3 23.7 5.4 21.1 24.9
May 10.8 9.8 12.0 10.6 9.7 11.2
June 14.3 6.7 8.4 14.3 6.0 7.0
July 16.6 6.1 7.9 16.6 5.8 7.3
August 15.7 6.9 9.7 15.9 7.2 9.6
September | 11.5 8.7 10.4 11.6 8.8 10.7
October 6.0 25.2 31.9 6.0 24.8 30.5
November | 1.6 133.6 168.5 2.0 96.8 123.0
December | -2.1 129.8 167.5 -24 116.6 146.3
Year 6.2 10.1 14.2 6.2 9.9 14.2
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Table F. 12: Comparison of publication irradiance values and raw values for FAGKLIM 2012

2012 Publication data

2012 Raw data and discrepancy from publication values

From publication | Glob [MJ/m’] | Diff [MJ/m2] Raw data Glob [W/m’] | Diff [W/m’] | Corrected Diff [W/m’]
January 35 25.5 January 12.9 9.2 12.1
February 102.3 64 February 41.6 21.4 28.1

March 277.9 1135 March 106.6 335 43.9
April 319.2 173.2 April 126.6 55.9 73.3
May 592.2 241.7 May 227.5 72.1 94.4
June 539.7 273.6 June 214.3 86.0 112.6
July 475.3 279 July 182.6 85.8 112.4

August 437.1 204.7 August 167.9 60.9 79.7

September 288.8 119.2 September 114.5 37.1 48.6

October 123.1 66.3 October 46.9 20.8 27.3

November 343 30.4 November 13.1 10.4 13.6

December 233 17.3 December 8.4 5.3 6.9

Year 3248.2 1608.4 Year 105.3 41.5 54.4
Converted to power Discrepancy from publication [%]

From publication | Glob [W/m2] | Diff [W/m2] Raw data Glob Diff Corrected diff
January 13.1 9.5 January -1.2 -3.1 26.9
February 40.8 25.5 February 19 -16.2 9.8

March 103.8 42.4 March 2.8 -21.0 35
April 123.1 66.8 April 2.8 -16.3 9.7
May 221.1 90.2 May 2.9 -20.1 4.7
June 208.2 105.6 June 2.9 -18.5 6.7
July 177.5 104.2 July 2.9 -17.6 7.9

August 163.2 76.4 August 2.9 -20.4 4.3

September 111.4 46.0 September 2.8 -19.3 5.7
October 46.0 24.8 October 2.1 -15.9 10.2
November 13.2 11.7 November -0.7 -11.6 15.8
December 8.7 6.5 December -3.2 -18.5 6.8
Year 102.7 50.9 Year 2.5 -18.3 7.0
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Table F. 13: Global irradiance values for all evaluated sources

Global irradiance values all evaluated sources [W/m’]

2013/2014 | 2013 | Average '96-'13 | Bioforsk | NASA SSE | Meteonorm | PVGIS
January 7.7 14.9 12.7 16.2 16.3 11.0 11.4
February 17.6 40.0 38.6 41.7 454 33.0 33.9
Mars 119.3 119.3 95.0 101.9 96.3 90.0 74.6
April 162.4 162.4 140.1 156.3 154.2 157.0 135.0
Mai 169.0 169.0 199.7 207.2 221.7 212.0 192.5
June 227.9 227.9 223.0 240.7 230.8 236.0 219.2
July 236.8 236.8 208.4 209.5 229.6 219.0 201.7
August 174.1 174.1 162.6 163.2 176.3 149.0 151.3
September 106.9 106.9 104.1 108.8 115.0 110.0 95.0
October 46.2 46.2 44.8 49.8 54.2 46.0 43.8
November 22.2 22.2 16.0 18.5 22.5 14.0 16.8
December 7.9 7.9 7.4 10.4 10.0 7.0 8.1
Year 108.2 110.6 104.4 110.7 114.3 107.0 98.8

Table F. 14: Discrepancy in global irradiance from reference year 2013/2014

Discrepancy from reference year 2013/2014 [%]

2013/2014 | 2013 | Average '96-'13 | Bioforsk | NASA SSE | Meteonorm | PVGIS
January 0 93.1 64.3 110.4 111.0 42.8 48.2
February 0 127.6 119.6 137.1 158.4 87.8 92.7
Mars 0 0.0 -20.4 -14.6 -19.3 -24.6 -37.5
April 0 0.0 -13.8 -3.8 -5.1 -34 -16.9
Mai 0 0.0 18.2 22.6 31.2 25.5 13.9
June 0 0.0 -2.2 5.6 1.3 3.5 -3.9
July 0 0.0 -12.0 -11.5 -3.0 -7.5 -14.8
August 0 0.0 -6.6 -6.2 1.3 -14.4 -13.1
September 0 0.0 -2.6 1.8 7.6 2.9 -11.1
October 0 0.0 -3.0 7.8 17.3 -0.4 -5.2
November 0 0.0 -28.1 -16.7 1.2 -37.0 -24.3
December 0 0.0 -5.8 32.6 27.3 -10.9 3.5
Year 0 23 -3.5 2.3 5.7 -1.1 -8.7
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Table F. 15: Relative share of yearly irradiation per month

Relative share of yearly radiation [%]

2013/2014 | 2013 | Average '96-'13 | Bioforsk | NASA SSE | Meteonorm | PVGIS
January 0.6 1.1 1.0 1.2 1.2 0.9 1.0
February 1.2 2.8 2.8 2.9 3.0 2.4 2.6
Mars 9.4 9.2 7.7 7.8 7.1 7.1 6.4
April 12.3 12.1 11.0 11.6 11.1 12.1 11.2
Mai 13.3 13.0 16.3 15.9 16.5 16.8 16.6
June 17.3 16.9 17.6 17.9 16.6 18.1 18.2
July 18.6 18.2 17.0 16.1 17.1 17.4 17.3
August 13.7 13.4 13.2 12.5 13.1 11.8 13.0
September 8.1 7.9 8.2 8.1 8.3 8.4 7.9
October 3.6 3.5 3.6 3.8 4.0 3.7 3.8
November 1.7 1.7 1.3 1.4 1.6 1.1 1.4
December 0.6 0.6 0.6 0.8 0.7 0.6 0.7

Year 100.0 100.0 100.0 100.0 100.0 100.0 100.0
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Montly global irradiance horizontal plane - All evaluated sources

300.0
250.0
3
2 W NASA SSE
200.0
§ W Bloforsk
i
'.:. " 2013
g 100 " 2013/201¢
g ® peteonorm
g 100.0 ¥ pverage '96-'13
o
s " PVGIS
. -I
00 a ul _I MBmemr
Januar Februar Mars Apnl Juni Juli August September Oktober November Desember Year
Figure F. 1: Monthly distribution of global irradiance on the horizontal plane for all sources evaluated
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Figure F. 2: Monthly distribution of the yearly incoming irradiation relative to the yearly sum



Appendix G: Simulated production data
This appendix contains all values from the simulations in PVsyst.
The data is ordered in sub-appendices, their contents are:

Appendix G.1:
Appendix G.2:
Appendix G.3:

Appendix G.4:
Appendix G.5:

Appendix G.6:
Appendix G.7:
Appendix G.8:
Appendix G.9:

Simulation settings

Simulated annual irradiance, yield and PR

Simulated annual irradiance, yield and PR - Excluding January and
February

Simulated yield and PR, adjusted for positive mismatch
Simulated yield and PR, adjusted for positive mismatch -
Excluding January and February

Simulated monthly yield - All sources

Simulated losses — Tabular presentation of values from reports
Graphical presentation of simulated data

Simulation tests and synthetic data
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Appendix G.1: Simulation settings

e . N e N e . e
Soutn

Figure G. 1: Simplified near shading 3D model of the PV-system site at Aas

Table G. 1: Shading elements used in the near shading 3D model constructions

Shading elements
Building no. Name Object type | LengthL[m] | Width [m] Height [m] MSL [m] MGD [m] | Azimuth []
1 Aud max 1 Building 52.8 28.6 9.4 96.4 -0.8 -95
2 Aud max 2 Roof object 20 9.5 9.1 105.8 8.6 -5
3 Samfunnet 1 Building 26 14 11.6 99 1.8 -95
4 Samfunnet 2 Building 17.8 17.8 7.7 99 1.8 -95
5 Samfunnet 3 & 4 | Roof object 12 2.6 1.5 106.7 9.5 -5
6 TF1.0 Building 67.2 6.2 11.3 96.4 -0.8 -92
6 TF1.1 Building 60 5.6 11.3 96.4 -0.8 -92
7 TF1.3 Building 13.4 5.6 131 96.4 -0.8 -92
8 TF1.4 Roof object 10.9 5.4 2 107.7 10.5 -92
9 TF2 Building 50.2 15.9 10.8 96.2 -1 -2
10 TF3.0 Building 40 15.8 6.5 96.4 -0.8 -2
11 TF3.1 Roof object 5 15 1.5 102.9 5.7 -92
12 TF4 Building 49.5 20 5,3 97.2 0 -2
13 TF1.2 Building 45.3 16.6 9.2 97.5 0.3 -2
14 TF3.2 Roof object 8.2 5.4 2.7 106.7 9.5 -2
15 TF3.3 Roof object 8.2 5.4 2.7 106.7 9.5 -2
16 TF3.4 Roof object 8.5 10.3 2.8 106.7 9.5 -2
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PVSYST V6.19 31/03/14 11h06

Horizon Aas
File aas_Project.VC3 of 28/03/14 15h33

Geographical Site As Country Norway
Situation Latitude 59.7°N Longitude 10.8°E
Time defined as Legal Time Time zone UT+1 Altitude 287 m
Horizon Average Height 6.5° Diffuse Factor 0.96
Albedo Factor 100 % Albedo Fraction 0.69

Height [°] 0.0 7.0 7.0 0.0 7.0 7.0 0.0 0.0 7.0 0.0 0.0 13.0 | 13.0 | 11.0
Azimuth [°]| -47 -47 -44 -44 -40 -28 -28 -26 -26 -22 -20 -20 -15 -15
Height [°] 11.0 0.0 0.0 9.0 9.0 11.0 | 11.0 0.0 0.0 75 9.2 75 0.0 0.0

Azimuth [°]| -9 -9 -9 -8 -7 -7 -4 -4 -0 0 0 4 4 7
Height [°] 7.0 7.0 7.5 75 6.0 6.0 7.5 75 7.0 75 6.0 75 55 7.0
Azimuth [°] 7 10 10 12 12 14 14 17 17 18 21 22 24 25

Height [°] 7.0 5.5 7.0 6.5 6.0 6.5 6.0 75 7.0 7.0 7.5 55 55 75
Azimuth [°]| 29 30 30 43 43 70 75 75 76 7 80 81 85 90

Horizon Aas

Plane: tilt 36°, azimuth -3°
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Figure G. 2: Horizon profile for Aas including azimuth notation.

The above figure can be compared to Figure E. 3 (Appendix E: Location specifics:
Aas).
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Appendix G.2: Simulated annual irradiance, yield and PR

Table G. 2: Annual incident radiation (H), ideal yield (Yi) and transposition factor R at STC.

Incident radiation and ideal yield at STC

2013/2014 | 2013 | 1996 -2013 | Bioforsk | NASA | Metenorm | PVGIS
H [kWh/mZ] 952 972 917 970 1005 919 867
R 1.229 1.248 1.228 1.262 1.244 1.210 1.187
Hin [kWh/m’] 1170 1214 1126 1224 | 1251 1112 1029
Yi [kWh] 2315 2401 2228 2422 2474 2201 2036
Table G. 3: Forecast vs. yield for all runs and all evaluated sources
Forecast VS Yield [kKWh] - All runs, all sources
2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual
1 1889 1967 1808 1987 2031 1774 1634 2034
2 1844 1921 1764 1937 1980 1729 1590 2034
3 1841 1917 1761 1933 2002 1734 1602 2034
4 1527 1537 1459 1554 1624 1460 1336 2034
5 1779 1850 1699 1859 1904 1663 1530 2034
Table G. 4: Calculated system performance ratio for all runs and all sources
Performance ratio - All runs, all sources
2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual
1 0.816 0.819 0.812 0.820 0.821 0.806 0.802 | 0.879
2 0.797 0.800 0.792 0.800 0.800 0.785 0.781 | 0.879
3 0.796 0.798 0.790 0.798 0.809 0.788 0.787 | 0.879
4 0.660 0.640 0.655 0.642 0.656 0.663 0.656 | 0.879
5 0.768 0.771 0.762 0.768 0.769 0.756 0.751 | 0.879

Table G. 5. Calculated total system loss due to operation at non-STC conditions

Total losses from STC - All runs, all sources [%]

2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual
1 18.4 18.1 18.8 18.0 17.9 19.4 19.8 12.1
2 20.3 20.0 20.8 20.0 20.0 21.5 21.9 12.1
3 20.4 20.2 21.0 20.2 19.1 21.2 21.3 12.1
4 34.0 36.0 34.5 35.8 34.4 33.7 34.4 12.1
5 23.2 22.9 23.8 23.2 23.1 24.4 24.9 12.1
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Table G. 6: Calculated bias error of all runs and all sources plus MBE and RMSE for each run.

Discrepancy from yield [%] - All runs, all sources

2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual | MBE | RMSE
1 -7.1 -3.3 -11.1 -2.3 -0.2 -12.8 -19.7 0.0 -8.1 10.3
2 -9.3 -5.6 -13.3 -4.7 -2.6 -15.0 -21.8 0.0 -10.3 | 121
3 -9.5 -5.7 -13.4 -5.0 -1.6 -14.7 -21.2 0.0 -10.2 | 11.9
4 -24.9 -24.4 -28.3 -23.6 -20.2 -28.2 -34.3 0.0 -26.3 | 26.6
5 -12.5 -9.0 -16.5 -8.6 -6.4 -18.2 -24.8 0.0 -13.7 | 15.0

Table G. 7: Relative increase in discrepancy between runs for all sources and all simulation runs

Relative increase in discrepancy between runs [%] - All runs, all sources
2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 30.9 69.9 19.6 104.2 1579.8 17.6 11.1 0.0
3 1.3 2.8 1.0 4.6 -40.7 -1.8 -2.7 0.0
4 163.4 326.3 111.0 375.8 1184.8 91.2 61.5 0.0
5 -49.7 -63.0 -41.7 -63.6 -68.3 -35.4 -27.8 0.0
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Appendix G.3: Simulated annual irradiance, yield and PR — Excluding January and
February

Table G. 8: Incident radiation (H), ideal yield (Yi) and transposition factor R at STC - ex. Jan. & Feb.

Incident radiation and ideal yield at STC [kWh/m’] - ex. Jan. & Feb.
2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS
H 935 935 882 929 962 887 835
R 1.228 1.225 1.203 1.220 1.209 1.186 1.163
Hinc 1147 1145 1061 1134 1163 1051 971
Yi 2270 2266 2099 2244 2302 2080 1922

Table G. 9: Forecast vs. yield for all runs and all evaluated sources - ex. Jan. & Feb.

Forecast VS Yield [kWh] - Excluding Jan. & Feb.

2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual ex. Jan. Feb.
1 1859 1853 1700 1832.9 1883 1675 1539 2009
2 1814 1809 1659 1787.3 1836 1632 1497 2009
3 1812 1806 1657 1784.5 1856 1635 1509 2009
4 1523 1516 1439 1524.9 1596 1443 1319 2009
5 1751 1745 1599 1720.1 1769 1573 1443 2009
Table G. 10: Calculated system performance ratio for all runs and all sources

Performance ratio - All runs, all sources; excluding Jan. & Feb.

2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual
1 0.819 0.818 0.810 0.817 0.818 0.805 0.801 | 0.885
2 0.799 0.798 0.790 0.797 0.797 0.785 0.779 | 0.885
3 0.798 0.797 0.789 0.795 0.806 0.786 0.785 | 0.885
4 0.671 0.669 0.686 0.680 0.693 0.693 0.686 | 0.885
5 0.771 0.770 0.762 0.767 0.768 0.756 0.751 | 0.885

Table G. 11: Calculated total system loss due to operation at non-STC conditions

Total losses from STC [%] - All runs, all sources; ex. Jan. & Feb.
2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual
1 18.1 18.2 19.0 18.3 18.2 19.5 19.9 11.5
2 20.1 20.2 21.0 20.3 20.3 21.5 22.1 11.5
3 20.2 20.3 21.1 20.5 19.4 21.4 21.5 11.5
4 329 33.1 31.4 32.0 30.7 30.7 31.4 11.5
5 229 23.0 23.8 233 23.2 24.4 24.9 11.5
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Table G. 12: Calculated bias error of all runs and sources, plus MBE and RMSE for each run -

excluding January & February.

Discrepancy from yield - Excluding January & February

2013/2014 | 2013 | 1996-2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual output ex.Jan. Feb. MBE | RMSE
1 -7.5 -7.8 -15.4 -8.7 -6.3 -16.6 -234 0.0 -12.2 13.6
2 -9.7 -10.0 -17.4 -11.0 -8.6 -18.7 -25.5 0.0 -14.4 15.5
3 -9.8 -10.1 -17.5 -11.2 -7.6 -18.6 -24.9 0.0 -14.2 15.4
4 -24.2 -24.5 -28.3 -24.1 -20.5 -28.2 -34.3 0.0 -26.3 26.6
5 -12.8 -13.1 -20.4 -14.4 -11.9 -21.7 -28.1 0.0 -17.5 18.4
Table G. 13: Relative increase in discrepancy between simulation runs - ex. Jan. and Feb.

Relative increase in discrepancy between runs [%] - All runs, all sources: ex. Jan. & Feb.
2013/2014 2013 1996 - 2013 Bioforsk NASA Metenorm PVGIS Actual

1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 29.4 28.1 13.5 25.9 37.6 12.9 8.9 0.0
3 1.2 13 0.5 13 -11.7 -0.6 -2.2 0.0
4 147.3 143.3 61.9 115.8 170.4 51.3 37.9 0.0
5 -47.0 -46.4 -28.1 -40.4 -41.9 -23.1 -18.0 0.0
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Appendix G.4: Simulated yield and PR, adjusted for positive mismatch

Table G. 14: Forecasted vs. actual yield adjusted for 4% mismatch

Forecast VS Yield [KWh] - All runs, all sources; adjusted for positive mismatch
2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual 2013
1 1967 2049 1884 2069 2115 1848 1702 2034
2 1921 2001 1838 2018 2063 1801 1656 2034
3 1918 1997 1835 2014 2085 1806 1669 2034
4 1591 1601 1520 1619 1692 1521 1392 2034
5 1853 1927 1769 1937 1983 1733 1594 2034

Table G. 15: Forecasted performance ratio when yield has been adjusted for mismatch

Performance ratio - All runs, all sources; adjusted for positive mismatch
2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS Actual
1 0.850 0.853 0.845 0.855 0.855 0.840 0.836 0.879
2 0.830 0.833 0.825 0.833 0.834 0.818 0.813 0.879
3 0.829 0.832 0.823 0.832 0.843 0.821 0.819 0.879
4 0.687 0.667 0.682 0.669 0.684 0.691 0.683 0.879
5 0.801 0.803 0.794 0.800 0.801 0.787 0.783 0.879

Table G. 16: Calculated total system loss from PR, adjusted for positive mismatch

Total losses from STC [%] - All runs, all sources; adjusted for positive mismatch
2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS Actual
1 15.0 14.7 155 14.5 14.5 16.0 16.4 121
2 17.0 16.7 17.5 16.7 16.6 18.2 18.7 12.1
3 17.1 16.8 17.7 16.8 15.7 17.9 18.1 121
4 31.3 333 31.8 33.1 31.6 30.9 31.7 12.1
5 19.9 19.7 20.6 20.0 19.9 21.3 21.7 121

Table G. 17: Discrepancy from yield for all runs and all sources when adjusted for positive mismatch

Discrepancy from yield [%] - All runs, all sources; adjusted for positive mismatch

2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual 2013 | MBE | RMSE
1 -3.3 0.8 -7.4 1.7 4.0 9.1 -16.3 0.0 -4.2 7.9
2 -5.6 -1.6 -9.6 -0.8 1.4 -11.5 -18.6 0.0 -6.6 9.3
3 -5.7 -1.8 -9.8 -1.0 2.5 -11.2 -18.0 0.0 -6.4 9.2
4 -21.8 -21.3 -25.3 -20.4 -16.8 -25.2 -31.6 0.0 -23.2 | 23.6
5 -8.9 -5.2 -13.0 -4.8 -2.5 -14.8 -21.6 0.0 -10.1 | 119
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Appendix G.5: Simulated yield and PR, adjusted for positive mismatch - Excluding
January and February

Table G. 18: Forecasted vs. actual annual yield, all runs and sources - adjusted for positive mismatch

Forecast VS Yield [kWh] - All runs, all sources; adjusted for positive mismatch - Excluding Jan. & Feb.

2013/2014 2097 1996 - 2013 Bioforsk NASA Metenorm PVGIS Actual ex. Jan. Feb.
1 1936 1930 1771 1909 1961 1745 1603 2009
2 1890 1884 1728 1862 1912 1700 1560 2009
3 1888 1881 1726 1859 1933 1703 1572 2009
4 1586 1579 1499 1588 1662 1503 1374 2009
5 1824 1817 1666 1792 1843 1639 1503 2009

Table G. 19: Forecasted vs

.actual PR, all runs and sources - adjusted for positive mismatch

Performance ratio - All runs, all sources

2013/2014 2013 1996 - 2013 Bioforsk NASA Metenorm PVGIS Actual
1 0.853 0.852 0.844 0.851 0.852 0.839 0.834 0.868
2 0.833 0.832 0.823 0.830 0.831 0.817 0.812 0.868
3 0.832 0.830 0.822 0.828 0.840 0.818 0.818 0.868
4 0.699 0.697 0.714 0.708 0.722 0.722 0.715 0.868
5 0.804 0.802 0.794 0.799 0.800 0.788 0.782 0.868
Table G. 20: Total system loss calculated from PR - adjusted for positive mismatch

Total losses from STC [%] - All runs, all sources

2013/2014 2013 1996 - 2013 Bioforsk NASA Metenorm PVGIS Actual
1 14.7 14.8 15.6 14.9 14.8 16.1 16.6 13.2
2 16.7 16.8 17.7 17.0 16.9 18.3 18.8 13.2
3 16.8 17.0 17.8 17.2 16.0 18.2 18.2 13.2
4 30.1 30.3 28.6 29.2 27.8 27.8 28.5 13.2
5 19.6 19.8 20.6 20.1 20.0 21.2 21.8 13.2

Table G. 21: Discrepancy from yield for all runs and all sources when adjusted for positive mismatch

Discrepancy from yield [%] - All runs, all sources

2013/2014 | 2013 | 1996 - 2013 | Bioforsk | NASA | Metenorm | PVGIS | Actual 2013 | MBE | RMSE
1 -3.6 -3.9 -11.8 -4.9 -2.3 -13.1 -20.2 0.0 -8.6 11.4
2 -5.9 -6.2 -14.0 -7.3 -4.8 -15.4 -22.3 0.0 -10.8 | 134
3 -6.0 -6.3 -14.1 -7.5 -3.7 -15.2 -21.8 0.0 -10.7 | 13.2
4 -21.0 -21.4 -25.4 -20.9 -17.2 -25.2 -31.6 0.0 -23.2 | 246
5 -9.2 -9.5 -17.1 -10.8 -8.3 -18.4 -25.2 0.0 -14.1 | 16.2
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Appendix G.6: Simulated monthly yield - All sources

Table G. 22: Monthly forecast vs. yield NASA SSE forecasts

Forecast vs. Monthly yield [kwh] - NASA SSE

Run. No 1 2 3 4 5
January 49.7 48.4 50.6 8.6 43.4
February 97.8 95.8 95.3 194 91.5
March 185.1 | 180.5 | 189.3 38.6 174.7
April 231.1 | 225.8 | 225.7 | 166.4 218
May 290.2 | 282.8 | 282.7 | 282.7 | 273.9
June 266.9 | 259.8 | 259.8 | 259.7 | 251.6
July 280.8 | 273.7 | 273.6 | 273.6 | 265.1
August 241.1 | 2353 | 235.2 | 2349 | 2275
September 186 181.9 | 181.8 | 180.9 | 175.2
October 112.1 | 109.7 | 109.4 | 108.5 | 105.1
November 56.3 54.9 54.4 38.7 51.7
December 334 31.4 441 11.9 26.2
Year 2030.6 | 1980 | 2001.9 | 1623.9 | 1903.8
Year ex. Jan. & Feb. | 1883 | 1835.8 | 1856 | 1595.9 | 1769

Table G. 23 : Forecast discrepancy from actual monthly yield, NASA SSE

Discrepancy from actual monthly yield [%] - NASA SSE

Run. No 1 2 3 4 5 MBE RMSE
January 1488.4 | 1446.8 | 1517.1 | 174.8 | 1287.0 | 1182.8 | 1288.2
February 343.6 | 3345 | 332.3 | -12.0 | 315.0 | 262.7 | 296.6
March -28.9 -30.7 -27.3 | -85.2 | -32.9 -41.0 46.6
April -10.8 -12.8 -12.9 | -35.8 | -15.8 -17.6 19.9
May 29.1 25.8 25.8 25.8 21.9 25.7 25.8
June -5.2 -7.7 -7.7 -7.8 -10.7 -7.8 8.0
July -12.1 -14.3 -143 | -143 | -17.0 -14.4 14.5
August -6.4 -8.6 -8.7 -8.8 -11.7 -8.8 9.0
September -3.2 -5.3 -5.4 -5.8 -8.8 -5.7 6.0
October -0.2 -2.3 -2.6 -3.4 -6.4 -3.0 3.6
November -21.9 -23.8 -245 | -46.3 | -28.3 -29.0 30.3
December 13.8 7.0 50.3 | -59.4 | -10.7 0.2 35.8
Year -0.2 -2.6 -1.6 -20.2 -6.4 -6.2 9.6
Year ex. Jan. & Feb. -6.3 -8.6 -7.6 | -20.5 | -11.9 -11.0 12.1
Monthly avg. 1489 | 1424 | 151.8 | -6.5 | 1235 | 112.0 | 148.7
Monthly avg. Ex. Jan. & Feb. | -4.6 -7.3 -2.7 -24.1 | -12.0 -10.1 20.0
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Table G. 24: Monthly forecast vs. actual yield Meteonorm

Forecast vs. Monthly yield [kwh] - Meteonorm
Run. No 1 2 3 4 5

January 29.5 28.3 29.2 4.7 25.5

February 69.7 68 70.4 13.2 64.7
March 1455 | 1413 | 1444 29.5 136.7

April 198.8 | 193.7 | 193.7 | 142.2 187
May 268.7 | 261.8 | 261.7 | 261.7 | 253.5
June 260.1 | 253.4 | 253.3 | 253.2 | 2453
July 257.3 | 250.7 | 250.6 | 250.5 | 242.7
August 221.1 | 215.7 | 215.7 | 215.3 | 208.5
September 166.2 | 162.5 | 1624 | 161.5 | 1564

October 98.8 96.8 96.1 95.5 92.4

November 394 38.2 37.3 26.5 354

December 19.1 18 19.3 6.6 15.3
Year 1774.2 | 1728.5 | 1733.9 | 1460.4 | 1663.4
Year ex.Jan. & Feb. | 1675 | 1632.1 | 1634.5 | 1442.5 | 1573.2

Table G. 25: Forecast discrepancy from actual monthly yield, Meteonorm data

Discrepancy from monthly yield [%] - Meteonorm

Run. No 1 2 3 5 MBE | RMSE
January 842.8 | 804.4 | 833.2 | 50.2 | 715.0 | 649.1 | 716.3
February 216.2 | 208.4 | 219.3 | -40.1 | 193.5 | 159.5 | 188.3
March -44.1 | -45.7 | -44.5 | -88.7 | -47.5 | -54.1 | 56.8

April -23.3 | -25.2 | -25.2 | -45.1 | -27.8 | -29.3 | 30.4

May 196 | 165 | 164 | 16.4 | 12.8 | 16.3 | 16.5

June -7.6 | -10.0 | -10.1 | -10.1 | -12.9 | -10.1 | 10.3

July -19.4 | -21.5 | -21.5 | -21.6 | -24.0 | -21.6 | 21.7

August -14.2 | -16.3 | -16.3 | -16.4 | -19.1 | -16.4 | 16.5
September -13.5 | -15.4 | -15.5 | -15.9 | -18.6 | -15.8 | 15.9
October -12.0 | -13.8 | -14.5 | -15.0 | -17.7 | -14.6 | 14.7
November -45.3 | -47.0 | -48.2 | -63.2 | -50.9 | -50.9 | 51.3
December -349 | -38.6 | -34.2 | -77.5 | -47.9 | -46.6 | 49.4
Year -12.8 | -15.0 | -14.7 | -28.2 | -18.2 | -17.8 | 18.6

Year ex. Jan. & Feb. -16.6 | -18.7 | -18.6 | -28.2 | -21.7 | -20.8 | 21.2
Monthly avg. 72.0 | 66.3 | 69.9 |-27.2 | 54.6 | 47.1 | 99.0
Monthly avg. Ex. Jan. & Feb. | -19.5 | -21.7 | -21.4 | -33.7 | -25.4 | -24.3 | 28.3
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Table G. 26: Monthly forecast vs. actual yield PVGIS

Forecast vs. Monthly yield [kWh] - PVGIS
Run. No 1 2 3 4 5
January 28.9 27.8 29.0 4.6 25.2
February 66 64.4 64.0 12.5 61.5
March 130.1 | 126.3 | 132.3 25.5 122.2
April 189.4 | 184.5 | 187.0 | 1355 | 178.3
May 247.2 | 240.7 | 240.6 | 240.6 233
June 247.8 | 240.9 | 240.8 | 240.8 | 233.2
July 239 232.4 | 232.3 | 232.3 | 2249
August 198.2 | 193.2 | 193.1 | 1929 | 186.8
September 145.2 | 141.7 | 141.7 | 1409 | 1364
October 78 76.2 76.0 75.5 73
November 38.4 37.3 36.7 25.9 34.8
December 25.7 24.2 28.2 9.2 20.7
Year 1634.1 | 1589.7 | 1601.8 | 1336 1530
Year ex. Jan. & Feb. | 1539 | 1497.4 | 1508.7 | 1319.1 | 1443.3

Table G. 27.: Forecast discrepancy from actual monthly yield, PVGIS data

Discrepancy from yield [%]

Run. No 1 2 3 5 MBE | RMSE
January 823.6 | 788.5 | 826.8 | 47.0 | 705.4 | 638.3 | 704.8
February 199.4 | 192.1 | 190.3 | -43.3 | 179.0 | 143.5 | 171.3
March -50.0 | -51.5 | -49.2 | -90.2 | -53.1 | -58.8 | 60.9

April -26.9 | -28.8 | -27.8 | -47.7 | -31.2 | -32.5 | 334

May 10.0 7.1 7.0 7.0 3.7 7.0 7.2

June -12.0 | -14.5 | -14.5 | -145 | -17.2 | -145 | 14.6

July -25.2 | -27.2 | -27.3 | -27.3 | -29.6 | -27.3 | 27.3

August -23.1 | -25.0 | -25.0 | -25.1 | -27.5 | -25.1 | 25.2
September -24.4 | -26.2 | -26.2 | -26.7 | -29.0 | -26.5 | 26.6
October -30.6 | -32.2 | -32.3 | -32.8 | -35.0 | -32.6 | 32.6
November -46.7 | -48.2 | -49.1 | -64.1 | -51.7 | -52.0 | 52.3
December -12.4 | -17.5 | -39 | -68.6 | -29.4 | -26.4 | 34.8
Year -19.7 | -21.8 | -21.2 | -34.3 | -24.8 | -24.4 | 249

Year ex. Jan. & Feb. -23.4 | -255 | -24.9 | -34.3 | -28.1 | -27.2 | 27.5
Monthly avg. 65.1 | 59.7 | 64.1 |-32.2 | 48.7 | 41.1 | 99.3
Monthly avg. Ex. Jan. & Feb. | -24.1 | -26.4 | -24.8 | -39.0 | -30.0 | -28.9 | 31.5
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Table G. 28: Monthly forecast vs. actual yield average 1996 - 2013 from FAGKLIM

Forecast vs. Monthly yield [kWh]- - Average 1996 - 2013
Run. No 1 2 3 4 5
January 30.9 29.8 29.2 4.8 26.7
February 77.4 75.7 75.1 15.1 72.2
March 185.5 | 180.7 | 180.2 38.7 174.8
April 206.8 202 201.9 | 148.6 195
May 263.9 257.5 257.4 257.4 249.3
June 255.5 | 248.9 | 248.8 | 248.38 241
July 254.5 | 248.3 | 248.2 | 248.2 | 240.4
August 222.8 | 217.4 | 217.4 | 217.2 | 2103
September 166.6 | 1629 | 1629 | 1619 | 156.7
October 89.8 87.7 87.1 86.9 84
November 38.2 37.3 37.1 25.7 345
December 16.6 16 16 5.8 13.4
Year 1808.4 | 1764.2 | 1761.4 | 1458.9 | 1698.5
Year ex. Jan. & Feb. 1700.2 | 1658.7 | 1657 | 1439.2 | 1599.4
Monthly avg. 150.7 147.0 | 146.8 121.6 141.5
Monthly avg. Ex. Jan. & Feb. | 170.0 | 165.9 165.7 143.9 159.9

Table G. 29: Forecast discrepancy from actual monthly yield, average 1996 - 2013 from FAGKLIM

Discrepancy from monthly yield [%] - average 1996 - 2013
Run. No 1 2 3 4 5 MBE | RMSE
January 887.5 | 852.4 | 833.2 | 53.4 | 753.3 | 676.0 | 745.5
February 251.1 | 243.4 | 240.7 | -31.5 | 227.5 | 186.2 | 215.8
March -28.8 | -30.6 | -30.8 | -85.1 | -32.9 | -41.6 | 47.0
April -20.2 | -22.0 | -22.1 | -42.6 | -24.7 | -26.3 | 27.6
May 17.4 14.6 14.5 145 | 109 14.4 14.5
June -93 | -11.6 | -11.6 | -11.6 | -14.4 | -11.7 | 11.8
July -20.3 | -22.3 | -22.3 | -22.3 | -24.7 | 224 | 224
August -13.5 | -15.6 | -15.6 | -15.7 | -18.4 | -15.7 | 15.8
September -13.3 | -15.2 | -15.2 | -15.7 | -18.4 | -15.6 | 15.7
October -20.1 | -21.9 | -22.5 | -22.6 | -25.2 | -22.5 | 22.5
November -47.0 | -48.2 | -485 | -64.3 | -52.1 | -52.0 | 52.4
December -43.4 | -45.5 | -45.5 | -80.2 | -54.3 | -53.8 | 55.5
Year -11.1 | -133 | -134 | -283 | -16.5 | -16.5 | 17.6
Year ex. Jan. & Feb. -154 | -17.4 | -17.5 | -28.3 | -20.4 | -19.8 | 20.3
Monthly avg. 78.4 | 73.1 | 71.2 | -27.0 | 60.5 51.2 | 103.9
Monthly avg. Ex. Jan. & Feb. | -19.8 | -21.8 | -22.0 | -34.6 | -25.4 | -24.7 | 28.5
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Table G. 30: Forecasted vs. actual monthly yield, RY data from FAGKLIM

Forecast vs. Monthly yield [kWh]- Measured values 2013/2014
Run. No 1 2 3 4 5
January 10.5 10.1 10.1 1.5 9.3
February 19.9 19.2 19.2 2.8 18.3

March 262.5 | 256.3 | 255.1 56.9 248.2
April 252 246.7 | 246.6 | 181.8 238
May 209.7 | 203.8 | 203.7 | 203.7 | 197.2
June 266.4 | 259.5 | 259.4 | 259.4 | 251.3
July 290.9 | 2839 | 283.9 | 283.8 275

August 2389 | 233.5 | 2334 | 233.1 | 225.8

September 178 174.4 174.3 173.3 167.9
October 91.8 89.9 89.7 88.8 86
November 52.6 51.2 50.8 36.3 48.4
December 15.7 15.2 15.2 5.5 13.3
Year 1888.7 | 1843.8 | 1841.4 | 1527.1 | 1778.7
Year ex. Jan. & Feb. | 1858.5 | 1814.4 | 1812.1 | 1522.6 | 1751.1

Table G. 31: Forecast discrepancy from actual monthly yield, RY data from FAGKLIM

Discrepancy from monthly yield [%] - 2013/2014

Run. No 1 2 3 4 5 MBE | RMSE
January 235.6 | 222.8 | 222.8 | -52.1 | 197.2 | 165.3 | 198.2
February -9.7 | -129 | -129 | -87.3 | -17.0 | -28.0 | 40.8
March 0.8 -1.6 -2.0 | -78.1 | -4.7 | -17.1 | 35.0
April -2.7 -4.8 -4.8 | -29.8 | -8.1 | -10.0 | 14.2
May -6.7 -9.3 -9.4 -94 | -12.3 | -94 9.6
June -5.4 -7.8 -7.9 -7.9 | -10.8 | -8.0 8.1
July -89 | -11.1 | -11.1 | -11.2 | 139 | -11.2 | 11.4
August -7.2 -9.3 -9.4 -9.5 | -12.3 | -9.6 9.7
September -7.4 -9.2 -9.3 -9.8 | -12.6 | -9.7 9.8
October -18.3 | -20.0 | -20.1 | -21.0 | -23.4 | -20.6 | 20.6
November -27.0 | -29.0 | -29.5 | -49.6 | -32.8 | -33.6 | 34.6
December -46.5 | -48.2 | -48.2 | -81.3 | -54.7 | -55.8 | 57.3
Year -7.1 -9.3 -9.5 | -24.9 | -12.5 | -12.7 | 14.2
Year ex. Jan. & Feb. -7.5 -9.7 9.8 | -24.2 | -12.8 | -12.8 | 14.1
Monthly avg. 8.0 5.0 48 | -37.2| -0.4 -4.0 37.4
Monthly avg. Ex. Jan. & Feb. | -12.9 | -15.0 | -15.2 | -30.8 | -18.6 | -18.5 | 21.0
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Table G. 32: forecasted vs. actual monthly yield, Measured 2013 data from FAGKLIM

Forecast vs. actual Yield - Measured values 2013
Run. No 1 2 3 4 5
January 38.9 37.8 37.3 6.5 34.8
February 75.7 73.9 73.8 14.5 70.8
March 261.7 | 256.1 | 255.1 56.8 247.9
April 2529 | 247.8 | 247.7 | 182.6 | 238.9
May 211 205.1 205 205 198.5
June 267.1 | 260.2 | 260.1 | 260.1 | 251.9
July 292.5 | 2854 | 285.3 | 285.3 | 276.4
August 237.4 232 2319 | 2316 | 2244
September 169.3 | 165.6 | 165.5 | 164.3 | 159.1
October 91.6 89.3 88.5 88 85.1
November 53.8 52.5 52.4 36.9 49.3
December 15.2 14.7 14.7 5.6 13.1
Year 1967.1 | 1920.5 | 1917.3 | 1537.2 | 1850.2
Year ex. Jan. & Feb. | 1852.5 | 1808.7 | 1806.2 | 1516.2 | 1744.6

Table G. 33: Forecast discrepancy from actual monthly yield, Measured 2013 data from FAGKLIM

Discrepancy from monthly yield [%] - Measure values 2013

Run. No 1 2 3 4 5 MBE | RMSE
January 1143.2 | 1108.1 | 1092.1 | 107.7 | 1012.2 | 892.6 | 976.1
February 243.4 | 235.2 | 234.8 | -34.2 | 221.1 | 180.1 | 209.6
March 0.5 -1.6 -2.0 -78.2 -4.8 -17.2 | 35.1

April -2.4 -4.3 -4.4 -29.5 -7.8 -9.7 14.0

May -6.1 -8.7 -8.8 -8.8 -11.7 -8.8 9.0

June -5.2 -7.6 -7.6 -7.6 -10.5 -7.7 7.9

July -8.4 -10.7 -10.7 | -10.7 | -13.5 | -10.8 | 10.9

August -7.8 -9.9 -10.0 | -10.1 | -12.9 | -10.1 | 10.3
September -11.9 -13.8 -13.9 | -145 | -17.2 | -14.2 | 143
October -18.5 -20.5 -21.2 | -21.7 | -24.2 | -21.2 | 213
November -25.3 -27.1 -27.3 | -48.8 | -31.6 | -32.0 | 33.2
December -48.2 -49.9 -499 | -80.9 | -55.3 | -56.8 | 58.2
Year -3.3 -5.6 -5.7 -24.4 -9.0 -9.6 12.3

Year ex. Jan. & Feb. -7.8 -10.0 -10.1 | -245 | -13.1 | -13.1 | 144
Monthly avg. 104.4 99.1 97.6 | -19.8 87.0 73.7 | 116.6
Monthly avg. Ex. Jan. & Feb. | -13.3 -15.4 -15.6 | -31.1 | -19.0 | -189 | 214
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Appendix G.7: Simulated losses — Tabular presentation of values from reports

Table G. 34: Losses of forecasts based on measured data

2013/2014 2013
Run 1 2 3 4 5 Run 1 2 3 4 5
Transposition 229 | 229 | 229 | 229 | 229 Transposition 248 | 248 | 248 | 248 | 2438
Near shading 0 -2.5 -2.6 -2.9 -2.9 Near shading 0 -2.5 -2.5 -3 -3
1AM -3.2 -2.9 -2.9 -2.9 -2.9 1AM -3.1 -2.9 -2.9 -2.9 -2.9
Soiling 0 0 0 - -3 Soiling 0 0 0 - -3
15.2 17.5
Optical loss -3.2 -5.4 -5.5 -21 -8.8 Optical loss -3.1 -5.4 -5.4 - -8.9
23.4
Irradiance -7.8 -8 -8 -8.9 -8.3 Irradiance -8 -8.1 -8.1 -9.2 -8.4
Module -2 -2 -2 -2 -2 Module -2 -2 -2 -2 -2
quality/LID quality/LID
Module layout 0 0 0 0 0 Module layout 0 0 -0.1 0 0
Temperature -0.9 -0.8 -0.8 -14 -0.6 Temperature -0.5 -0.4 -0.4 -1.2 -0.2
Ohmic -0.9 -0.9 -0.9 -0.8 -0.9 Ohmic -0.9 -0.9 -0.9 -0.8 -0.8
Inverter -4.7 -4.7 -4.8 -5 -4.9 Inverter -4.6 -4.7 -4.7 -5.2 -4.7
System loss - - - - - System loss -16 - - - -
16.3 | 164 | 16.5 | 181 | 16.7 16.1 | 16.2 | 18.4 | 16.1
PR 81.0 79.1 78.9 64.7 76.0 PR 814 79.4 79.3 62.5 76.4
APR -0.6 -0.6 -0.7 -1.3 -0.9 APR -0.5 -0.6 -0.6 -1.5 -0.6
Average 1996 - 2013 Bioforsk 2005 - 2013
Run 1 2 3 4 5 Run 1 2 3 4 5
Transposition 22.8 | 228 | 22.8 | 228 | 2238 Transposition 26.2 | 26.2 | 26.2 | 26.2 | 26.2
Near shading 0 -2.6 -2.6 -3.1 -3.1 Near shading 0 -2.6 -2.6 -3.4 -3.4
1AM -3.2 -2.9 -2.9 -2.9 -2.9 1AM -3.1 -2.9 -2.9 -2.9 -2.9
Soiling 0 0 0 - -3 Soiling 0 0 0 - -3
15.2 17.3
Optical loss -3.2 -5.5 -5.5 - -9 Optical loss -3.1 -5.5 -5.5 - -9.3
21.2 23.6
Irradiance -8.3 -8.5 -8.5 -9.2 -8.8 Irradiance -8.2 -8.4 -8.4 -9.3 -8.7
Module -2 -2 -2 -2 -2 Module -2 -2 -2 -2 -2
quality/LID quality/LID
Module layout 0 0 0 0 0 Module layout 0 0 -0.2 0 0
Temperature -0.8 -0.7 -0.7 -1.4 -0.5 Temperature -0.1 0 0 -0.8 0.1
Ohmic -0.9 -0.9 -0.9 -0.8 -0.8 Ohmic -0.8 -0.8 -0.8 -0.8 -0.8
Inverter -4.8 -4.9 -4.9 -5.2 -5 Inverter -4.6 -4.7 -4.7 -5.1 -4.7
Total system loss - -17 -17 - - Total system loss - - - -18 -
16.8 18.6 17.1 15.7 15.9 16.1 16.1
PR 80.5 78.4 78.4 64.1 75.4 PR 81.7 79.5 79.3 62.6 76.1
APR -0.6 -0.7 -0.6 -1.3 -0.8 APR -0.4 -0.5 -0.5 -1.5 -0.7
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Table G. 35: Losses of forecasts based on databases

NASA SSE PVGIS
Run 1 2 3 4 5 Run 1 2 3 4 5
Transposition 244 | 244 | 244 | 244 | 244 Transposition 18.8 18.8 18.8 18.8 18.8
Near shading 0.0 -2.6 -2.6 -3.2 -3.2 Near shading 0.0 -2.8 -2.8 -3.3 -3.3
1AM -3.1 -3.0 -3.0 -2.9 -2.9 IAM -3.3 -3.1 -3.0 -3.0 -3.0
Soiling 0.0 0.0 0.0 - -3.0 Soiling 0.0 0.0 0.0 - -3.0
15.8 13.9
Optical loss -3.1 -5.6 -5.6 - 9.1 Optical loss -3.3 -5.9 -5.8 - -9.3
21.9 20.2
Irradiance -7.9 -8.1 -8.1 -8.8 -8.4 Irradiance 9.1 -9.2 -9.2 -9.8 -9.6
Module -2.0 -2.0 -2.0 -2.0 -2.0 Module -2.0 -2.0 -2.0 -2.0 -2.0
quality/LID quality/LID
Module layout 0.0 0.0 -0.1 0.0 0.0 Module layout 0 0 -0.2 0 0
Temperature -0.4 -0.3 -0.3 -11 -0.2 Temperature -0.7 -0.6 -0.6 -14 -0.5
Ohmic -0.9 -0.9 -0.9 -0.9 -0.8 Ohmic -0.8 -0.8 -0.8 -0.8 -0.8
Inverter -4.6 -4.6 -3.4 -5.0 -4.7 Inverter -5.1 -5.2 -4.2 -5.6 -5.2
Total system loss - - - - - Total system loss - - - - -
15.8 | 159 | 148 | 17.8 | 16.1 17.7 | 17.8 | 17.0 | 19.6 | 18.1
PR 81.0 79.1 78.9 64.7 76.0 PR 81.0 79.1 78.9 64.7 76.0
APR -1.1 -0.9 -2.0 -0.9 -0.9 APR 0.8 1.0 0.2 -0.9 0.9
Meteonorm
Run 1 2 3 4 5
Transposition 21.0 | 21.0 | 210 | 21.0 | 210
Near shading 0.0 -2.7 -2.7 -3.3 -3.3
1AM -3.3 -3.0 -3.0 -3.0 -3.0
Soiling 0.0 0.0 0.0 - -3.0
13.7
Optical loss -3.3 -5.7 -5.7 - -9.3
20.0
Irradiance -8.6 -8.7 -8.7 -9.3 -9.0
Module -2.0 -2.0 -2.0 -2.0 -2.0
quality/LID
Module layout 0 0 -0.2 0 0
Temperature -11 -1.0 -1.0 -1.6 -0.8
Ohmic -0.8 -0.8 -0.8 -0.8 -0.8
Inverter -4.9 -5.0 -4.4 -5.2 -5.0
Total system loss - - - - -
17.4 17.5 17.1 18.9 17.6
PR 81.0 | 79.1 | 789 | 64.7 | 76.0
APR 0.4 0.6 0.1 -1.6 0.4
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Appendix G.8: Graphical presentation of simulated data

This appendix presents the graphical appearance of simulated data.

An example of a report from PVsyst is shown on the next page. It shows the
forecast from the combined far/near-shading scenario in order to illustrate all
parts that may bee seen in a report. Some reports may have fewer elements than
this report, and others may have more, depending on the amount of information
wanted by the user. The shortest report usually consists of four pages.

Because seven sources were used, with each five runs, in addition to the
combined scenario shown here, the total number of reports would be 40.

This generally means that at least 160 report pages could be expected, which is
the reason why only one is shown here.

The first report page shows which synthetic file the user has chosen, the location
coordinates and name, along with chosen variant and date.

If a general albedo value is applied, then this is shown, if another is applied or
the values are specified monthly, then these are shown.

Otherwise the chosen system configuration and components are listed, along
with current, voltage and power characteristics.

In addition, the chosen detailed loss factors are listed, along with the loss they
induce in the forecast.

The second page shows the sun path including horizon profile for the project
site, along with the values for sun height and azimuth specified by the user.
This page is omitted if no horizon is applied, and only near shading is used.

The third page shows the near shading 3D model, along with an iso-shadings
diagram that gives the user an idea of how the near shading elements induce
shading losses. The lines in the diagram show the shading loss induced for the
different times of the year.

The fourth page shows the forecasted yield, performance ratio and specific yield
of the system. In addition, the synthetic data are shown - irradiance data, grid
injection at monthly basis, and so on. This page is normally the most important
one, together with the losses diagram.

The fifth page shows a loss diagram. The first section is termed optical losses, or
pre-conversion losses, and includes IAM losses, soiling and the shading loss.
The second section shows array losses. The third section shows inverter losses.
The combined array and inverter losses are termed total system loss in this
thesis.
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PVSYST V6.22

09/04/14

Page 1/5

Grid-Connected System: Simulation parameters

Project : Grid-Connected Project at As
Geographical Site As
Situation Latitude
Time defined as Legal Time
Albedo
Meteo data: As

Country Norway
59.7°N Longitude 10.8°E
Time zone UT+1 Altitude 72 m
0.20
Synthetic - Measured 1996 - 2013 All parameters - Alternat

Simulation variant :

aas with horizon, shading, module layout and overall soiling

Simulation date 09/04/14 20h24

Simulation parameters
Collector Plane Orientation Tilt  36° Azimuth -2°
Models used Transposition Perez Diffuse Erbs, Meteonorm
Horizon Average Height 6.5°
Near Shadings Detailed electrical calculations (acc. to module layout)
PV Array Characteristics
PV module Si-poly Model REC PE215AJM

Manufacturer REC
Number of PV modules In series 9 modules In parallel 1 strings
Total number of PV modules Nb. modules 9 Unit Nom. Power 220 Wp
Array global power Nominal (STC) 1980 Wp At operating cond. 1792 Wp (45°C)
Array operating characteristics (50°C) Umpp 245V Impp 7.3A
Total area Module area 14.9 m?
Inverter Model Theia 2.9 HE-t

Manufacturer Eltek Valere
Characteristics Operating Voltage 230-480 V Unit Nom. Power 2.90 kW AC
PV Array loss factors
Array Soiling Losses Loss Fraction 3.0 %
Thermal Loss factor Uc (const) 29.0 W/m?K Uv (wind) 0.0 W/m?K/ m/s
Wiring Ohmic Loss Global array res. 363 mOhm Loss Fraction 1.0 % at STC
Serie Diode Loss Voltage Drop 0.7V Loss Fraction 0.3 % at STC
LID - Light Induced Degradation Loss Fraction 1.0 %
Module Quality Loss Loss Fraction 1.0 %
Module Mismatch Losses Loss Fraction 0.0 % at MPP
Incidence effect, ASHRAE parametrization IAM= 1-bo (1/cosi-1) bo Param. 0.05

User's needs : Unlimited load (grid)
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PVSYST V6.22 09/04/14 | Page 2/5
Grid-Connected System: Horizon definition
Project : Grid-Connected Project at As
Simulation variant : aas with horizon, shading, module layout and overall soiling
Main system parameters System type Grid-Connected
Horizon Average Height 6.5°
Near Shadings Detailed electrical calculations (acc. to module layout)
PV Field Orientation tilt 36° azimuth -2°
PV modules Model REC PE215AJM Pnom 220 Wp
PV Array Nb. of modules 9 Pnom total 1980 Wp
Inverter Model Theia 2.9 HE-t Pnom 2900 W ac
User's needs Unlimited load (grid)
Horizon Average Height 6.5° Diffuse Factor 0.95
Albedo Factor 100 % Albedo Fraction 0.67
Height [°] 0.0 7.0 7.0 0.0 7.0 7.0 0.0 0.0 7.0 0.0 0.0 13.0 13.0 11.0
Azimuth [°]| -47 -47 -44 -44 -40 -28 -28 -26 -26 -22 -20 -20 -15 -15
Height [°] 11.0 0.0 0.0 9.0 9.0 11.0 11.0 0.0 0.0 7.5 9.2 75 0.0 0.0
Azimuth [°] -9 -9 -9 -8 -7 -7 -4 -4 -0 0 0 4 4 7
Height [°] 7.0 7.0 75 7.5 6.0 6.0 7.5 7.5 7.0 7.5 6.0 7.5 55 7.0
Azimuth [°] 7 10 10 12 12 14 14 17 17 18 21 22 24 25
Height [°] 7.0 55 7.0 6.5 6.0 6.5 6.0 7.5 7.0 7.0 7.5 5.5 55 7.5
Azimuth [°] 29 30 30 43 43 70 75 75 76 77 80 81 85 90
Horizon Aas
%0 : : : Plar‘le: tilt 36°, a‘zimuth -2° ‘ : : :
1: 22 june
2:22 may - 23 july
3: 20 apr - 23 aug
4: 20 mar - 23 sep
751 5:21 feb - 23 oct _|
6: 19 jan - 22 nov
7:22 december |
60 |- -1
12h 13h
11h
= 5 14h
= 10h
% ) 15h ]
= Sh 3
z 16h
8h
20N 7 17h d
7h
18h
6h 5
h
151 1
5h
6 20h
4h
efjihd 1 ehin
e pl & h pl
-9150 -120 -90 -60 -30 0 30 60 90 120 150
Azimuth [[*]]

192




PVSYST V6.22

09/04/14

Page 3/5

Grid-Connected System: Near shading definition

Project :

Simulation variant :

Grid-Connected Project at As

aas with horizon, shading, module layout and overall soiling

Main system parameters System type

Horizon Average Height
Near Shadings Detailed electrical calculations
PV Field Orientation tilt
PV modules Model
PV Array Nb. of modules
Inverter Model

User's needs Unlimited load (grid)

Grid-Connected

6.5°

(acc. to module layout)

36° azimuth
REC PE215AJM Pnom
9 Pnom total
Theia 2.9 HE-t Pnom

220 Wp
1980 Wp
2900 W ac

Perspective of the PV-field and surrounding shading scene

. Zepin_
-, \M -

Iso-shadings diagram
Grid-Connected Project at As

Shading loss: 5 %

Shading loss: 10 %
.. Shading loss: 20 %
Shading loss: 40 %

60

11h

10h
451
oh

Sun height [[“]]

8h

4h

90 Beam shading factor (linear calculation) : Iso-shadings curves
Sndding (oss: 1% Attenuation for diffuse: 0.010

and albedo: 0.101

1: 22 june

2:22 may - 23 july
3: 20 apr - 23 aug
4: 20 mar - 23 sep
5:211feb-23 oct |
6:19 jan - 22 nov
7: 22 december

13h
14h

15h

16h

0
Azimuth [[°]]

150
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PV

SYST V6.22

09/04/14 | Page 4/5

Project :

Simulation variant :

Grid-Connected System: Main results

Grid-Connected Project at As

aas with horizon, shading, module layout and overall soiling

Main system parameters

System type

Grid-Connected

Horizon Average Height 6.5°

Near Shadings Detailed electrical calculations (acc. to module layout)

PV Field Orientation tilt  36° azimuth -2°

PV modules Model REC PE215AJM Pnom 220 Wp
PV Array Nb. of modules 9 Pnom total 1980 Wp
Inverter Model Theia 2.9 HE-t Pnom 2900 W ac
User's needs Unlimited load (grid)

Main simulation results

System Production

Produced Energy

Performance Ratio PR 75

1785 kWh/year

Specific prod. 901 kWh/kWp/year

3%

Normalized Energy [kKWhikWp/day]

Normalized productions (per installed kWp): Nominal power 1980 Wp

7

T T T T T
Lc : Collection Loss (PV-array losses)
Ls : System Loss (inverter,

Yf

T T T
0.69 KWh/kWp/day
0.12 KWh/kWp/day
Produced useful energy (inverter output)  2.47 kWh/kWp/day

T T

Performance Ratio PR

aas with horizon, shading, module

Performance Ratio PR

Il PR - Pefformance Ratio [Yf/Yr)' 0.753 "

layout and overall soiling

Balances and main results
GlobHor TAmb Globinc GlobEff EArray E_Grid EffArrR EffSysR
kWh/m? °C kWh/m? kWh/m? kWh kWh % %

January 9.4 -3.30 26.8 18.0 30.9 28.3 7.79 7.1
February 259 -3.10 53.2 47.8 87.3 829 11.05 10.48
March 70.7 0.10 117.4 106.7 195.3 187.1 11.21 10.73
April 100.9 5.40 129.5 119.1 2126 203.2 11.05 10.56
May 148.6 10.60 167.0 153.3 267.4 255.8 10.78 10.32
June 160.6 14.30 165.6 151.5 258.0 246.5 10.49 10.03
July 155.0 16.60 165.4 151.7 255.7 2442 10.41 9.94
August 121.0 15.90 147.9 135.7 2292 219.3 10.44 9.99
September 75.0 11.60 112.1 102.7 176.4 168.6 10.60 10.13
October 333 6.00 64.8 58.7 102.1 96.8 10.61 10.06
November 11.5 2.00 30.4 242 421 39.0 9.32 8.64
December 55 -2.40 17.8 9.1 15.1 13.0 573 4.94
Year 917.4 6.19 1197.7 1078.5 1872.2 1784.7 10.53 10.03
Legends: GlobHor Horizontal global irradiation EArray Effective energy at the output of the array

T Amb Ambient Temperature E_Grid Energy injected into grid

GloblInc Global incident in coll. plane EffArrR Effic. Eout array / rough area

GlobEff Effective Global, corr. for IAM and shadings EffSysR Effic. Eout system / rough area
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PVSYST V6.22

09/04/14

Page 5/5

Project :

Grid-Connected System: Loss diagram

Grid-Connected Project at As

Simulation variant :

aas with horizon, shading, module layout and overall soiling

Main system parameters

Horizon

Near Shadings

PV Field Orientation
PV modules

PV Array

Inverter

User's needs

System type

Average Height 6.5°

Detailed electrical calculations

Grid-Connected

(acc. to module layout)

tit 36° azimuth -2°
Model REC PE215AJM Pnom 220 Wp
Nb. of modules 9 Pnom total 1980 Wp
Model Theia 2.9 HE-t Pnom 2900 W ac

Unlimited load (grid)

Loss diagram over the whole year

917 KW
/K/Lﬂo.e%

-4.0%
-0.5%

&/ -2.8%
-3.0%
1079 kWh/m? * 15 m? coll.

efficiency at STC = 13.28%

2127 kWh

1877 kWh

N9-0.3%
1785 kWh

1 785%//4

Horizontal global irradiation
Global incident in coll. plane

Far Shadings / Horizon
Near Shadings: irradiance loss
IAM factor on global

Soiling loss factor

Effective irradiance on collectors
PV conversion

Array nominal energy (at STC effic.)
PV loss due to irradiance level

PV loss due to temperature

Shadings: Electrical Loss detailed module calc.
Module quality loss

LID - Light induced degradation

Module array mismatch loss

Ohmic wiring loss

Array virtual energy at MPP

Inverter Loss during operation (efficiency)

Inverter Loss over nominal inv. power
Inverter Loss due to power threshold
Inverter Loss over nominal inv. voltage
Inverter Loss due to voltage threshold
Available Energy at Inverter Output

Energy injected into grid
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Appendix G.9: Simulation tests and synthetic data

Table G. 36: Results for diffuse irradiation from the synthetic hourly generation test

Generation test - Diffuse horizontal irradiation [kWh/m?]
| ] 1 v Vv
January 6.9 6.9 6.9 7.7 7.7
February 15.2 15.2 15.2 184 | 184
March 346 | 346 | 346 | 365 | 36.5
April 46.1 | 46.1 | 46.1 | 53.1 | 53.1
May 759 | 759 | 759 | 67.8 | 67.8
June 747 | 74.7 | 74.7 | 72.6 | 72.6
July 61.8 | 61.8 | 61.8 | 72.2 | 72.2
August 66.5 | 66.5 | 66.5 | 584 | 584
September 399 | 399 | 399 | 374 | 374
October 209 | 209 | 20.9 | 20.8 | 20.8
November 7.6 7.6 7.6 8.9 8.9
December 4.4 4.4 4.4 5.0 5.0
Year 4545 | 4545 | 454.5 | 458.7 | 458.7
Discrepancy from | [%] 0.9 0.9

Table G. 37: Results for global irradiation from the synthetic hourly generation test

Generation test - Global irradiation in collector plane [kWwh/m?]
I Il 11 IV Vv
January 21.8 21.8 21.8 19.5 19.5
February 50.4 50.4 50.4 45.7 45.7
March 110.4 | 110.4 | 1104 | 108.7 | 108.8
April 126.9 | 1269 | 126.9 | 124.8 | 1204
May 161.2 | 161.2 | 161.2 | 163.3 | 160.3
June 161.9 | 1619 | 1619 | 162.4 | 164.4
July 163.9 | 1639 | 163.9 | 163.0 | 161.7
August 139.0 | 139.0 | 139.0 | 142.5 | 142.2
September 102.6 | 102.6 | 102.6 | 104.9 | 102.2
October 55.4 55.4 55.4 55.7 53.6
November 27.6 27.6 27.6 24.4 21.9
December 13.4 13.4 13.4 11.2 11.0
Year 11345 | 1134.5 | 1134.5 | 1126.2 | 1111.7
Discrepancy from | [%] -0.7 -2.0
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Table G. 38: Results for wind speed from the synthetic hourly generation test

Generation test - Wind speed [m/s]

| Il ] v |V
January 3.713.73.7|3.7 |35
February | 4.0 40 4.0|4.0|3.9
March 3.8/3.8|38|3.8|3.7
April 39/39,39|39 (3.7
May 3.7 137137 |3.7|36
June 3.7 137 3.7|3.7 |36
July 33133 /33|33(3.2
August 3434 ,34|34|33
September | 3.7 | 3.7 | 3.7 | 3.7 | 3.5
October 3.7 137 3.7|3.7|36
November | 3.9 |39 |3.9(3.9 (3.7
December | 3.8 | 3.8 3.8 | 3.8 |3.6
Year 3.713.7137|3.7|36

Table G. 39: Synthetic hourly data generated for Bioforsk

Synthetic data

Aas, (Lat. 59.7 — N, long. 10.8 — E, alt. 94 m)

Bioforsk 2005 — 2013 Synthetic

Meteo for Aas, Reference year
Interval beginning GlobHor DiffHor Globlnc TAmb | WindVel

MJ/mZ.mth | MJ/m%mth MJ/m”mth °C m/s

Jan-90 43.4 27.0 109.5 -3.8 3.8
Feb-90 100.8 56.3 190.3 -4.2 4.2
Mar-90 272.8 117.2 423.3 0.5 3.9
Apr-90 405.0 196.9 500.3 5.7 3.9
May-90 554.9 264.3 604.2 10.6 3.8
Jun-90 624.0 277.9 652.5 14.3 3.8
Jul-90 561.1 274.9 595.9 16.1 3.3
Aug-90 437.1 237.2 492.9 14.9 3.5
Sep-90 282.0 151.8 378.7 10.8 3.7
Oct-90 133.3 83.1 2125 5.6 3.9
Nov-90 48.0 33.0 95.8 1.7 4.0
Dec-90 27.9 19.6 78.9 -3.2 3.9

Year 90 3490.3 1739.2 4334.9 5.8 3.8
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Table G. 40: Results from the U-values tests

Forecast vs Yield - Ideal scenario with different U values

Run. No 1 2 3 Inv. Output [kWh]
January 30.9 30.9 31.1 3.1
February 77.4 77.4 78.3 22.0
March 185.5 | 186.3 | 190.2 260.4
April 206.8 | 207.5 | 212.2 259.0
May 263.9 | 264.5 | 270.5 224.8
June 255.5 | 255.9 | 261.8 281.6
July 2545 | 254.4 | 259.5 319.4
August 222.8 223 227.3 257.6
September 166.6 | 166.9 | 170.2 192.1
October 89.8 89.8 91 112.3
November 38.2 38.2 38.6 72.1
December 16.6 16.6 16.7 29.3
Year 1808.4 | 1811.3 | 1847.3 2033.8
Year ex. Jan. & Feb. 1700.2 | 1703.1 | 1738 2008.6
Discrepancy from yield [%]
Run. No 1 2 3 MBE RMSE
January 887.5 | 887.5 | 893.9 | 889.7 889.7
February 251.1 | 251.1 | 255.2 | 252.4 252.5
March -28.8 -28.5 -27.0 | -28.1 28.1
April -20.2 -19.9 -18.1 | -19.4 19.4
May 17.4 17.7 20.4 18.5 18.5
June -9.3 -9.1 -7.0 -8.5 8.5
July -20.3 -20.4 -18.8 | -19.8 19.8
August -13.5 -13.4 -11.8 | -12.9 12.9
September -13.3 -13.1 -11.4 | -12.6 12.6
October -20.1 -20.1 -19.0 | -19.7 19.7
November -47.0 -47.0 -46.4 | -46.8 46.8
December -43.4 -43.4 -43.1 | -43.3 43.3
Year -11.1 -10.9 -9.2 -10.4 104
Year ex. Jan. & Feb. -15.4 -15.2 -13.5 | -14.7 14.7
Monthly avg. 78.4 78.5 80.6 79.1 114.3
Monthly avg. Ex. Jan. & Feb. | -19.8 -19.7 -18.2 | -19.3 23.0
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Appendix H: Economical data

Table H. 1: LCOE for all runs and sources according to the original forecast

LCOE - All runs, all sources

2013/2014 2013 1996 - 2013 Bioforsk | NASA Metenorm PVGIS | Actual | MBE [%] RMSE [%]
1 2.23 2.14 2.32 2.12 2.07 2.37 2.57 | 2.07 9.1 12.7
2 2.28 2.19 2.38 2.17 2.12 2.43 2.64 | 2.07 11.9 15.1
3 2.28 2.19 2.39 2.17 2.10 2.42 2.62 | 2.07 11.7 14.8
4 2.75 2.73 2.88 2.70 2.59 2.88 3.15 | 2.07 35.9 37.3
5 2.36 2.27 2.47 2.26 2.21 2.53 2,75 | 2.07 16.3 19.0
Table H. 2: LCOE for all runs and sources with forecasts adjusted for positive mismatch

LCOE [NOK/kWHh] - All runs, all sources; adjusted for positive mismatch

2013/2014 2013 1996 - 2013 Bioforsk | NASA Metenorm PVGIS | Actual | MBE [%] RMSE [%]
1 2.14 2.05 2.23 2.03 1.99 2.27 2.47 | 2.07 4.8 9.6
2 2.19 2.10 2.29 2.08 2.04 2.33 2.54 | 2.07 7.4 11.5
3 2.19 2.10 2.29 2.09 2.02 2.33 2.52 | 2.07 7.2 11.2
4 2.64 2.62 2.76 2.60 2.48 2.76 3.02 | 2.07 30.4 31.9
5 2.27 2.18 2.38 2.17 2.12 2.43 2.64 | 2.07 11.7 14.8
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