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Abstract

Simulations of increasingly sophisticated neural network models have acceler-
ated the progress of neuroscience, but have also led to an increased reliance
on the simulation software. Testing the quality of this software therefore be-
comes important. Here we develop test strategies for some of the most common
probabilistic connection algorithms used in simulators, and implement these
as Python based test suites. We develop approaches to alleviate the problems
of statistical software testing, i.e., the unavoidable occurrence of false positives
and negatives. The tests are developed for the NEST simulator, but can easily
be adapted to work with analogous connection algorithms in other simulators.

For random connections with predefined in- or out-degree, observed ran-
dom degrees are compared with expectation using Pearson’s chi-squared test.
For networks with structure in two- or three-dimensional space, i.e., with a
distance-dependent connection probability, the Kolmogorov-Smirnov (KS) test
is used to compare the empirical distribution function (EDF) of distances be-
tween connected source-target pairs with the expected cumulative distribution
(CDF), obtained by numerical integration of the normalized product of the
radial distribution of nodes and the distance-dependent connection probabil-
ity (kernel). A Z-test comparing the total number of connections with the
expectation is also implemented. For all three of these tests, a two-level test
can be used, comparing the distribution of p-values from multiple tests of indi-
vidual network realizations with the expected uniform distribution, using the
KS test. This approach results in greatly increased sensitivity. For automated
tests used in test suites, an adaptive approach is proposed. Here, one test is
performed, and if the result is suspicious, the more thorough two-level test is
performed. This approach is fast, as the two-level test is only invoked for a
fraction of the test cases under normal circumstances. It also results in a very
low rate of false positives.

The probabilistic connection algorithms of NEST were tested under a vari-
ety of conditions, e.g. with different network sizes, different number of virtual
processes (VPs) and different distance-dependent connection probability func-
tions (kernels). No evidence of any error or bias was found in the algorithms.
The test strategies themselves were shown to detect an array of small errors
and biases when these were deliberately introduced into the algorithm.






Sammendrag

Simuleringer av stadig mer sofistikerte nevrale nettverksmodeller har veert med
pa a drive nevrovitenskapen fremover, men har samtidig fgrt til en gkt avhen-
gighet av simuleringsprogramvare. A teste kvaliteten til denne programvaren
der derfor viktig. Her utvikler vi strategier for testing av noen av de mest brukte
koblingsalgoritmene, og vi implementerer disse som Python-baserte testpak-
ker. Vi utvikler metoder for a redusere hyppigheten av type I og type II feil.
Testene er utviklet for simulatoren NEST, men kan modifiseres for a fungere
med tilsvarende koblingsalgoritmer i andre simulatorer.

For tilfeldige koblinger med forhandsbestemt inn- eller utgrad sammenlig-
nes de observerte tilfeldige gradene med forventningsverdier ved hjelp av Pear-
sons kjikvadrattest. For nettverk med romlig struktur, dvs. nettverk med en
koblingssannsynlighet som avhenger av avstand, brukes Kolmogorov-Smirnov-
testen (KKS-testen) til & sammenligne den empiriske kumulative fordelingen av
avstander mellom sammenkoblede node-par med den forventede kumulative
fordelingen, funnet ved numerisk integrasjon av det normaliserte produktet
av den radiale fordelingsfunksjonen av noder og den avstandsavhengige kob-
lingssannsynligheten. En Z-test som sammenligner det totale antallet koblinger
med forventningsverdien er ogsa implementert. For alle disse testene kan en
to-niva-test anvendes. Denne sammenligner fordelingen av p-verdier fra flere
tester av individuelle nettverksrealiseringer med den forventede uniforme for-
delingen ved hjelp av KS-testen. Dette gir en betraktelig gkt sensitivitet. For
automatiserte tester brukt i testpakker foreslar vi en adaptiv lgsning. Denne
gar ut pa at en enkel test kjores, og kun dersom resultatet er mistenkelig kjg-
res den mer grundige to-niva-testen. Pa denne maten kan automatiserte tester
kjgre fort, siden to-niva-testen normalt kun vil kjores for en liten andel av
test-tilfellene. 1 tillegg far vi fa feilaktige godkjennelser (type I feil).

De tilfeldige koblingsalgoritmene i NEST ble testet under ulike forhold, for
eksempel med forskjellig nettverkstgrrelse, forskjellig antall virtuelle prosesser
og foreskjellige avstandsavhengige koblingssannsynligheter. Det ble ikke funnet
noe bevis pa feil eller skjevheter i algoritmene. Det ble vist at teststrategiene
oppdaget en rekke feil og skjevheter nar disse bevisst ble lagt inn i algoritmene.
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Chapter 1

Introduction

The brain is a truly remarkable machine. It routinely performs tasks that
are impossible for even the most powerful supercomputer, and it does so in a
highly energy-efficient manner. It can analyze patterns extremely efficiently,
interpret them, and produce appropriate behavioral responses. It can store
enormous amounts of information, allowing us to recollect things like phone
numbers, familiar faces, songs and episodes from early life. But perhaps even
more impressively, the brain is capable of producing consciousness, and allows
us to experience our own thoughts and feelings.

Scientists’ desire to unlock the mysteries of the brain is obvious. Not only
would it allow us to better understand, and perhaps cure, the hundreds of
different brain diseases that exist, such as depression, Alzheimer’s disease,
Parkinson’s disease, epilepsy, and migraine. The knowledge of how the brain
solves complex problems would likely also result in radical changes to how
computers work. New storage technologies that mimic the way the brain stores
and recollects memories might emerge, and computers might finally be able
to learn the way humans do. Artificial intelligence (AI) might seem a lot less
artificial.

However, understanding the brain is one of the greatest challenges facing
scientists today. A great deal is understood about how single neurons function,
how they communicate with other neurons through synapses, and how these
synapses are formed and change over time. What is not well understood is
how brain function emerges from billions of neurons communicating with each
other over trillions of synapses. One way to address this problem is to simulate
the activity of a large number of neurons in a computer. With such a simu-
lation, the effects of small changes in neurons and synapses on the dynamics
of large networks can be studied. The Human Brain Project (HBP), recently
awarded one billion euros by the European Commission (Abbott 2013), aims to
simulate a full scale human brain within a decade (The Human Brain Project
Preparatory Study Consortium 2012). With this flagship project engaging
and inspiring the scientific community, the importance of simulations in brain
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science is likely to continue to increase in the years to come.

A number of neural network simulators are available, such as NEURON,
GENESIS, Brian, and NEST (Brette et al. 2007). This thesis will focus on
NEST (Gewaltig and Diesmann 2007), a popular simulation environment for
simulating large networks of point neurons. As scientists are increasingly rely-
ing on tools like these to make new discoveries, the need for quality checking
of the software increases. There is always a chance that a mistake has crept
into a piece of computer code, one that does not make the program crash, but
causes erroneous scientific results. In a famous example, a paper detailing the
structure of a protein called MsbA (Chang and Roth 2001), had to be retracted
because the reported structure turned out to be wrong. The reason for the
incorrect result was that two columns of data were flipped in the computer
program that derived the protein structure (Miller 2006). It took more than
five years before the mistake was detected, and by that time the paper had
been cited by 364 publications, according to Google Scholar. Four other papers
also had to be retracted due to the same malfunctioning computer program.

A good way to detect these kinds of mistakes in computer code is through
unit testing. The idea here is to divide the program into small units that
can be tested rigorously by comparing the units output with our expectations
(Huizinga and Kolawa 2007). While this approach has its merits, tests will
not be able to detect all conceivable error that could occur. In the words of
Dijkstra et al. (1970), “Program testing can be used to show the presence of
bugs, but never to show their absence!”.

When testing probabilistic algorithms using statistical tests, some addi-
tional challenges arise. For instance, the tests will occasionally give false pos-
itives, i.e., they will report a problem with the tested algorithm where none
exists. One can not get completely rid of false positives, but strategies can be
devised to reduce the frequency with which they occur. Statistical tests will
also give false negatives, i.e., they will fail to report true problems. Again, this
is unavoidable, all we can do is to try to increase the sensitivity of the tests,
i.e., their ability to detect problems. This ties in with a more general problem:;
that of testing randomness.

To generate a sequence of seemingly random numbers, computer software
relies on pseudorandom number generators PRNGs (L’Ecuyer 2004). The se-
quences they produce is not truly random, but generated by a deterministic
algorithm (hence the prefix “pseudo”). For most applications, however, the
numbers are sufficiently unpredictable as to be considered random, depend-
ing on the specific algorithm used and how it is implemented. There are
several ways to test the output of a PRNG. One approach is to look for a
systematic bias by comparing the expected distribution of numbers with an
observed sample distribution using some goodness-of-fit (GOF) test, such as
the Kolmogorov-Smirnov (KS) test or the Anderson-Darling (AD) test, but
this approach will not detect other kinds of patterns such as clustering of the
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produced numbers, as long as the clusters are distributed relatively evenly.
Other methods may pick up such clustering, but yet other unforeseeable pat-
terns might still go undetected. As argued by L’Ecuyer and Simard (2007), no
statistical test or battery of tests can guarantee that the output of a PRNG
will be sufficiently random under all circumstances. Some application might
cause some structure to emerge due to an artifact of the PRNG’s algorithm.

When testing probabilistic algorithms using statistical tests, we are faced
with the same problem. No statistical test or battery of tests can prove beyond
any doubt that the algorithm is without biases or patterns that affects the
output of a computer program. Still, the more tests the algorithms can pass,
the greater our confidence in them, and hence the scientific findings based on
them.

Connectivity patterns in neuronal network models

A neural network can be described as a directed, weighted graph where the
nodes are neurons, or sometimes devices, and the edges are connections or
synapses between them. Events can be transmitted in one direction over the
connections. These events are action potentials (spikes) or other types of
signals that can be transmitted over synapses.

In any type of network modeling, the network structure must be specified.
In principle, this could be done by listing all the nodes and their connections.
This kind of specification, however, is not very manageable for us humans. To
be able to work with network models, discuss them, and share them, higher-
level descriptions of connection patterns are needed. Populations of nodes
can then be connected following some basic rules to create these patterns.
Ways to unambiguously describe and document connection patterns have been
lacking, but recent efforts have been made to standardize their terminology
and notation (Nordlie and Plesser 2010; Djurfeldt 2012; Crook et al. 2012).
Since NEST is used in this thesis, we will mainly use NESTs terminology. We
will now describe the relevant connection patterns and related concepts and
terminology.

A random divergent connection between a source population and a
target population is defined as the connection pattern resulting from connect-
ing each node in the source population to a prescribed number C' of randomly
drawn target nodes. An example of this kind of network is shown in Figure 1.1.
The target nodes are drawn with replacement, meaning multiple connections
can exists between any pair of nodes (multapses). If the source and target
populations are the same population, nodes will also be able to connect to
themselves (autapses). It is possible to disallow multapses and autapses in
NEST, but we will assume they are allowed.

In a random convergent connection, C' source nodes are randomly
drawn, with equal probability, for each target node. The in-degree is now C'



4 Introduction

for all target nodes, while the source nodes might have different out-degrees.

Network models can also have spatial structure. In such models, connection
probabilities, as well as connection properties such as weight and delay, can
be a function of the distance between the source and the target node. In this
way, connectivity patterns that mimic observed axonal projection patterns can
be created. Thus, when referring to a spatially structured network in this
thesis, we mean a network whose connection probabilities depend on source-
target distance. In spatially structured networks, populations of nodes can
exist in two- or three-dimensional space. The distance-dependent connection
probability function is referred to as the kernel. Only nodes inside an area
or volume called the mask are eligible connection targets. The location of
the mask is usually given relative to the node considered. A two-dimensional
spatially structured network is shown in Figure 1.2, where a square mask and
a Gaussian kernel are used.

Aims and organization of this thesis

The aim of this thesis is to develop statistical tests for the probabilistic con-
nection algorithms used in neural network simulators, both for networks with
and without spatial structure. Further, an automated test suite that can run
relatively quickly, with a low rate of false positives, possibly as part of the au-
tomated testing in a continuous integration system, is developed. To demon-
strate the utility of the test procedures, they are used to test the connection
algorithms of NEST. It is worth emphasizing that the test suites can easily be
modified to work with data obtained from any other simulator that shares the
basic connection schemes.

Chapter 2 will start with a short introduction to the statistical tests that
will be used later, and introduce the concept of a two-level test procedure.

1 2 3 4 5 6 7 8 9 10 Target
L J L J L ] L ] L J L J ® L J L J
nodes
Source
[ J [ ]
1 2 3 4 5 6 7 8 9 10 nodes

Figure 1.1: Example of how a random divergent network might look. All source nodes
have an out-degree of 3, while the target nodes have different in-degrees.
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Figure 1.2: Example of how a spatially structured network might look. 1,000 nodes are
scattered across the layer. The centered source node is connected to the red nodes, but not
the grey. The mask is shown in purple, and the blue rings mark o, 20 and 30 from the
Gaussian kernel.

In Chapter 3, a test procedure for random connections with predefined in- or
out-degree is developed. NEST-specific implementations are discussed, and
results are presented, both for convergent (Section 3.1) and divergent (Section
3.2) connections. In Section 3.3, an automated test procedure is proposed and
implemented for NEST.

Networks with spatial structure are discussed in Chapter 4. Test strategies
are developed and implemented for NEST, and results are presented, first for
two-dimensional space in Section 4.1, then for three dimensions in Section
4.2. A general discussion about findings and perspectives for future research
is found in Chapter 5.

As the tests proposed in this thesis are implemented for NEST, there will
be references to functions in NEST. The reader might therefore want to take
a look at the NEST tutorial found in Appendix A before proceeding.






Chapter 2

Statistical testing

The p-value approach to statistical hypothesis testing consists of the following
five steps (Ewens and Grant 2004).

Step 1 is to state the null hypothesis (Hy) and the alternative hypothesis
(Hy). The aim is to either reject or accept Hy. Accepting Hy does not mean
that it is necessarily true, only that there was insufficient evidence against it.

Step 2 is to determine the level of significance «. This is the probability
of making a type I error, i.e., rejecting Hy when it is true. We obviously want
this probability to be small, but a too small o will increase the probability £ of
making a type II error, i.e., accepting Hy when it is false. The choice of a will
therefore depend on the situation and what type of error is most important
for us to avoid.

Step 3 is to decide on a test statistic T. Which test statistic is used de-
pends on the situation.

Step 4 is to compute the value t,,s of this test statistic from the observa-
tions.

Step 5 is to compute the p-value, i.e., the probability that the test statis-
tic 7" would have a value at least as extreme as the observed value t.,s under
Hy. If the alternative hypothesis corresponds to large values of T', the p-value
is calculated as Prob(T > tops). Thus, roughly speaking, a small p-value in-
dicates that Hjy is unlikely. The p-value is compared with the chosen level
of significance a (typically 0.05 or 0.01). If the p-value it is smaller, Hy is
rejected, otherwise, Hy is accepted.

When the test statistic is continuous, the p-value is a continuous, random vari-
able with a uniform distribution ¢(0,1) under H, (Ewens and Grant 2004),
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meaning it will satisfy the equation
Prob(p-value < x| Hy true) =z (2.1)

for € [0,1]. When the test statistic is discrete, the p-value is also discrete,
but it is not discrete uniform under Hy. The reason is that a p-value that
satisfies the equation above might not exist. Instead, the p-value will satisfy

Prob(p-value < z | Hy true) < z. (2.2)

The deviation from the uniform distribution is large when data is sparse, but
for larger data sets, the deviation is often negligible.

In certain situations, a two-level test procedure is advantageous. First, the
expected distribution is compared with the empirical distribution observed,
using some goodness-of-fit (GOF) tests. In accordance with classical hypoth-
esis testing, a failure to pass such a test at some level of significance o would
result in the rejection of the null hypothesis Hy that the empirical frequencies
follow the expected distribution, with a probability a of making a type I er-
ror. Successfully passing a test would typically cause Hy to be accepted, with a
probability 8 of making a type II error. [ is often quite large. We might there-
fore want to run the test several times before we feel confident that Hy can be
accepted. When doing experiments on a computer, the cost of re-running the
test is usually small. We can, therefore, run the experiment a large number
of times, and check whether the test fails the expected fraction « of the tests.
But this way we would lose a lot of information, and it is arguably not the
best approach in this situation. In the case where the p-value is (sufficiently)
uniform under Hy, we can instead test the observed p-values generated against
the expected U(0,1). This approach, sometimes referred to as a two-level test
procedure, is similar to the one used by L’Ecuyer and Simard (2007) to test
PRNGs. The test of the p-values will of course have its own p-value, which in
turn could be compared to the expected uniform distribution using some GOF
test, and so on, repeating endlessly. Nevertheless, it should suffice to do one
test against uniformity, and compare the resulting p-value to some predefined
level of significance . The main advantage of this two-level approach is that
if a connection algorithm passes the test, our confidence in it will be much
greater than if only a single test was performed.

The GOF test used in the first step of the procedure will vary depending
on the data. The tests we will use are introduced below. For the second step
(the test of GOF of the p-values to U(0, 1)) the Kolmogorov-Smirnov test is
used.

2.1 Pearson’s chi-squared test

The following section is based on A Guide to Chi-Squared Testing (Greenwood
and Nikulin 1996). Pearson’s chi-squared test, sometimes ambiguously referred
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to as “the chi-squared test”, is a test of the null hypothesis that there is a good
fit between some theoretical distribution and the observed data.

Consider an experiment, or trial, resulting in one outcome, A;, of r possible
outcomes, Ay, As, ..., A,. The probability of outcome A; is p;. We conduct n
independent trials, indexed k = 1,2, ...,n. We define a random variable

1 if outcome A; occurred in kth trial
ki = (2.3)
0 otherwise
for i = 1,2,...,r. We now define a vector
i = (s k2 ooy fer)y K =1,2,..0n (2.4)

which, for each trial %k, describes which outcome occurred. It has only one
nonzero component, the one indexed 7, which is equal to 1. The frequency of
outcome A; is defined as

k=1

All these frequencies must satisfy the condition v; + v5 + ... + v, = n. The
vector of frequencies becomes

v = Zp,k = (11, V2, ..oy Up). (2.6)
k=1

The expected frequency of a single outcome A; is E(v;) = np;, with a
variance var(v;) = np;(1 — p;). This matches that of the binomial distribution,
and we might therefore be fooled into thinking that the vector of frequencies
v is binomially distributed. This is not the case, as the individual frequencies
are dependent random variables with a restrained sum equal to n. Instead, the
vector of frequencies v has a multinomial distribution, with parameters n > 0
and p = (p1,p2, ..., pr), where 0 < p; < 1 and > p;, = 1.

The probability mass function (PMF) of the multinomial distribution is
given by

Prob(v =x) = Prob(vy = x1,15 = 29,...,1p = ;) (2.7)
— n' L1 Lk
where & = (21, ..., z,) is any vector of integers with 0 < z; <nand ), z; =
n. The vector of expected frequencies is

E(v) = np = (np1,nps, ..., np;).- (2.9)
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In the special case of the multinomial distribution where all the p;, = p = %
are equal, the PMF can be written as
n! n!
Prob(v =) = ———— p"t Tt = i 2.10
( ) xll...wr!p 1! ..xr!p ( )
and the vector of expected frequencies becomes
E(v) = np = (np,np, ...,np). (2.11)

To test whether the observed frequencies v; match the assumed multinomial
distribution, we can define the null hypothesis

Hy: p = pz(o), 1=1,2,...,r. (2.12)

We can then use Pearson’s chi-squared test. Pearson’s test statistic is defined
as

2 2
- (m - anO)) r vE = 2vnp)” + (np50)>

Xt = ZW:Z ©) (2.13)

i=1 np; i=1 npi
T 2 2
v; 0) Vi
= -2y vi+n) p —2n+n (2.14)
SR SEED ILED P
1 12
= — E L _n. (2.15)
n = pEO)

) 1

For the special case where all the p( = p0 = — are equal, this simplifies

further to

T

2 T 2
X = le/ n. (2.16)
When the sample size is large, this statistic has an asymptotic chi-squared
(x?) distribution with r — 1 degrees of freedom. The reduction of 1 degree of
freedom is because there is one constraint, namely that the frequencies have
to sum to n. If the expected frequencies npgo) are too small (typically < 5) the
chi-squared distribution will not be a good approximation to the distribution
of the test statistic. The individual trials are assumed to be independent.
Knowing the distribution, the p-value, defined as the probability of finding
a test statistic as large or larger than the observed, i.e., Prob(x? > X?), can
be calculated. A perfect fit, i.e., v; = npl ) for all i, will give a X? = 0, making
the p-value 1. A poor fit will give a large X?, and therefore p-value close to
(but never equal to) 0. Thus, the p-value from a chi-squared test can be seen
as a measure of the goodness-of-fit of the data to the expected distribution, a
property we will later exploit.
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2.2 The Kolmogorov-Smirnov test

The following section is based on Advanced statistics from an elementary point
of view (Panik 2005). Pearson’s chi-squared test is well suited for analyzing
categorical data or data that naturally fall into distinct groups or bins. To use
the chi-squared test on continuous data, we would have to group the data into
somewhat arbitrarily sized bins. Because the expected frequencies of these bins
cannot be too low, there is a lower limit to the bin sizes, and an upper limit
to the number of bins. This necessarily causes information to be lost. The
chi-squared test is therefore not ideal for continuous data. The Kolmogorov-
Smirnov (KS) test is a GOF test that does not require grouping of the sample
data, and is therefore much better suited for continuous data.

Let X be a random variable, and x;, ¢« = 1,2,...,n be an ordered set of
n realizations of X. We wish to determine if X has a specific hypothesized
distribution, or, in other words, if the observed data z; stems from a pop-
ulation with a cumulative distribution function (CDF) F(z) that equals our
hypothesized CDF Fy(z). We formulate our null hypothesis,

Hy: F(x) = Fy(z). (2.17)
For a two-sided KS test, the alternative hypothesis becomes
Hy: F(x) # Fy(x). (2.18)

Our sample data will have an empirical distribution function (EDF) S,,(x) that
converges to the true CDF F(z) for large n. S,(z) equals the proportion of
realizations x; that are below x. It is therefore a discrete function, increasing
stepwise by 1/n at each x = z;. It can be defined as

0, forax <z
Sn(@) =491 fora; <z <wmy, i=12..,n-1 (2.19)

1, forzxz>x,.
The Kolmogorov-Smirnov test statistic is defined as the supremum of the
absolute difference between S, (x) and Fy(z) for all x,

D, :Slip‘sn($) —Fo(l’)‘a (2'20)

or simply the greatest distance between the two. If Hj is true, we expect D,
to be small. The sampling distribution of D,, is known, and we can compare
our value with this distribution and calculate a p-value.

As an example of the usage of the KS test we can test the output of a
PRNG, a series of numbers in the half-open interval [0, 1), against the expected
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uniform distribution. Then, under Hy, X ~ U(0,1). The expected CDF
becomes

0, forxz<O0
Fo(z) =<z, for0<az<1 (2.21)
1, forax>1.

Having obtained a set of pseudorandom numbers z;, the first step is to order
these values in increasing order. The EDF can then be found from the defi-
nition of S, in Equation 2.19, and the test statistic D,, is found by Equation
2.20. In Figure 2.1 the red line marks the greatest distance D,, = 0.11 between
Sn(z) and Fy(z) for a set of 100 pseudorandom numbers supposedly drawn
from U(0, 1).

The p-value, i.e., the probability of observing a more extreme value of the
KS test statistic for n = 100, can be shown to be 0.16. There is in other words
no evidence to support a rejection of the null hypothesis that the x; are drawn
from (0, 1) at any meaningful level of significance a.

Unlike the chi-squared test, where the test statistic only approximates the
chi-squared distribution, the KS test is an exact test, meaning it can be used
for small n as well as large.

1.0 T
— S,(2)
o8l — F (=)
"
;; 0.6
"
— 0.4
wn
0.2
0'8.0 0.2 0.4 0.6 0.8 1.0

T

Figure 2.1: Empirical distribution function S, (z) (blue line) of n = 100 pseudorandom
numbers from PRNG, supposedly drawn from a uniform distribution, and the cumulative
distribution function Fy(z) (green line) expected under Hy. The red line marks the KS test
statistic D,,, the greatest distance between the two lines.
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2.3 The Z-test

The following section is based on Advanced statistics from an elementary point
of view (Panik 2005).

The Z-test is a test of the hypothesis that a sample is drawn from a nor-
mal population with the mean pug. Let (X, Xs, ..., X,,) be a set of n random
variables, drawn from a normal population with a known variance o2, but
an unknown population mean g. The sample mean is denoted X, and the
standard deviation of the mean is related to the standard deviation of the
population by o5 = o//n.

We wish to determine whether the population mean p equals a hypothesized
mean [ig, 1.€.,

HO U= Wo- (222)
We consider here only the two-sided alternative hypothesis,
Hy:op# po. (2.23)

The test statistic used is the standard score,

(2.24)
0x

which, under Hy, has a standard normal distribution A/(0,1). The p-value of

the two-sided Z-test is the probability of finding a value of Z as extreme or

more extreme than the observed value z under Hy, i.e.,

p-value = Prob(Z < —|z|) + Prob(Z > |2|) (2.25)
= 2Prob(Z > |z|). (2.26)

If the data set consists of a single random variable X, the test statistic

becomes x
7=""H (2.27)
o

The Z-test can only be used for data that can be approximated by a normal
distribution. The central limit theorem is typically invoked to justify the
approximation.






Chapter 3

Distribution of connections

We will now describe a procedure for testing random convergent and diver-
gent connection algorithms for networks without spatial structure. These con-
nection algorithms were described in the introduction, and an example of a
resulting network was shown in Figure 1.1.

3.1 Random convergent connections

For each target node RandomConvergentConnect iterates over, it randomly
draws C' source nodes from the r = N available source nodes and connects
to them. Multapses and autapses are allowed, i.e., nodes are drawn with
replacement. We are interested in checking whether all the source nodes are
drawn with equal probability. In other words, we want to test the observed
distribution of connections against the expected uniform distribution. Each
drawing of a source node can be thought of as a trial as described in Section
2.1, with exactly one outcome A;. The total number of trials is n = N; x C,
where V; is the number of target neurons. After all n trials, each source node
i will have some out-degree (number of outgoing connections), described by
the frequency of outcome A; as defined in Equation 2.5:

n

v, = Zuki. (3.1)

k=1

The vector of frequencies,

v = Zp,k = (11, V2, .oy V), (3.2)
k=1

now contains all observed out-degrees.

In this particular case, the ezpected frequencies are all the same, E(1;)
np©, so the vector of expected frequencies contains r equal entries, E(v) =
np® = (np® np©®, .. np®).
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To test the hypothesis

1
HO . pzngm :p(o) = -, Z: 1,2,...,7’, (33)
i.e., that source nodes are drawn with equal probability, we use Pearson’s
chi-squared (x?) test. As explained in Section 2.1, the statistic becomes

r T

X?==>Y v —n (3.4)

n <
=1

This statistic has an asymptotic chi-squared (x?) distribution with r—1 degrees
of freedom. Knowing the distribution, the p-value can be calculated.

Instead of simply rejecting or accepting Hy based on one p-value, it is, as
argued earlier, better to apply a two-level test, i.e., test multiple p-values for a
uniform distribution. This assumes the p-value is uniformly distributed under
Hy, which is not strictly true for p-values coming from a chi-squared test, as
X? is discrete. To examine the discreteness of X? closer, let us change v; to
v1 + 1, and v, to 15 — 1. The resulting change in X? is

AX? = [% ([V1+1]2+[V2—1}2+iui2> —n] — [%iui—n]

r
- E([V1+1]2+[V2—1]2—V%—1/22)

2r
= _ — — 1
n (Vz " )

Thus, the smallest non-zero difference between two possible values of X? is
2r/n = 2N;/(N,C). As long as n = N;C' is large enough compared to r = N,
therefore, these “jumps” in X? are small, and we may treat it as continuous;
the effects of small N;C' is investigated in Section 3.1.2. This means that the
two-sided Kolmogorov-Smirnov (KS) test can be used to test the uniformity
of the p-values. The KS test produces a p-value which, if it is smaller than
a chosen significance level «, leads us to reject Hy. An advantage of this
approach is that, even though Pearson’s chi-squared test is one-tailed, a “too
good” fit (connections are more evenly distributed than is likely to happen by
chance) will be detected, as there will be an excess of large p-values from the
chi-squared tests.

3.1.1 Implementation

The test procedure outlined above is implemented as a Python module, in-
cluded in Appendix B. The module defines a class, RCC_tester. The class
has two methods, chi_squared_test and two_level_test, for testing the
connections created by RandomConvergentConnect.
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chi_squared_test creates two sets of nodes, source_nodes and
target_nodes, and connects them using RandomConvergentConnect. It then
runs a chi-squared test on the out-degrees of the source nodes, and returns the
test statistic and the p-value. If the expected frequencies np; are too small,
results may be unreliable. Thus, if they are smaller than e, (10 by default),
a warning is displayed. ey, can be changed. The chi-squared test is imple-
mented using the chisquare function from the scipy.stats library.

The method two_level_test runs chi_squared_test n,u,s times, and
checks the returned p-values for uniformity using the two-sided KS test. The
resulting KS test statistic and p-value is returned. The KS test is implemented
using the kstest function from the scipy.stats library. In the main section
at the end of the module an example of how to use the RCC_tester class is
provided.

Between each run of RandomConvergentConnect, the network is deleted
by calling the function ResetKernel, to avoid memory bloat. This also resets
the PRNGs. Thus, for each run of RandomConvergentConnect, NEST must
be given a new set of PRNG seed values. NEST requires one seed value for
the global PRNG and one for each per-process PRNG, totaling 1 4 n,,, seed
values, where n,;, is the number og virtual processes (VPs) used by NEST. The
chi_squared_test method takes one argument, a “master seed” msd, and the
14n,, PRNGs are seeded with the values (msd, msd+1, ..., msd+n,,). For inde-
pendent results, chi_squared_test should be given a new master seed for each
run, differing by at least ny, + 1. The two_level_test method handles this
automatically when running chi_squared_test. The first of the master seeds
can be passed as an argument start_seed. When running two_level_test
multiple times, start_seed should differ by at least nyuns(ny, + 1).

3.1.2 Results

Running the script in in Appendix B with the parameter set shown in Table
3.1, we obtain a set of chi-squared p-values with the distribution shown in
Figure 3.1. The KS test of the uniformity of these p-values results in the KS

Parameter R N C Nruns start_seed
Value 1,000 1,000 1,000 10,000 0

Table 3.1: Default parameter set for reported results.

test statistic D,, = 5.67 x 1073 and a p-value of 0.905, leading us to accept the
null hypothesis Hy (defined in Equation 3.3) that the nodes were selected with
equal probability.

To assess the two-level testing procedure itself, it might be useful to be
able to run it on data that we can safely assume to fulfill Hy. The test
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Figure 3.1: A: Histogram of p-values from chi-squared goodness-of-fit tests of n = 10,000
individual networks, combined into 100 bins (red) together with the expected uniform dis-
tribution (grey). B: The corresponding empirical distribution S, (z) (red) and expected
cumulative distribution Fy(x) (grey).

script allows us to do this with the optional argument control=True passed
to two_level_test. NEST’s connection algorithm is then swapped with a
simple “control algorithm” that creates data that matches the multinomially
distributed vector of degrees we would expect to get from NEST. It runs faster
than the actual connection algorithm, and can therefore generate a larger data
set in the same period of time. As mentioned briefly in Section 3.1, the p-value
from a chi-squared test is not truly a continuous variable. This distinctness
might cause the two-level test to give a left-skewed distribution of p-values for
certain combinations of parameters. The control algorithm can be used to in-
vestigate this. Running the two-level test procedure on the control algorithm,
with n.,s = 1,000, repeated 100 times, each time with a different starting
seed, yields the EDF of p-values in Figure 3.2. These p-values appear to be
uniformly distributed (a KS test of uniformity results in the p-value 0.468).
This is an important result, as the uniformity of the p-values from the two-
level test procedure under Hy is a prerequisite for drawing conclusions based
on them.

The jumps of the chi-squared p-value will be large when the expected out-
degree NyC/N; is small, i.e., for small NV, and C, and large N;. The effect
of small degrees is investigated. Figure 3.3 shows the EDF of p-values with
four different combinations of small values for these parameters. Jumps in the
p-values are clearly seen. As expected, the jumps grow larger with a smaller
expected out-degree. The p-values from the two-level test corresponding to
the EDFs in Figure 3.3A, 3.3B, and 3.3C, are 2.47 x 107%°, 6.47 x 1075, and
0.0162, respectively. These p-values are clearly left-skewed, even though the
data tested does fulfill Hy. In the last figure, 3.3D, the expected degree is 100,
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Figure 3.2: EDF of 100 p-values from two-level test procedure. For each run, the two-level
test procedure generates n = 1,000 networks using the control algorithm, runs a chi-squared
GOF tests on the vector of degrees, and tests the resulting p-values for uniformity using the
KS test.

and the p-value resulting from the two-level test is 0.237. Re-running multiple
times reveals that the fraction of p-values below « is close to a. Thus, an
expected degree of about 100 seems to suffice to produce p-values that can be
used to draw meaningful conclusions.

Note that even though the two-level test will result in left-skewed p-values
for small expected degrees, the fraction of p-values from a chi-squared test that
lie below some level of significance o will be very close to «, partly because the
biggest jumps of the EDF are in the middle region, while in the lower part,
close to 0, the curves are fairly smooth (see Figure 3.3). In other words, a
two-level test might not be reliable for small expected degrees (< 100), but a
“one-level” chi-squared test can be used with much smaller expected degrees

(~ 5).

Sensitivity

To assess the sensitivity of the two-level test procedure, i.e., its ability to detect
small errors and biases, various errors and biases were deliberately introduced
into the data. Some of these are described below, as well as the resulting p-
values. We emphasize that these p-values are only examples. Rerunning the
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Figure 3.3: EDFs of 10,000 p-values from chi-squared tests with four different combinations
of values for the parameters Ng, Ni, and C. In A, Ny = 10, Ny = 5, and C = 5, resulting in an
expected out-degree of 2.5. The p-values are clearly distinct, with fairly large jumps between
adjacent values, especially for medium to large values. In B, Ny = 10, Ny = 10, and C' = 5.
This gives an expected degree of 5, resulting in smaller jumps. In C, Ny = Ny = C' = 10,
resulting in an expected degree of 10, and the jumps are smaller yet. In D, Ny = 10,
N =100, and C' = 10, giving an expected degree of 100. The jumps are no longer visible.

tests with the same biased algorithm and the same parameters, but with a
different PRNG seed value, will result in a different p-value, possibly one that
differs by quite a bit. Thus, they are only meant to give an indication of how
well the bias is detected. Unless otherwise stated, the parameter values listed
in Table 3.2 are used.

The first bias that was deliberately introduced was a simple right-skewing
of the data. The degree of the first half of the nodes was reduced by one, and
the degrees of the second half was increased by one. This was easily detected
by the test procedure (p = 1.71x 107°). In Figure 3.4, the distribution of 1,000
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Parameter A N, C Nruns start_seed | control
Value 1,000 1,000 100 1,000 0 True

Table 3.2: Default parameter set for sensitivity testing.

p-values are shown. It is clear from the figure that a single chi-squared test
would not in any consistent way detect the bias. Only when we accumulate a
large number of p-values is the trend obvious.

When C' was increased to 1,000, the bias was not detected (p = 0.255). A
large C'is clearly not always advantageous for detecting small biases, especially
biases that do not increase with C. Only after n,.,s was increased to 10,000
was the bias again detected (p = 0.00428).

A second bias was introduced by decreasing the degree of every source
node with an even-numbered index by one, and increasing the degree of every
source node with an odd-numbered index by one. This was also easily detected
(p="T7.13 x 107°).

A third bias was caused by increasing by one the degrees below the 5th
percentile, and decreasing by one the degrees above the 95th percentile, thereby
making the vector of frequencies a slightly “too good” fit to the theoretical
distribution. This change was detected, both with C' = 100 (p = 8.02 x 10~4)
and C' = 1,000 (p = 0.00231), for n,,,s = 100, as well as for larger nypns.

A fourth bias was introduced by moving all the connections from one of
the Ny nodes to another node. This kind of error could easily be introduced
by confusion between the zero-based numbering typically used in computer
science and the one-based numbering used in everyday circumstances. The
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Figure 3.4: Histogram (A) and CDF (B) showing the distribution of p-values from chi-
squared tests after introducing an error into the connection algorithm. Expectation is shown
in grey.
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error was easily detected (the p-value was reported as 0.0 as it was too small
for Python’s built-in floating point data type to handle). Increasing Ny to
1,000, the error was still detected at v = 0.05 (p = 0.0366).

A fifth, very small bias was introduced by increasing the degree of one of
the source nodes by one, and decreasing the degree of another node by one.
The bias was not detected at a« = 0.05 with C' = 100 and n..,s = 10,000
(p = 0.0740), nor with C' reduced to 10. Reducing N; and N; to 100, the bias
was detected at a = 0.05 (p = 0.0189). A smaller network clearly increases
the sensitivity to certain types of biases, especially biases that do not increase
with network size.

Several similar tests were run. Generally the two-level test procedure seems
quite sensitive to small biases. The sensitivity obviously increases with n,ups,
but not necessarily with C', Ny and Ng;. The effect of these parameters on
the sensitivity depends on the nature of the bias we wish to detect. It might
therefore be a good idea to run the procedure with different sets of parameters.

3.2 Random divergent connections

RandomDivergentConnect works in very much the same way as
RandomConvergentConnect, except that the source nodes are now iterated
over, and target nodes are randomly drawn and connected, meaning that the
out-degrees of the source nodes are now all C', while the in-degrees of the
target nodes will vary. It might therefore seem superfluous to test both func-
tions. Running NEST with multiple VPs, however, the exact implementation
of the connection algorithm is not the same for the two functions. This is
because different nodes are handled by different VPs, and information about
connections is handled by the same VP by which the target node is handled
(Plesser, Eppler, Morrison, Diesmann, and Gewaltig 2007). To minimize the
amount of inter-VP communication necessary, each VP is given its own PRNG.
RandomDivergentConnect uses the global PRNG when drawing connections,
while RandomConvergentConnect uses the per-VP PRNGs. The result is dif-
ferent connectivity patterns, even with the same master seed value. Both
function should therefore be tested with multiple VPs.

3.2.1 Implementation

The Python module for testing RandomDivergentConnect, found in Appendix
C, is very similar to the module for testing RandomConvergentConnect. A class
RDC_tester, with the two methods chi_squared_test and two_level_test,
is defined. These methods take the same parameters as their counterparts in
the convergent case. As before, the usage is demonstrated in the main section
of the module.
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3.2.2 Results

Running the script in in Appendix C with the same parameter set used for
random convergent connections, listed in Table 3.1, results in a p-value of
0.905. This matches exactly the p-value we got in Section 3.1.2 after run-
ning the test script in Appendix B with the same set of parameters. In fact,
the distribution of connections among source nodes for a network created by
RandomConvergentConnect  will exactly match the  distribution
of connections among target mnodes for a network created by
RandomDivergentConnect, when NEST is run with one VP. For multiple
VPs, however, the resulting distribution of connections is not the same. The
test class in the test script can be instantiated with the additional argument
threads, causing NEST to operate with the specified number of local threads.
With NEST running as a single process, the number of VPs will equal the
number of local threads. Running the script in Appendix C with the same
parameter set as before (listed in Table 3.1), but with the extra argument
threads = 2, the we obtained a p-value of 0.931, consistent with the expected
multinomial distribution of in-degrees.

3.3 Automated test procedure

We will now describe how to turn a variant of the test procedure described in
the previous sections into an automated test, implemented as a unit test. This
places some practical limitations on the test procedure. The test must not
take too long to run. It should also not have a too high rate of false positives
(type I error). At the same time we do of course not want to loose too much
sensitivity.

A quick and efficient approach would be to generate one single network and
run a chi-squared test on the distribution of connections with some relatively
low level of significance «, say, 0.01, as described earlier, but even with this
low level of significance, we would still see false positives for about 1% of the
test runs. Reducing « further would result in a lower sensitivity. On the other
hand, running the more thorough but slow two-level test procedure described in
Section 3.1 every time is quite time-consuming. Instead, an adaptive approach
is proposed here, similar to the one used by L’Ecuyer and Simard (2007).
First, a single network is generated, and a chi-squared test is performed on the
distribution of connections. If the resulting p-value is deemed too extreme, a
larger number n,,,s of networks is generated, and a more thorough two-level
test is performed, either confirming or allaying our suspicion. This will allow
us to require a fairly high level of significance for the chi-squared test, thereby
keeping the sensitivity high, while at the same time having a low rate of false
positives.

As was shown in Section 3.1.2, not all errors and biases are best detected
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with a large network or with large degrees, as this might hide certain types of
small biases. Tests should therefore be run with different values of N, N;, and
C. For a single chi-square test, the network can be quite small, and the only
limit is that the expected degree must not be below e,,;,, but the two-level test
procedure is more sensitive, and the expected degree should not be much lower
than 100. Both RandomConvergentConnect and RandomDivergentConnect
should be tested. Running tests both with a single VP and with multiple VPs
might also be a good idea, as the implementation of the connection algorithms
are somewhat different for multiple VPs (see Section 3.2).

For the p-values from the chi-squared test, both very low and very high
values are considered suspicious. Let a1 jower and v ypper be the values below
and above which, respectively, p-values are deemed suspicious. Under Hy,
suspicious values will occur for a fraction a; = Ay jower + (1 — @1 upper) Of the
tests performed. Whenever such an extreme value is encountered, the two-level
test is performed. Let ay be the value below which the p-value from the KS
test is considered too extreme, and Hj is rejected. The total fraction of false
positives will then be

= X Qg = (al,lower +1- O-/l,upper) X g (35)

With a1 jower = 0.025, a1 ypper = 0.975, and ay = 0.05, a becomes 0.0025. The
choice of these critical values, as well as the test parameters (Ng, Ng, C', Nyuns)
will depend on the intended usage of the unit test, the computing power of the
system it will run on, the maximum time the test can be allowed to take, the
desired fraction of false positives, etc.

3.3.1 Implementation

An implementation of the automated test procedure can be found in Appendix
D. It is implemented using the Python unit testing framework unittest. The
test scripts for RandomConvergentConnect and RandomDivergentConnect,
found in Appendix B and C, are imported to avoid code duplication.

The test is repeated three times for each of RandomConvergentConnect
and RandomDivergentConnect, once with a small network, once with a larger
network, and once with multiple VPs, giving a total of six test cases. n,uns
can have different values for each test, as we might want to run a test on a
small network a larger number of times than a test on a large network. The
critical values are o jower = 0.025, @ jower = 0.975, and ap = 0.05. We thus
expect a fraction 0.0025 of the tests to fail. When running the test suite with
the six test cases 500 times, giving a total of 3,000 test runs, 10 failures were
encountered. This is close to the ~ 0.0025 x 3000 = 7.5 false positives we
would expect.

When the six one-level chi-squared tests are passed, the suite takes less
than a minute to complete on most systems. In the event that all six one-level
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tests fail (which will happen with a probability of 0.05% = 1.5625 x 10~® under
Hy), and the two-level test is invoked, the entire suite might take a few minutes
to complete, depending on hardware, installed version of NEST etc.






Chapter 4

Spatially structured networks

We will now describe the procedure for testing the probabilistic connection
algorithms for spatially structured networks. We briefly discussed spatially
structured networks in the introduction, and an example was show in Figure
1.2. In NEST, these connection patterns can be created between two- or
three-dimensional layers using the function ConnectLayers from the Topology
module (Plesser and Enger 2012).

4.1 Two-dimensional space

Concepts and derivations in this section are based on Kriener (2012). Let
one node be centered on a quadratic L x L layer. It can connect to N other
nodes, uniformly distributed on the layer, as long as they are inside the mask.
The mask has the same size as the layer, and for now, the same position. The
probability of making a connection is given by a distance-dependent connection
probability (kernel). Let (z;),, be the mth component of the coordinate vector
for node i. Let

k

2
m?
m=1

where k = 2 is the number of dimensions, be the distance between nodes 7 and
j. With periodic boundary conditions,

|(@i)m = (25)m] for |(i)m — (j)m| < L/2

(4.2)
L= 1[(@i)m = (2j)m| for [(zi)m — (2j)m| > L/2

(Azij),, = {

We wish to compare the observed distribution of distances between con-
nected nodes with the expected distribution. The expected distribution de-
pends on both on the number of potential targets at a given distance, and the
probability of connecting to nodes at that distance (given by the kernel). We
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Figure 4.1: A ring of radius D and thickness dD is placed on a layer with a node
density po = N/L?. The expected number of nodes inside the ring is then dN =
por [(D +dD)? — D?].

start by deriving an expression for the number of potential targets at a given
distance.

Let pg = N/L? be the average node density on the layer. Now consider a
ring like the one in Figure 4.1, with radius D and thickness dD. The expected
number of nodes in the ring will be

AN = por [(D + dD)* — D?| (4.3)

and the density of nodes in the ring is given by dN/dD. We now define the
radial distribution function (RDF) as the limit of the node density for an
infinitesimally thin ring

dN
p(D) = d%rgo = 2mpoD . (4.4)
Thus, for distances D € [0, L/2] from the center node, the RDF is proportional
to the circumference of a circle with radius D. For D € (L/2, L/+/2], the mask
comes into play, as part of the circle of radius D is outside the mask. This is
illustrated in Figure 4.2A. As seen in Figure 4.2B, only a fraction 25/7 lies
inside the mask, where

L
b= g — 20 = g — 2 arccos (E) . (4-5)

Substituting for 5 from 4.5 the fraction becomes

% T 4 arccos (%)

(4.6)

™ s
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Figure 4.2: A: Illustration of the effect of the mask on the radial distribution function
(RDF). At distance D1, the RDF is po2wD. At distances D > D, the mask comes into
play. At distance D3, for example, part of the circle is outside the mask, and the number
of nodes eligible for connecting to thus reduced. B: The fraction of a circle with radius D
which is inside the mask is 26 /7. Adapted from Kriener (2012).

The RDF can therefore be summarized as

po2m D for0<D<ZL
p(D) = < po2D (7r — 4 arccos (%)) for % <D< \% (4.7)
0 otherwise.

Let P(D) be a distance-dependent connection probability function (kernel).
The probability density function (PDF) f(D) of distances from the centered
node and connected nodes is the normalized product of the RDF and the
kernel, i.e.,

p(D)P(D)

= JEY? p(RYP(R)dR

0
where the denominator is a normalizing constant!. The cumulative distribution
function (CDF) F(D) can be obtained by integrating f(D), i.e.,

(4.8)

[P p(R)P(R)AR

F(D) = .
| SV p(RYP(R) AR

(4.9)

'R is used instead of D in integrals as D sometimes plays the role of the upper integration
limit, for instance in Equation 4.9.



30 Spatially structured networks

As an example, let L = 1 and the kernel be a linear function of D, P(D) =
(¢ —aD)H(c/a — D), where H is the Heaviside step function. For simplicity
we assume that ¢/a < L/2 so that there are no boundary effects. The PDF
then becomes

£(D) = po2rD(c —aD) _ 6a*D(c — aD) (4.10)
[/ pe2wR(c — aR) dR c ’
and the CDF becomes
2 D 2D2 —92aD
<ﬂD):%;/‘R@—aMdR:a @; aD). (4.11)
0

Using numerical integration, CDFs can be similarly found for other kernels. In
Figure 4.3, an exemplary PDF and the corresponding CDF are shown, as well
as the connectivity pattern of the network. A Gaussian kernel is used.

Using the two-sided KS test, the observed EDFs can now be compared with
these theoretical CDFs, with the null hypothesis Hy that distances are drawn
from the theoretical PDFs. The KS test is the natural choice here because we
are looking at the distribution of a continuous parameter, the distance.

As will be discussed in Section 4.1.2, a few types of errors will not be de-
tected by the KS test of the distribution of source-target distances. A second
test is therefore implemented. It simply compares the total number of connec-
tions C' with the expected number of connections Cy. C' will be the sum of
N independent Bernoulli random variables with different success probabilities
p given by the kernel. Its distribution is the Poisson binomial distribution,
a generalization of the binomial distribution that does not require all success
probabilities to be the same (Wang 1993). For large N it approximates the
normal distribution AV (u, 02), with g = SN | p; and 02 = S°N  pi(1 — p;). The
Z-test can thus be used as described in Section 2.3. Using the test statistic

_C-CG_ C-¥Np
YO AN HC S

the two-sided p-value 2Prob(Z > |z|) can be calculated.

Z (4.12)

4.1.1 Implementation

An implementation of the test procedure described above is found in Ap-
pendix E. The main block at the bottom demonstrates the usage. The class
ConnectLayers2D_tester is first instantiated with the required arguments L
(side length of the square layer), N (number of nodes), and kernel _name (name

of the kernel to use, “constant”, “linear”, “exponential”, or “gaussian”). An op-
tional argument, kernel_params, can be used to specify the parameters of the
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Figure 4.3: Exemplary PDF (A), CDF (B) and connectivity pattern (C). A Gaussian
kernel is used, and the layer and mask size is L? = 1. The sharp kink at D = 0.5 in the
PDF is due to the mask. A kink exists in the CDF as well, marked by the arrow.

chosen kernel. Without this argument, sensible default values are used. The
master seed value can be set using the optional argument msd. The value of
msd is used to seed the PRNG used to draw the uniform, random positions
for the nodes. NEST’s global PRNG and each of the per-process PRNGs are
seeded with the values (msd + 1, msd + 2, ..., msd + ny, + 1), where ny, is the
number of virtual processes (VPs). Thus, for independent results, msd should
differ by at least 2 + n,;, between each instantiation of the class. The position
of the source node is (0, 0) by default, but it can be changed with the optional
source_pos argument. The mask is always centered around the source node,
regardless of its position.
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After the test object is created, the KS test can be run using the ks_test
method. The KS test statistic and p-value is returned. The PDF is cal-
culated on-the-fly as the product of the relevant kernel and the RDF. The
CDF is then found by numerical integration, using the quad function from the
scipy.integrate module. For finite integration limits the function uses the
Clenshaw-Curtis method of numerical integration.

The method z_test implements the Z-test of the total connection count
described earlier. The standard score and the two-sided p-value is returned.

4.1.2 Results

The test script in Appendix E will now be used to test the connection algo-
rithms for connecting 2D layers of spatially structured networks in NEST.

With L =1, N = 1,000,000, and msd = 0, and with the constant kernel
selected, the distribution of distances to connected nodes is as shown in Figure
4.4. There seems to be close agreement between the expected and observed
distributions. According to the KS test, there is no evidence to reject the null
hypothesis that the distances are drawn from the theoretical PDF (p = 0.321).
Similar results are found for the linear (p = 0.837), exponential (p = 0.630)
and Gaussian (p = 0.852) kernels.

By positioning the source node away from the center, while leaving the
mask centered around the node, with the same L x L size, the periodic bound-
ary conditions come into play. The distribution of source-target distances
should not change. An example can be seen in Figure 4.5. With the same
parameters as above, but with the source node located at (L/4, L/4), the
p-values become 0.253, 0.091, 0.004, and 0.113 for constant, linear, exponen-
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Figure 4.4: PDF (A) and CDF (B) of source-target distances, with layer size L? = 1, using
a constant kernel. The grey lines show the theoretical predictions, and the red lines show
the empirical observations. The empirical PDF is plotted with 100 bins.



4.1 Two-dimensional space 33

Figure 4.5: Connectivity pattern with periodic boundary conditions and with the source
node located at (L/4,L/4). The purple line indicates the mask, and the arrows indicate
the direction of shortest distance to the source node. The distribution of distances from the
source node to connected nodes is the same as if the source node was located in the center.

tial, and Gaussian kernel, respectively. The p-value for the exponential kernel,
p = 0.004, is suspiciously low. It appears, however, to be a statistical fluke.
Rerunning the test 100 times with different master seed values results in p-
values seemingly uniformly distributed on (0, 1). A KS test of uniformity
returns a p-values of 0.365.

The tests can also be run with NEST using multiple VPs. This can be
done by instantiating the test class with an extra argument threads. With
4 threads, there is no evidence of deviations from the expected distributions,
both with constant (p = 0.321), linear (p = 0.977), exponential (p = 0.614),
and Gaussian (p = 0.899) kernel.

Sensitivity

As before, a control algorithm is implemented. It performs a Bernoulli trial
on each node, with a probability p = P(D), given by the kernel, of success (a
connection being made). By supplying the ks_test method (or the z_test
method) with an extra argument control=True, NEST’s connection algorithm
is swapped with this control algorithm.

The control algorithm is used to examine the sensitivity of the test to errors
and biases deliberately introduced into the data, as well as what effect different
parameters have on the sensitivity. Note again that the reported p-values are
only examples; a re-run with a different PRNG seed value will give a different
p-value.

One bias was introduced by adding a constant ¢ = 0.01 to the Gaussian
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Figure 4.6: Detection rate, e.g., proportion of tests that detect a problem with a bias
deliberately introduced into the algorithm, as a function of N, for the KS test (blue) and
the Z-test (red). Error bars show 90% confidence intervals. For this particular bias, the
Z-test has a higher detection rate than the KS test.

kernel. This bias was easily detected with N = 1,000,000 (p = 2.50 x 10729),
as well as with N = 100,000 (p = 6.43 x 107°). With N = 10,000, the bias
was detected at significance level a = 0.05 (p = 0.0159).

A second bias was introduced by increasing the distances passed to the
Gaussian kernel by 1%. This was detected with N = 1,000,000 (p = 1.59 X
1079), as well as with N = 100,000 (p = 8.23 x 1073), but not with N = 10,000
(p = 0.585).

A third bias was introduced by excluding 1% of the nodes, randomly chosen,
as potential targets. This bias is not detected by the KS test with any N,
because there is no change in the overall distribution of connections. The Z-
test, however, detects the bias, both with N = 1,000,000 (p = 6.66 x 101¢) and
with N = 100,000 (p = 5.32 x 10™*), though not with N' = 10,000 (p = 0.988).

As noted earlier, the p-values reported above are only examples. To get a
sense for how consistently biases are detected, and how the sensitivity varies
with NV, we again introduce the first bias into the algorithm, i.e., we add a con-
stant ¢ = 0.01 to the Gaussian kernel. We then choose the level of significance
a = 0.05, and consider p-values below « to be a detection. Running the tests
100 times, each time with a different seed, the detection rate, i.e., proportion
of times the bias is detected, can be found. In Figure 4.6, this detection rate
is plotted as a function of the number of nodes N. Both tests consistently and
reliably detect the bias for large N, though the sensitivity falls off rapidly with
decreasing N. It is worth noting that the Z-test is more sensitive to this par-
ticular bias. Other biases, though, that change the distribution of distances,
without affecting the overall connection count, are best detected by the KS
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test.

Generally, both tests are quite sensitive to a range of different errors and
biases, as long as N is large (2 100,000). Biases that do not change the
distribution, but do affect the total number of connections, are not detected
by the KS test, but such biases are detected quite consistently by the Z-test,
as long as N is large.

4.2 Three-dimensional space

The procedure for testing the connectivity pattern of spatially structured net-
works in three-dimensional space is very similar to that for two-dimensional
space, but the expressions for the density of potential targets at a given dis-
tance are different.

Let one node be centered on a cubic L x L x L layer. It can connect to
N other nodes, uniformly distributed on the three-dimensional layer, with a
cubic L x L x L mask, and a connection probability determined by a kernel
P(D). The distance from node i to node j is

(4.13)

Agyy {|<xi>m —@l ol = @l SL2

L= [(@)m = (2j)m| for |(z:)m — (2;)m| > L/2

The average node density is po = N/L3. The radial distribution function
(RDF) p(D) is proportional to the surface area of a sphere with radius D.
Thus, at a distance D € [0,L/2], the RDF is p(D) = podnD?* For D €
(L/2,L/+/2], part of the sphere is outside the cubic mask. Specifically, a
spherical cap will stick out of each of the six sides of the cube, as seen in Figure
4.7B. The surface area of each spherical cap is 2rDh, where h = D — L/2 is
the height of the cap. Subtracting the surface area of these caps from the total
surface area of the sphere, we get 4rD? — 6 (2rDh) = 27D (3L — 4D), and
the RDF becomes p(D) = po27D (3L —4D). For D € (L/v/2,L/3/2], the
derivation becomes somewhat involved. The six spherical caps have “grown”
to overlap each other near each of the 12 edges of the cube. This situation is
seen in Figure 4.7C. If we subtract the surface area C of the spherical caps
from the total area A, this overlap E has been subtracted twice, and has to
be added again. Calling the surface area of the sphere inside the cube I, we
can write

[=A—6C+12E, (4.15)
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A B C

Figure 4.7: A: For distances D € [0, L/2], the entire sphere is inside the cubic mask. B:
For D € (L/2,L/+/2], only part of the sphere is inside the mask, while six spherical caps are
outside. C: For D € (L/v/2,L\/3/2], the six caps have “grown” to overlap each other.

where A = 47 D? and C' = 27D (D — L/2). To find E, consider Figure 4.8. The
circle outlines one of the spherical caps, sitting on top of one of the cube’s sides.
The sphere intersects one of the cube’s edges at points P and Q. A great circle
passing through P and  bisects the area E into two equal halves. Two more
great circles pass through the center point R on the cap’s surface and P and
Q, respectively. The spherical triangle PQR is further bisected into two equal
spherical triangles by a fourth great circle passing through R. One such half
(blue triangle in the figure) has a surface area T'= D? (a + 3 + v — 7), where
«, 3, and v are the corner angles. The area %E can now be found by subtracting
2T from the fraction 2v/27 of the spherical cap’s surface area C' which is
bounded by the two great circle arcs RP and RQ, i.e., £ = 2 ((2y/27)C — 2T).
The area I of the sphere inside the cube is therefore

I = A—6C+12E (4.16)
= A-6C+12(2(2C -2T)) (4.17)
= A—6C(1—2)—48T. (4.18)

Summarizing, the RDF is

(pOA for0 <D< %
A—6C for L <D< L
o) = {7 ) Rt TEVE (4.19)
0 otherwise,

\
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Figure 4.8: Ilustration of the derivation of the surface area E of the intersection between
adjacent spherical caps. The square is one of the cube’s sides, and the circle outlines one
of the spherical caps, a portion of the sphere bounded by the extended plane of the cube’s
side. The area F is seen on the top of the figure, bisected by a great circle passing through
points P and Q. The lines RP and RQ are also arcs of great circles. The surface area PQR
is 2T. The area %E can be found by subtracting 27" from the fraction 5—; of the surface area
of the spherical cap bounded by RP and RQ.

where
A = 4nD? (4.20)
C = 2rD(D-%) (4.21)
T = D’(a+B+vy—m) (4.22)
o = sin”! (1/ 2—%) (4.23)
B =z (4.24)
v = e (Va-Bia-£). (1.25)

As before, the PDF f(D) of source-target distances is the normalized product
of the RDF p(D) and some kernel P(D), and the CDF F(D) can be found by
numerical integration of f(D). Figure 4.9 shows an exemplary PDF and CDF,
together with the corresponding connectivity pattern.

The KS test is used to compare this theoretical CDF with the observed
EDF. A Z-test that compares the observed number of connections with the
expected number is also implemented. It works the same way as the Z-test
implemented for 2D layers.
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Figure 4.9: Exemplary PDF (A), CDF (B) and connectivity pattern (C) for a spatially
structured network in 3D space. A Gaussian kernel is used, and the layer and mask size is
L?=1.

4.2.1 Implementation

A script implementing the test procedure can be found in Appendix F. The
usage is similar to that of 2D layers, and is demonstrated in the main section
of the module. Unless kernel_params is specified, suitable defaults are used.

4.2.2 Results

Using the script in Appendix F, NEST’s connection algorithm for 3D spatially
structured networks can be tested. With L =1, N = 1,000,000, there appears
to be close agreement between the expected and the observed distribution of
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Figure 4.10: PDF (A) and CDF (B) of source-target distances, with layer size L? = 1,
using the constant kernel. The grey lines show the theoretical predictions, and the red lines
show the empirical observations. The empirical PDF is plotted with 100 bins.

source-target distances for all four kernels (constant: p = 0.726, linear: p =
0.978, exponential: p = 0.803, and Gaussian: p = 0.770). The theoretical and
observed PDF and CDF for constant kernel are shown in Figure 4.10. When
the source node is moved to (L/4, L/4, L/4) so that the periodic boundary
conditions come into play, there is still a close agreement between theory and
observation (constant: p = 0.965, linear: p = 0.367, exponential: p = 0.217,
and Gaussian: p = 0.707), and the same holds when the number of VPs is
increased to 4 (constant: p = 0.726, linear: p = 0.600, exponential: p = 0.852,
and Gaussian: p = 0.561).

Sensitivity

The same control algorithm that was implemented for 2D layers is implemented
for 3D layers. It can be used both with the KS test and with the Z-test. We
use it again to test the sensitivity of the test procedure to the same biases as
for 2D layers. As before, we note that the reported p-values are only examples.

The first bias, introduced by having the Gaussian kernel function return a
too high value, with a constant ¢ = 0.01 added, was detected by the KS test
with N = 1,000,000 (p = 1.52 x 1075¢) and N = 100,000 (p = 1.48 x 107°),
but not with N = 10,000 (p = 0.350). It was detected by the Z-test with N =
10,000 (p = 6.25 x 107°) as well as with larger N, but not with N = 1,000.

The second bias, where the distances passed to the Gaussian kernel function
are too high by 1%, is detected by the KS test with N = 1,000,000 (p =
1.40 x 107?) and N = 100,000 (at significance level « = 0.05; p = 0.019),
but not with N = 10,000. The Z-test also detects the bias with N = 100,000
(p = 5.46 x 107%), but not with N = 10,000 (p = 0.818).
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The third bias, where a randomly selected 1% of the nodes are excluded
as potential targets, can not be detected by the KS test, regardless of N. The
Z-test, however, detects the bias with N = 1,000,000 (p = 3.38 x 1071%), N =
100,000 (p = 1.05 x 107%), and N = 10,000 (at « = 0.05; p = 0.035), but not
with N = 1,000 (p = 0.388).

Overall, the KS test is sensitive when N is large, but the sensitivity falls
of rapidly with decreasing N. Perhaps surprisingly, the Z-test is often more
sensitive than the KS test, depending on the nature of the bias we wish to
detect. The two tests are in some ways complementary to each other. The
KS test detects biases that changes the overall distribution of source-target
distances, but it does not detect biases that affect the total number of connec-
tions without changing the distribution. The Z-test does detects biases that
affect the total number of connections without changing the distribution.

4.3 Automated test procedure

We will now describe the automated test procedure for spatially structured
networks, both in 2D and 3D space.

To maintain a high sensitivity while reducing the rate of false positives and
the execution time, an adaptive testing strategy is used. First, a single KS
test is run. If the resulting p-value is suspiciously low, a two-level test is run,
comparing the output of n,.,s KS tests to the expected uniform distribution,
thereby either confirming or allaying our suspicion.

As discussed earlier, certain errors can not be detected by the KS test, but
are detected by the Z-test. We therefore include the Z-test in the automated
test procedure. The adaptive strategy can be used for the Z-test as well as
for the KS test, re-running the Z-test n,.,s times if the first test results in a
suspicious p-value.

Let oy be the value below which the p-value from the single KS test (or
Z-test) is considered suspicious, and ay be the value below which the p-value
from the two-level test is considered too extreme, resulting in the rejection of
H,. The fraction of false positives will be @ = ajas. If k tests are included
in the test suite, the number of false positives is binomially distributed. The
probability of seeing one or more false positives is therefore

Prob(x > 1) = 1— Prob(z =0)
= 1- (S) (1a)°(1 — ayap)*

= 1- (1 — O[loég)k

The choice of a; and as might thus depend on k, as well as other factors,
such as the acceptable rate of false positives and the desired sensitivity and
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the tests. The number of nodes N in the network and number of re-runs
Nruns UpON suspicion must also be chosen. Large values will clearly increase
sensitivity, but the available computation time is a limiting factor.

4.3.1 Implementation

An implementation of the automated test procedure is found in Appendix
G. Each of the four kernels (constant, linear, exponential, and Gaussian) are
tested. In addition, tests are done with the source node shifted away from
the center, and with multiple VPs. These six test configurations are tested
both with the KS test and the Z-test, and both in two-dimensional and three-
dimensional space. A total of 24 tests is thus run. With a; = ay = 0.01,
the entire test suite will falsely report a problem with a probability 1 — (1 —
0.01 x 0.01)** = 2.40 x 1073. With N = 100,000 nodes in the network and
Nruns = 100 re-runs upon suspicion, the test suite will in most cases complete
in a couple of minutes.






Chapter 5

Discussion

We have developed tests for two main types of connection patterns, namely,
random convergent and divergent connections with multapses and autapses
allowed, and structured networks in two- and three-dimensional space with
distance-dependent connection probability. Both tests have been implemented
as Python test suites and have been used to test the connection routines in
NEST. We emphasize that the test suites can be adapted to work with other
simulators, simply by changing the function calls for generating the network
and retrieving the resulting connections.

For random connections, a two-level test was proposed. Pearson’s chi-
squared test is used to test whether nodes are selected randomly and with
equal probability. The resulting p-values are then compared with the expected
uniform distribution using the Kolmogorov-Smirnov (KS) test. Advantages of
this approach are increased sensitivity and the ability to detect too good fits
as well as poor fits.

For spatially structured networks, expressions for the radial distribution
function were derived, both for two- and three-dimensional space. The ob-
served distribution of source-target distances could then be compared with the
expected distribution, found as the normalized product of the radial distribu-
tion function p(D) and the distance-dependent connection probability (kernel)
P(D), using the KS test.

We demonstrated the utility of the tests, both that they are able to detect a
range of errors, and that they do not fail more often than expected when there
is no error in the algorithms tested. To actually show this, rather than assume
it is so, is important, because assumptions used when developing the tests
might not be as accurate as assumed. For example, in the case of Pearson’s chi-
squared goodness-of-fit test, the assumption of uniformly distributed p-values
is not strictly true, due to the discreteness of the p-values. And indeed, for very
sparse data, the two-level test procedure used for testing random convergent
or divergent connections was shown to not be reliable. It was demonstrated,
however, that both tests (1) detect many deliberately introduced errors, and
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(2) do not report more than the expected fraction of false positives under Hy
(as long as data is not too sparse).

The tests were used on NEST’s probabilistic connection algorithms, with
a range of different parameters, under different conditions. No evidence of
errors or biases was found. For example, three-dimensional spatially structured
networks with 1,000,000 nodes were created using each of the four kernels
(constant, linear, exponential, and Gaussian), and the distribution of distances
between connected nodes was tested using the KS test, resulting in the p-
values 0.726, 0.978, 0.803, and 0.770, consistent with our expectations. This
of course does not guarantee that no bias exists. Very small biases, or biases of
a kind not easily detectable by the tests (e.g., biases caused by patterns in the
underlying PRNG), might, indeed probably do, exist. Still, our confidence in
the simulated connection patterns, and therefore the scientific findings based
them, has grown.

An additional goal of this work was to develop automated test suites. An
adaptive test strategy was proposed as a solution to the extra challenges this
entails. A single test is first done on the algorithm being tested. If the resulting
p-value is deemed suspicious, a two-level test is performed, comparing the p-
values from tests of multiple network realizations with the expected uniform
distribution. Using this strategy, the automated test suites achieve a low rate
of false positives, fast run time, and a fairly high sensitivity. In certain cases
one might want to opt for a safer alternative and do a small number of initial
tests, instead of one, to determine whether more tests should be run. This will
increase the sensitivity, while run time and rate of false positives will increase.

Perspectives for future research

Variants of the probabilistic network types tested in this work exist, and tests
have yet to be developed for these. The test for random convergent or diver-
gent connection routines developed here, for example, assumes that autapses
and multapses are allowed, and cannot be used when these are disallowed.
Networks with disallowed autapses are relatively straightforward to test. We
can simply make sure no node is connected to itself, and do a chi-squared test
with the number of nodes available reduced by one. For disallowed multapses,
however, an altogether different distribution will result.

For networks with spatial structure, tests for networks with a prescribed in-
or out-degree (', as well as a kernel, remain to be developed. It is not entirely
clear what is expected from such a connection routine, as a conflict between the
two rules occur. In some cases, the value of the kernel is in this case interpreted
not as a connection probability, but instead as relative probabilities (Plesser
and Austvoll 2009). With kernel value for node 7 equal to k;, the relative
probability of connecting to node i is p; = k;/ K, where K = ) k;. For such
a connection routine, one possible test strategy is to use the chi-squared test,
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with p;C as the expectations.

Another case worth testing is spatially structured networks with open
boundary conditions. When the source node is arbitrarily positioned, the
boundary effects will in this case lead to somewhat involved expressions for
the radial distribution of nodes.






Appendix A
NEST - A short tutorial

NEST (NEural Simulation Tool, Gewaltig and Diesmann (2007)) is a sim-
ulation environment developed by the NEST Initiative, capable of running
simulations of large networks of point neurons. NEST is open source and can
be downloaded free of charge from nest-initiative.org. A brief introduction is
given here. This section is based on the NEST tutorial by Gewaltig, Morri-
son, and Plesser (2012) and the NEST Topology User Manual by Plesser and
Enger (2012). It mainly describes the functions implementing the connection
algorithms tested in this thesis. A Python interface, PyNEST (Eppler et al.
2009), is available, and will be used here. Version 2.2.0 of NEST is used. To
import the PyNEST module into Python we use the following command.

import nest

The concepts of nodes and connections described earlier are used in NEST.
Nodes can be neurons, devices, or sub-networks. The neurons are either point-
neurons (neurons with a single compartment) or neurons with a small number
of compartments. They can be based on one of the many built-in neuron
models, some of which are listed in Table A.1. The default parameters of
each of these models can be modified. Due to NEST’s modular architecture,
researchers can also create their own models from scratch.

Devices are nodes used to either stimulate or measure the activity of neu-
rons. Some of the available devices are listed in Table A.2. Sub-networks (or
subnets) are nodes who themselves are comprised of multiple nodes. Subnets
can also be created inside other subnets. Using nested subnets we can create
complex hierarchical structures of neurons with as many levels as we want.

The Python code below will create a neuron of type “iaf neuron”, using
the default parameters for the model.

neuronl = nest.Create(’iaf_neuron’)

Every node created is assigned number, called a global identifier (GID). This
number is returned and assigned to the variable called neuronl. To create a
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Name

Description

aeif cond alpha

Conductance based exponential integrate-and-fire neu-
ron model according to Brette and Gerstner (2005).

ginzburg neuron

Binary stochastic neuron with sigmoidal activation func-
tion.

hh psc alpha

Spiking neuron using the Hodkin-Huxley formalism.

ht neuron

Neuron model after Hill and Tononi (2005).

iaf cond alpha

Simple conductance based leaky integrate-and-fire neu-
ron model. Post-synaptic change of conductance mod-
elled by an alpha function.

iaf cond exp

Simple conductance based leaky integrate-and-fire neu-
ron model. Post-synaptic change of conductance mod-
eled by an exponential function.

iaf neuron

Leaky integrate-and-fire model with alpha-function
shaped synaptic currents.

izhikevich

Implementation of the simple spiking neuron model in-
troduced by Izhikevich (2003).

mat2 psc_exp

Non-resetting leaky integrate-and-fire neuron model
with exponential PSCs and adaptive threshold.

parrot neuron

Neuron that repeats incoming spikes.

pp_psc_delta

Point process neuron with leaky integration of delta-
shaped PSCs.

sli_neuron

The sli_neuron is a model whose state, update and cal-
ibration can be defined in SLI.

Table A.1: A few of the neuron models available in NEST.

neuron with some non-default parameters, say, the threshold potential V4, and
the reset potential Vieset, the code will look as follows.

neuron? = nest.Create(’iaf_neuron’,
params={’V_th’: -50.0, ’V_reset’: -65.0})

To create many identical nodes, the desired number of nodes is passed to
Create as the second argument. In the following code 1,000 neurons are cre-
ated, and the GIDs for all the neurons are stored as a list named neurons.

neurons = nest.Create(’iaf_neuron’, 1000)

Connections in NEST can represent synapses between neurons, but can
also be connections from neurons to other types of nodes (devices and subnets).
All connections are directed, weighted and delayed. Directed means information
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Name

Description

ac_ generator

This device produce an ac-current.

correlation detector

Device for evaluating cross correlation between
two spike sources

dc_ generator

The DC-Generator provides a constant DC input
to the connected node.

gamma_ sup_generator

Simulate the superimposed spike train of a popu-
lation of gamma process.

multimeter

Device to record analog data from neurons.

noise generator

Device to generate Gaussian white noise current.

poisson__generator

Simulate neuron firing with Poisson processes
statistics.

spike detector

Device for detecting single spikes.

spike generator

A device which generates spikes from an array
with spike-times.

voltmeter

Device to record membrane potentials from neu-

rons.

Table A.2: Some of the devices available in NEST.

travels in one direction. Weighted means the strength of connections can be
varied. Delayed means it takes time for information to travel from one node
to a connected node.

To manually connect one pair of nodes using the default synapse model
“static_synapse” with the default weight of 1.0 and the default delay of 1.0
milliseconds we can use the Connect function:

nest.Connect (neuronl, neuron2)

To use a weight of —1.5 (negative weights means the connection will be in-
hibitory), a delay of 0.5 ms, and the synapse model “tsodyks synapse”, we
pass some extra arguments to Connect as follows.

nest.Connect(nl, n2, -1.5, 0.5, model=’tsodyks_synapse’)

Table A.3 lists some of the synapse models in NEST. Several synapse models
with short-term and long-term plasticity are available.

Connect can also be used to create many one-to-one connections between
two lists of nodes. However, if we wish to make connections that are more
complex than simple one-to-one connections, such as convergent and
divergent connections, several other functions are available. One example is
RandomConvergentConnect. The code snippet below first defines three
variables N;, N; and C. It then creates N, neurons, which will serve
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Name Description

cont _delay synapse Synapse type for continuous delays.

ht synapse Synapse with depression after Hill and Tononi
(2005).

static__synapse Synapse type for static connections.

stdp__dopamine synapse | Synapse type for dopamine-modulated spike-
timing dependent plasticity.

stdp__synapse Synapse type for spike-timing dependent plas-
ticity.
tsodyks synapse Synapse type with short term plasticity.

Table A.3: Some of the synapse models available in NEST.

as source neurons, and N; target neurons. It then connects them using
RandomConvergentConnect.

N_s = 10
N_t = 10
C=3

source_neurons = nest.Create(’iaf_neuron’, N_s)
target_neurons = nest.Create(’iaf_neuron’, N_t)
nest.RandomConvergentConnect (source_neurons, target_neurons, C)

The function call

nest.GetConnections (source_neurons)

will return the resulting connections. RandomConvergentConnect considers
each node in the second list (target_neurons) in turn, and connects C' ran-
domly chosen nodes from the first list (source_neurons). Hence, the target
nodes will all have an in-degree (number of incoming connections) equal to C,
whereas the source nodes might have different out-degrees. Note that two or
more connections (multapses) can be drawn between the same pair of nodes.

A similar function, RandomDivergentConnect, works in very much the
same way, but it iterates over the source nodes instead of the target nodes,
and draws random nodes from the targets instead of the sources. As a result,
the source nodes will now all have the same out-degree C', while the in-degrees
of the target nodes will vary. An example of a random divergent network was
shown in Figure 1.1.

After having created all nodes and connected them, the simulation can
be started with the Simulate function. Simulate only takes one argument;
the number of milliseconds to simulate. The following example, borrowed from
Gewaltig, Morrison, and Plesser (2012), is a simple simulation script. A neuron
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receives stimuli (events) from one AC generator and two poisson generators.
A voltmeter is also connected to the neuron to record the membrane potential.
The simulation is run for 1,000 ms, and a plot of the membrane potential as a
function of time is displayed.

import nest
import nest.voltage_trace
neuron = nest.Create(’iaf_neuron’)
sine = nest.Create(’ac_generator’, 1,
{’>amplitude’: 100.0, ’frequency’: 2.0})
noise = nest.Create(’poisson_generator’, 2,

[{’rate’: 70000.0}, {’rate’: 20000.0}])
voltmeter = nest.Create(’voltmeter’, 1, {’withgid’: Truel})
nest.Connect(sine, neuron)
nest.Connect(voltmeter, neuron)
nest.ConvergentConnect (noise, neuron, [1.0, -1.0], 1.0)
nest.Simulate(1000.0)
nest.voltage_trace.from_device(voltmeter)

Spatially structured networks and the NEST Topology module

The simulation of spatially structured networks is increasingly a popular tool.
A spatially structured network is a network where connection probabilities and
-properties are determined by the spatial position of the nodes. With NEST,
such networks can be created easily using the NEST Topology module (Plesser
and Austvoll 2009; Plesser and Enger 2012).

To use NEST Topology, the module has to be imported as show below. For
convenience it is given the shorthand name “topo”.

import nest
import nest.topology as topo

In Topology, nodes are placed on layers. Layers are similar to subnets, but with
extra information about the spatial position of each node. The term “layer”
often refers to a two-dimensional structure, but layers in NEST Topology can
be both two- and three-dimensional. They are either grid-based or free. In
grid-based layers, nodes are placed on a Cartesian grid, while on free layers,
nodes can be placed at arbitrary locations. The code below will create a simple
two-dimensional grid-based layer.

layer_specs = {’elements’: ’iaf_neuron’,
‘rows’: 10, ’columns’: 10, ’extent’: [2.0, 2.0]}
layer = topo.CreatelLayer(layer_specs)
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First a dictionary, layer_specs, is created, containing specifications for the
layer. The node type is set to “iaf neuron”. The rows and columns entries
specify the number of desired rows and columns of neurons, and extent is the
size of the layer. Additional parameters can be included, such as the x and y
position of the center of the layer (default is (0, 0)). The layer is assigned a
GID, which is returned by CreateLayer and assigned to the variable layer.
To create a free layer, the position of every node must be passed to
CreateLayer. If a list of positions is given, a node will be created at each. In
the example below, three nodes are positioned on a two-dimensional layer.

pos = [[-0.3, 0.3], [0.4, 0.2], [0.0, -0.4]]
layer = topo.CreatelLayer({’elements’: ’iaf_neuron’,
’positions’: posl})

Here the extent is not specified, so the layer will have the default extent of
1.0 x 1.0.

To place a larger number of neurons at pseudorandom locations, we have
to import and use a pseudorandom number generator (PRNG), such as the
one supplied with numpy. Here, 1,000 neurons are uniformly distributed over
the layer:

import numpy as np

x = np.random.uniform(-0.5,

y = np.random.uniform(-0

pos = zip(x, y)

1 = topo.CreateLayer({’elements’: ’iaf_neuron’,
’positions’: posl})

0.5, 1000)
0.5, 1000)

>

topo.PlotLayer(1)

The last line will display a plot of all the nodes on the layer, similar to the
one in Figure A.1. To create a three-dimensional layer we simply add a third
component to the node positions.

import numpy as np

x = np.random.uniform(-0.5, 0.5, 1000)
y = np.random.uniform(-0.5, 0.5, 1000)
z = np.random.uniform(-0.5, 0.5, 1000)

pos = zip(x, y, z)

1 = topo.CreateLayer({’elements’: ’iaf_neuron’,
’positions’: posl})

topo.PlotLayer(1)

The result is seen in Figure A.2.

For small layers, a large fraction of the nodes will be close to the edge
and therefore have fewer neighboring nodes. This might have an undesired
effect on the simulation. To emulate the effect of a larger layer, the layers can
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Figure A.1: A free layer with 1,000 nodes. x and y positions are drawn pseudorandomly
from U(—0.5,0.5).

therefore be given periodic boundary conditions. The layer is effectively bent
into a torus, so the left and right side are joined, and the top and bottom is
joined.

To create a layer with periodic boundary conditions, an extra entry,
’edge_wrap’: True, is included in the dictionary passed to CreatelLayer:

layer = topo.CreateLayer({’elements’: ’iaf_neuron’,
’positions’: pos,
’edge_wrap’: Truel})

The ConnectLayers function is used to connect two layers. One layer
is considered the source layer, and the other the target layer. Connections
between layers can be convergent or divergent. When creating a convergent
connection, each node in the target layer is iterated over, and connections are
drawn from the source layer. When creating a divergent connection, each node
in the source layer is iterated over, and connections are drawn from the target
layer. The layer which is iterated over is called the driver, and the layer from
which nodes are drawn is called the pool layer.

When connecting two layers, we also specify a mask, and usually a kernel.
A mask is a boundary around the considered node in the driver layer beyond
which no nodes from the pool layer are considered. Masks can be rectangular,
circular, or annulus shaped. The kernel is the distance-dependent connection
probability function. Table A .4 lists all the available kernels in Topology. Users
can also create their own kernels.
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Figure A.2: A free three-dimensional layer with 1,000 nodes, where z, y, and z positions
are drawn pseudorandomly from U(—0.5,0.5).

In the example below, two identical layers are created, and then connected
using a Gaussian kernel. The result can be seen in Figure A.3.

import nest
import nest.topology as topo

layer_specs = {’elements’: ’iaf_neuron’,
’rows’: 21, ’columns’: 21}

source_layer = topo.Createlayer(layer_specs)

target_layer = topo.Createlayer(layer_specs)

mask = {’rectangular’: {’lower_left’: [-0.4, -0.4],
>upper_right’: [0.4, 0.4]}}
kernel = {’gaussian’: {’p_center’: 1., ’sigma’: .2}}
conn_specs = {’connection_type’: ’convergent’,
’mask’: mask, ’kernel’: kernel}
topo.ConnectLayers(source_layer, target_layer, conn_specs)

fig = topo.PlotLayer(target_layer, nodesize = 60,
nodecolor = ’grey’)

center_node = topo.FindCenterElement (source_layer)
topo.PlotTargets(center_node, target_layer, fig = fig,
mask = mask, kernel = kernel,
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Name Parameters | Function
constant p e 0,1]
uniform min, max p € [min, max) uniformly
linear a,c p(d) =c+ad
. —d

exponential | a,c, 7 p(d) =c+ae”r

i _(@=n)?
gausslan Dcenter; 0, ,u7 C p(d) =c+ Pcenter€ 202

(dx—px)? _ (dy=py)? ) (dx—pa)(dy—py)

. Ox, O - +2p X

gaussian2D Per @ Ty & G -
Hx, :uy7 P, C p<d) = C+pce 2(1-p%)

Table A.4: Kernels available in NEST Topology.

250, src_color = ’red’,
30, tgt_color = ’red’,
’blue’)

src_size
tgt_size
kernel_color =

In lines 4 and 5, layer specifications are stored in the variable layer_specs
No extent is specified, so the default extent of 1.0 x 1.0 will be used. In line 6
and 7, these specs are used to create two identical layers, called source_layer
and target_layer. In line 9 through 11, mask and kernel specifications are
stored. A rectangular mask is chosen, and the extent of the mask is specified
in terms of the locations of the lower left and upper right corners. A Gaussian
kernel is chosen, and the two required parameters of the function, the connec-
tion probability at the center (p_center) and the standard deviation (sigma),
are set. In line 12 and 13 the connection specifications are set using the already
defined mask and kernel, and the connection type set to convergent. In line
14 the layers are actually connected. The rest of the code generates the plot
seen in Figure A.3.

It is possible to specify a fixed degree for the driver layer, similar to what
is done when using RandomConvergentConnect for networks without spatial
structure. In this case, each node in the driver layer selects randomly chosen
nodes from the pool layer and either connects or not based on the probability
given by the kernel, until the number of connections matches the specified
degree. This will allow multapses to be formed (unless specifically prohibited).
To implement a fixed driver layer degree, only a small change to the parameters
given to ConnectLayers is needed:

conn_specs = {’connection_type’: ’convergent’,
’mask’: mask, ’kernel’: kernel,
’number_of_connections’: 100,
’allow_multapses’: True}

Several functions for inspecting different aspects of the network is avail-
able, in addition to the plotting functions demonstrated above. All the query
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Figure A.3: Plot of a layer, with neurons connected to the source node in the center
marked in red. The mask is shown in purple, and the blue rings mark o, 20 and 3o from the
Gaussian kernel function. No nodes outside the mask is connected to the source node. As
expected, the fraction of connected nodes is higher close to the source node. Note however,
that the actual number of connected nodes is higher between the 1o mark and the 20 mark
than between the center and the 1o mark. This is because a greater number of nodes are
available further away from the center.

functions from the main nest module, such as the GetTargetNodes function
explained earlier, can also be used on layered networks created with the Topol-
ogy module. In addition, the topology module provides some extra query
functions, such as FindCenterElement, GetTargetPositions, Distance, and
Displacement. The usage of some of these are demonstrated in the code
below, which is a continuation of the previous example.

targets = topo.GetTargetNodes(center_node, target_layer) [0]
distances = topo.Distance(center_node, targets)

import matplotlib.pyplot as plt

plt.figure()

plt.hist(distances, bins=10)

This will generate a histogram like the one in Figure A.4, showing the distri-
bution of distances between the center source node and connected nodes in the
target layer.
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Figure A.4: Distribution of distances between a centered source node and the connected
target nodes.






(000000T) 3UTPURI PUI = PSU
IQUON == psSw JT
:senTeA peos HNUd 308 #

A.muoymlﬁmzphﬁ>|sdnlﬁm00p«dePMPmenmeuwu.pmwﬁ = da"u- y1es
({Speeays - FJTOS : SpeeIU3l WNuU TeDO0T.})SN3ielSTouUIs}l1eg  1s8U
() Teuxe)3esey - 1s8uU

‘pees HNY IL9asel :psu

sao9jouweaed

‘SONTeA podsS 39S pue Touxsy ISAN oYl 19soy

(]
t(psu ‘FTes)3es8I”

S3UN0D UINIDI

T =+ [3Ie3S - WOTS]S3UNOD
:X UT WeTe® IO
STN'FTI®S % [0] = S3umnod
(X)utw = 1Ie3S

*S3UOWeT® JIRTTIWIS JFO S3UNOD SUTUTR3UOD 3STIT

senTeA uIniay

*9s1T Luy :x

sIsjeureIRd
*4STT UT SsjueweTe® JRTTWIS 3UNOYH
(N3

P (X ‘FTes)Iejunod”

STN'FTeS x [0018ep~pegoadxe] = pejoadxe-ITes

((utw~o- yTos ‘oo13ep~pegoadxe)
\ % ¢ UTW ® 8SeaIddp IO STN / D*3 N oSealdu],

*(Ig'9) utw e uweyl ssoT ST (JIg'Y%) 90189p-qno peidadxy,

ySuturepmewtauUNy OSTERI
iutw- o JTos > oox8ep peloadxe IT
(STN"FT®S)2®0TI / D' FI9S % 1 N'JI[9S = 9o13ep pejroadxe

Jop

Jop

68
88
L8
98
a8
¥8
€8
c8
I8
08
6.

0¢

0 D
0 O

I~
00

red

DPERSURIPEIN
1010 10 1O 1O 1O K

—~ N

O~ 0O
< < < S

JIIIN
<

(¢sooxd " TenaITATuNuU Te109,)SNielgTouIay1en - 1seu = da~u- yTes
({Speeiya’ JISS : SpPeSIYl UWNU TEDO0T,})SNIB]STOUIS}1SS  1SoU
() TouIL}19s9Y " 1S8U

speaIy3} = speaiyl’ JTes
UTW ® = UTW ®° J[OS

0 = D" 3¥T8s

N = 37N"FT®S
N = STN'¥TeS

9
s

‘7 ST 3TneFo(Q ‘'SpeaIyj [eJS0T FO ISqUNU 385 :Spesayl
0T ST 3[neFsQ 'UTq yoes

UT SUOT]RAISSQO JO JIoqumu pejoedxe WNUTUTH utw-e
* (woanau 3931

aed suoTioeuUUOD Fo Iequmu) o8I8ep-UJ o)

‘suoanau 308Ie] JO Joqumy : 17N

*SUOIN®U ©0INOS JO Jaqumy : s™N

sI9jlsuweaed

‘UOTINQTIISTP POAISSqOo oYl Y3Tm uostredwod Isjel JOF
SUOTANQTI}STP pojoadxe sejzernored pue ‘jusuriedxe ayj3 dn sj3eg

[

:(T=SpesIyl ‘QT=UTW S ‘D ‘3TN ‘STN ‘I[OS) TITUT T Fop

(3
*300uuo)juUsSIoAUOUOPURY SUT3Se3 IO0F posn SSeT)

ccc¢
: (309(qo) 1995917)DY SSeTd

q3seu 3xodwt

11d se 3ordAd-qrr3ordieu 3xodut
sqeqs-£dros jxodurt

pux se wopuex’Adunu 3xodwt
Adumu 3xodut

(X33
* 309uU0)IUSSISAUCJUOPURY IOF S3ISOJ

wroyzxe(y Tetweq :JIoyinep

[

SUo1j3oauu09 Qﬁ@@pw.\rﬁmvu wopued JI0jJ W—QM.HOm 1S9],

q xipuaddy

ﬁﬁ
€V
v
1%
oy
6€

L€
9¢€
ge
123
€€
ce
1€
0€
6¢
8¢
LG
92
Ge
14
€¢
44
1¢
0¢
61
8T
LT
91
a1
i
€1
4!
IT
0T

[TV

™M <t

— N



Test script for random convergent connections

60

‘peferdstp oq prnoys wei8o3sty Ioyzeym Lyroedg :weiBo3sTY MOUS
‘soaax8epT 108~ Jo pee3sur pesn

oq TTTM TOX3uod~seax8ep~308~ ‘eni] JI ‘onfea uUesTo0q : T0I3u0d

‘onTes pess HNYd ISIATH : peesTaIesas

‘3s93 peoxenbs-tyo jeedex 03 sewry Jo Iequnu : sunI~u
sI9jeweIed

*ase1 JOH Aouxtwg-asoxoJowToy oya Suisn [T Q] uo
peinqriastp ATwrioytun axe senrea-d SuriTnsel Iayleym 3s9]
*SeWT3 SUNI™U 3S83 JO0H PoJenbs-Tyd UNI pue }IOMIOU © 93BDID
(]

: (9sTed=4QD™MoUs

‘00T=SuTtq weI8o31sSTY ‘osTei=wei803sSTY MOYS
‘9sTeJ=T0I3UO0D ‘OUON=POdS~ 3IIS ‘SUNI"U ‘JT[OS)3S03 [OADT OM]

(0=Fopp ¢ (pea1oadxs-ITes)Lerre’ Adumu
¢ (soa13sp) feaxe ' Adumu) exenbstys - sqeqs- AdTos uwingex
JOpp-T1-3 = Fp ‘wopeaiF yo seailep ayj3 03 jusuasnlpe :jopp #

(psw)sea13ep 198~  FTes = sooi13ep
tesTo

(pSw) ToI1u0d " s90139p"108™ * IT9S = sooi13ep
:TO0X3U0D FT

‘9803 pexenbs-tyo> woxy entea-d
*oT3sT3R3lS poxenbs-Tyd

senTeA uInlay

-soox8epT 108~ JO peS3SUT pesn aq
TITA TOIjU0d> seaia8ep 308~ ‘oni] JI ‘oNTeA URSTOOg :TOIJUOD
‘poes HNY Io3se| : psu

sI9jsuweIed

‘3583 409
poxenbs-1ys s, uosiesd SUTSN UOTINQTIIISTP poirdadxe oyl YITM UOTINQTIISIP
o018ep-3no SuriTnsex oy3 aredwod pue NIom3du STSUTS e 93BDIY)

ccc¢
: (9STed=T0I1U0D ‘oUON=pSW °JToS)1se1 parenbs Tyd

seox8eop uinjyex

(u02)I9qUNOD ™~ IT9S = so9i1Fep
(D°ITOS * 3"N"FT®S ‘STN'JFToS Q)IUTPURI PUI = UOD

(psSw)pass * pux
{QUON =i PSW IT

Jop

Fop

*SOpou ©0INOS 9Y3 FO S9oi8ep-3no aYj SUTUTRIUOD 3STT

senTes UIN}ey

‘poes HNY I9ase :psu

sa9jlauweaed

‘UOTINQTIISTP TRTWOUTITNW
pejoeadxe oYl YITM eBIRp SUINISI POUlLW STU3 ‘ISHN SUISn Jo peejsul

[
:(psu ¢ FTes)T0I3u0d " s99I80p 103"

seax8ep uaniex

(SUOT309UUOD ™ ©DINOS) ISJUNOD™ " FTOS = seox8ep
[SuoT308UU0D UT UUOD JIO0F [Q]UUOD] = SUOT3OOUUOD ©2INOS
(Sepou~80Inos * FJTOS=00IN0S) SUOTJDOUUONJOH * 3S8U = SUOTIDBUUOD

()200uuod™ " yTos
OPITng™ " FT°S
(psw)3esex” " FTos

*SOpou ©2INOS U3 JFO sooa8op-3no oYz SUTUTRIUOD 3ISTT

sonTeA uIN}ey

‘poes HNY I93SB| :psuw

SJIejauweIed

*SUOT309UU0D SUT}TNSeI
Y3 SASTIFSI pUR ‘WAY3 3O9UUOD ‘SOpou 93edard ‘ISHN 39sey

(X3

s (psw ‘FTos)seaxdepTa03”

({eni1] : sesdejTnu morTe,}=suotado ‘)-JTeS
‘sepou~1e81eq " JTOS ‘SOPOUTSDINOS * FTOS)109UU0)YIUSTISAUOYUOPURY * 1SU

¢¢¢ SOpOU TT® 3D9UUOD( ¢ ¢
: (FTOS)309UU0D ™~

(3"N"JT9S °,UOINSU JBT,)91B0I) 1SOU = Sopou 193Ieq- JTOS
(STN'FT9S ¢ UOINSU™ JeT,)99BoI) 1SOU = SOPOU 92INOS"° JTOS

¢c¢ SOpOU TT® 83BdIAD( ¢ ¢
t(FTes)p1Tnqg”

({o8ueapsu : spoas~3uI,
‘da"u- yres + psu :peos~Suil,})snieqgTouIs) 19 1sou
(da~u* yTes + psu ‘psw)o8uer = oFueipsu

FopP

FoP

Fop

FopP

VT
ovl
6¢T
8€T
LET
9€T
ger
Vel
€el
cel
I€T1
0€T
6CT
8C1
LCT
921
gal
i7q!
€al
cal
TcT
0cT
61T
8TT
LTT
91T
ST
VIT
€11
CIT
TTT
01T
60T
80T
L0T
90T
G0t
V0T
€01
cot
10T
00T
66

86

L6

96

G6

76

€6

c6

16

06



61

d ¢ :f3TwroyTun o 3s03-8Y Fo enytea-d, jurad
SY ¢ :0T3STIRAS 3503 Q)¢ 3urad

LVC
4

(0=poosTaIels ‘QQQT=SUNI U)3se] TondT om3-3sey = d sy
(000T=D ‘000T=3"N ‘000T=S"N)I031S9317DDY = 1s°3

icoTutew T == T euweu”

d ‘sy uinjex

(enxr=¥o0Tq)Moys - 2Td
:wex803STY~MOYS IO JQD MOUS FT

((£ousnbexg,)ToqerL a1d
(csentea-d.)TeqeTx" 31d
(sutqurex803sTy=sutq ‘sonread-yres)asty-a1d
()@an8tz-a1d

:wex803STY MOYS FT

((uoTyouUNy uUOTINQTIFSTP Teoratduy,)Teqerd a1d
(¢senTea-d.)TeqeTx " 31d
([0°T] + £ + [0°0] “[0°T] + senTead 3Tes + [0°0])de3s a1d
[((senTead' 3Tes)usT)o3uer ur T I0J
(sentead-yres)ueT / (T + T)] = £
()2x0s-sentead: yTos
()@an8tz-a1d
:@p™moys 3T

((POPTS”OM] =0OATJRUIS]TR
‘cmroFrun, ‘senyead-yres)aselsy-siels-Adros = d sy

(d)puadde- sentead: y1os
(ToI3u0d ‘pess)iaser pexenbs Tys-yTes = d ‘TyYd
(sunx~u ‘dum(~pees / (pesosTaieas - pess) + T)
\ % «<'P% o pY% 3se3 Suruuny, jutad
: (dun(~pees ‘pessTpue ‘peesTiIels)eSueI UT pess JIOJ
dun(~pess x SUNI"U + po9sS~3IRYS = PSS pUS
T + da~u-yres = dum[~pees

:osTe
(d)ypusdde- sentead- yTos
(Tox3uod ‘euop)3ser paxenbs Tys-yres = d ‘Tyd
(sunx™u ‘1 + T) % ('PY% Fo pY aseq Jutuuny, aurad
:(suni"u)eSuex uT T IOF
19UON == peos~3ae3s JIT

[1 = sentead:-zTes

[
‘1893 Q) woxy entea-d
*0T4STIEIS SY

senTeA uIni}ey

‘peferdstp oq prnoys Jqd Ioyzeoym Lytoadg : Jap " moys
‘sutq wex803sSTY FO Xaqumy :Surq weiSo3sTy

T

ige
¥ve
€V
e
1ve
0ve
6€¢C
8€C
LET
9€¢C
GecT
vee
€€C
cee
1€¢
0€T
6¢C
8CC
LCC
92
gee
vee
€2C
(444
144
0cc
61¢C
81¢C
LT1¢C
91¢
e
vic
€1¢c
[qré
11¢
01¢C
60T
80¢C
202
90¢
G0¢C
¥0¢
€0¢
414
10¢
002
66T
86T
L6T
961
61T
V61






(000000T) 3UTPURI PUI = PSU
IQUON == psSw JT
:senTeA peos HNUd 308 #

A.muoymlﬁmzphﬁ>|sdnlﬁm00p«dePMPmenmeuwu.pmwﬁ = da"u- y1es
({Speeays - FJTOS : SpeeIU3l WNuU TeDO0T.})SN3ielSTouUIs}l1eg  1s8U
() Teuxe)3esey - 1s8uU

‘pees HNY IL9asel :psu

sao9jouweaed

‘SONTeA podsS 39S pue Touxsy ISAN oYl 19soy

(]
t(psu ‘FTes)3es8I”

S3UN0D UINIDI

T =+ [3Ie3S - WOTS]S3UNOD
:X UT WeTe® IO
STN'FTI®S % [0] = S3umnod
(X)utw = 1Ie3S

*S3UOWeT® JIRTTIWIS JFO S3UNOD SUTUTR3UOD 3STIT

senTeA uIniay

*9s1T Luy :x

sIsjeureIRd
*4STT UT SsjueweTe® JRTTWIS 3UNOYH
(N3

P (X ‘FTes)Iejunod”

17N'FTeS x [0018ep~pegoadxe] = pejoadxe-ITes

((utw~o- yTos ‘oo13ep~pegoadxe)
9 ¢ UTW ® 9SBaId9p IO 37N / DxS”N oseeIouf,

\ ¢'(3g %) utmw o uweyl sSSOT ST (Ig %) 9o18ep-ur peioadxy,

ySuturepmewtauUNy OSTERI
iutw- o JTos > oox8ep peloadxe IT
(2°N°FT9S)2®0TI / D' FI9S % STN'J[9S = oo13ep pejroadxe

SUOI}09UU0) JUISISAIP WOPUR.

Jop

Jop

68
88
L8
98
a8
¥8
€8
c8
I8
08
6.

0¢

0 D
0 O

I~
00

red

DPERSURIPEIN
1010 10 1O 1O 1O K

—~ N

O~ 0O
< < < S

JIIIN
<

(¢sooxd " TenaITATuNuU Te109,)SNielgTouIay1en - 1seu = da~u- yTes
({Speeiya’ JISS : SpPeSIYl UWNU TEDO0T,})SNIB]STOUIS}1SS  1SoU
() TouIL}19s9Y " 1S8U

speaIy3} = speaiyl’ JTes
UTW ® = UTW ®° J[OS

0 = D" 3¥T8s

N = 37N"FT®S
N = STN'¥TeS

9
s

‘7 ST 3TneFo(Q ‘'SpeaIyj [eJS0T FO ISqUNU 385 :Spesayl
‘0T ST 3Tneys(Q °'UTq yoes

UT SUOTJBAISSQO FO Ioqunu pojoodxe WNWIUTK : UTW ©
* (UOINdU 92INO0S

1od suoTyo9UUOD JO Iaqumu) 99I8ep-1nQ o)
‘suoanau 398Ieq Jo Joqumy : 17N
*SUOINSU 9DINOS JO Joqumy : sTN

sI9jeweIed

‘UOTINQTIISTP POAISSqOo oYl Y3Tm uostredwod Isjel JOF
SUOTANQTI}STP pojoadxe sejzernored pue ‘jusuriedxe ayj3 dn sj3eg

[ 31
:(T=SpesIyl ‘QT=UTW S ‘) ‘37N ‘STN ‘F[eS) TITUT

For

(N1

*300uuOnIUSSISATqUOPURY SUT3Se3 IOF posn SSel)

ccc¢

: (309(qo) 1995917)QYy SSeTD

3seu
11d se 3ordAd-qrr3ordaeu
sqeas- Ldtos

pux se wopuex -’ Adunu
Kdumu

* 309UU0)IUSSISATqUOPURY IO

3xodut
qxodut
qxodut
qxodut
qxodut

(X3

F sase]

wroyzxe(y Tetweq :JIoyinep

[

10J 13drIos 9897,

M) Xipuaddy

€V
v
1%
oy
6€

L€
9¢€
ge
123
€€
ce
1€
0€
6¢
8¢
LG
92
Ge
14
€¢
44
1¢
0¢
61
8T
LT
91
a1
i
€1
4!
IT
0T

[TV

™M <t

— N



Test script for random divergent connections
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Automated test suite for random convergent and divergent connections
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Test script for 2D spatially structured network
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Test script for 2D spatially structured network
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