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Abstract

It is of great interest to try and simulate the neural activity in the human brain.
This way one could possibly create models to help in diagnosing and treating
disorders of the brain. This could lead to decreasing the costs of disorders of
the brain. In order to make sure we can trust the simulations, several aspects
have to be tested and investigated. In this thesis we want to explore how the
rounding of delay values in neurons affect the spiking activity of the network
as a whole. Is there a more correct way of rounding the delay values? And
if we want to make simulations computationally more effective by discretizing
both delay values and times, what resolution is necessary in order to achieve
spiking activity similar to that of the exact solution?

We try to answer these questions by performing network simulations of
both the Brunel and Microcircuit network, for three different models. The
first model is a continuous model with continuous delay values and times. This
will be viewed as the exact model. In addition we will look into two discrete
models with discrete delay values and times. One where each delay value
have the same probability of being drawn, and one where the end points of the
interval only have half the probability of being drawn. The two discrete models
are simulated for several choices of resolution. They will be compared by their
statistics, calculated based on the spike times. In addition to comparing the
statistics visually, we calculate distance measures based on these statistics.

In the results we see that there is no proof of one of the two rounding rules
of delay values being more correct in the sense of being closer to the exact
model based on the statistics. That is, whether the minimum and maximum
delay value have the same probability of being drawn as the others or not,
does not make a difference. We also observe that in order to get activity
in the discrete models to be similar to that of the reference model, we need
to use a resolution of 1

64
. Using this resolution for the discrete models is

computationally less expensive than simulating the continuous model in the
case of the Microcircuit network. However this does not apply to the Brunel
network.
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Chapter 1

Introduction

The human brain is complex. It consists of approximately 86 billion neurons,
which are all functioning (Wnuk et al. 2018). Each neuron communicates with
thousands of other neurons via electrical signals, creating countless electrical
circuits which together with nerves throughout our bodies form our nervous
system (Wnuk et al. 2018). The signals controlling our body and functions,
and also our thoughts and emotions are sent through the nervous system.
With such complex structures and interconnected parts, complications follows.
There are endless of ways things can go wrong (Wnuk et al. 2018). These
errors lead to disorders of the brain, such as Alzheimer’s, depression, addictive
disorders, anxiety disorders and so on (Wnuk et al. 2018; Gustavsson et al.
2011).

Disorders of the brain is a problem within health care, not only on the
personal level of the patient living with the disorders, but also for society as
a whole. In a study performed in 2010 by Gustavsson et al. (2011), it was
estimated that the total cost of disorders of the brain in the countries of Europe,
including a population of 514 million people, was a total of 798 billion euros.
This cost covers 19 major groups of disorders. There were limitations to the
data available, so the estimate is considered to be conservative. They estimate
that the cost for a single person lies between 285 and 30000 euros, ranging from
a headache to neuromuscular disorders. In addition to the financial burden,
disorders of the brain also put an emotional and a social burden on the patients
and their surroundings (Wnuk et al. 2018; Gustavsson et al. 2011).

In order to someday understand the human brain and its functionalities
more thoroughly, and thereby understand things that go wrong in the brain
with its interconnected networks, it is of interest to try and model it. If one
could accurately simulate and recreate the activity in the brain, it could help
to use these models to assist in treating and diagnosing disorders of the brain.
This could possibly lead to minimizing the costs of disorders of the brain,
which, according to Gustavsson et al. (2011), is the number one economic
challenge for European health care, now and in the future.



2 Introduction

1.1 Goal of the thesis
The developers of the NEST (Deepu et al. 2021) simulator, have created
a simulator that tries to recreate spiking activity in the brain. They have
focused on recreating the dynamics, size and structure of neuronal networks,
rather than recreating exact models of single neurons. In order to trust the
simulations, several things have to be explored and tested. One aspect that
needs to be explored is the rounding of delay values. By delay values, one
refers to the time it takes for a signal emitted from one neuron to arrive the
connecting neuron. These values are drawn from a given interval, and in some
cases, one wishes to round these values to a selection of grid points. These grid
points are chosen such that the minimum and maximum value of the interval
is included as grid points. But when we draw these values, the points at each
end of the interval only have half the probability of being drawn, compared to
the points in between. Should each grid point be given the same probability
of being drawn? Or does it not matter? What is more correct?

In addition to the discretization of the delay values, it is of interest to
discretize the time as well. By discretizing the time, it means that the updates
of neurons in the network, in addition to absorption and emission of spikes,
are restricted to the time grid points (Morrison et al. 2007). The temporal
spacing between the time grid points is referred to as computation time step
h. According to Morrison et al. (2007), when one reduces the computation
time step h, the simulation results converge to the exact solution. However,
when the time step is reduced, the simulation time and memory requirements
increases. It is therefore of interest to explore what choices of the time step h
are small enough to give representative spiking activity, not far from the exact
solution, while still being computationally less expensive than when the time
is not discretized.

1.2 Structure of the thesis
Following this introduction, in Ch. 2, we will introduce the theoretical back-
ground needed to understand the results. We introduce the neuron model
we will use and then the network models consisting of this neuron. We then
introduce and describe several statistics that can be calculated based on the
spike times of the neurons in the networks, and then finally a distance measure
which is based on these statistics. In Ch. 3, we go into detail about how the
delay values are drawn for the different network models. We also explain how
the simulations are performed and with what tools. When all the background
information is in place, we present the results in Ch. 4. Based on the results,
we discuss them and draw a conclusion in Ch. 5.

As mentioned earlier, in order to figure out what way of rounding of the
delay values is more correct, and how high the resolution needs to be in order
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to achieve presentable spiking activity in accordance to the exact solution, two
network models will be explored. The Brunel and the Microcircuit network.
For each network, simulations will be performed for three different models.
One where the delay values and times are continuous, the other two with
discrete times and delay values. For the two discrete models, the delay values
will be drawn from intervals containing the same grid points. However, for
one model the probability of drawing each value is the same, while for the
other the end points only have half the probability of being drawn. The two
discrete models will be simulated for several choices of resolution. To compare
the three models, several statistics will be calculated based on the spike times.
The statistics will be compared to see which of the two discrete models are
closer to the continuous one, and also to get an idea of which resolution is
needed for the two discrete models to achieve similar spiking activity as in the
continuous model. This will be done for the two network models separately.





Chapter 2

Theory and Background

We will now present the necessary theory needed to perform the simulations
and compare them. We start by introducing the neuron as it appears in nature,
and the model we use to simulate it.

2.1 Neuron
A single neuron consists of three parts. The dendrites, the soma, and the
axon. It receives electrical signals from other connecting neurons through the
dendrites. The signal then travels through the soma, and if the signal changes
the potential inside the soma enough to trigger an action potential, the signal
will be sent on down the axon. It then reaches the axon terminals, where it
will travel to the connecting neuron via neurotransmitters, and arrive at the
receiving neurons dendrites. A neuron can be either excitatory or inhibitory.
That is, it can either drive other neurons towards firing, or suppress the activity
of connecting neurons (Sterratt et al. 2011).

To make networks of neurons possible to model, one uses a simplified model
of neurons. One example is the leaky integrate-and-fire neuron. This model
describes the change in the membrane potential without including spatial in-
formation, e.g. how the action potential propagates down the axon. According
to Sterratt et al. (2011, Ch. 8), the change in membrane potential is described
by

Cm
dV

dt
= −V − Em

Rm

+ I(t) . (2.1)

In this model the neuron has the characteristics of a RC-circuit, where Cm

describes the capacitance, Em the equilibrium potential, Rm the resistance,
I(t) the input current and V the membrane potential.

The neuron receives input current I(t), and if the potential V of the neuron
reaches a threshold value θ, the neuron will fire an action potential. When
the spike is fired, the membrane potential of the neuron is set back to the
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resting potential Em, and the potential is insensitive to new stimulus during
a refractory period τrp. This refractory period prevents the neuron from firing
infinitely many spikes. The leak term of equation 2.1, that is, the first term on
the right hand side, drives the potential toward the resting potential as time
passes if no new input current arrives the neuron.

2.2 Brunel Network

We want to use the above mentioned neuron model in simulations of networks
of neurons. One of the neural networks that we will take into consideration
is the Brunel network. In this network we do not consider spatial placement
of neurons. The network consists of leaky integrate-and-fire (LIF) neurons.
These will be found in two populations, an excitatory and an inhibitory popu-
lation. That is, a population consisting of excitatory neurons, and a population
consisting of inhibitory neurons. The model tries to represent the real spiking
activity in the brain by preserving the same ratio of excitatory and inhibitory
neurons in the model as can be found in the brain. That is, we have 80% exci-
tatory, and 20% inhibitory neurons. According to Brunel (2000), each neuron
in the model receives C randomly chosen connections from other neurons in
the network. From these C connections, a specific number of them come from
excitatory neurons, while the rest comes form inhibitory neurons. The number
of connections each neuron receives from excitatory and inhibitory neurons is
quite small compared to the total number of excitatory and inhibitory neu-
rons present in the network, respectively. It is thereby a sparsely connected
network.

We call the current received from the connections to other neurons in the
network the recurrent input. This is because the current comes from within
the network. As the neurons in the human brain are also affected by spiking in
neurons outside the network, but nearby in placement, the model incorporates
an external current input to each neuron. For simplicity, it is assumed that
the excitatory and inhibitory neurons have the same neuron characteristics,
e.g. firing threshold, refractory period, and resting membrane potential. The
terms which can be seen in model A in the article by Brunel (2000).

The input current to the neuron i is described through Ii(t). It incorporates
input from other neurons in the network, so-called recurrent input, and input
from neurons firing in other networks nearby, the external input (Brunel 2000).
The input current is modelled by

RIi(t) = τ
∑
j

Jij
∑
k

δ(t− tkj −D) . (2.2)

The variable R represents the resistance to current flowing out of the neu-
ron, and τ represents the membrane time constant, τ = RC, where C is the
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membrane capacitance. In the equation, the first sum on the right hand side
sums over the synapses, connections between neuron i and neuron j, with post-
synaptic potential amplitude Jij (Brunel 2000). In our case we use the same
postsynaptic potential amplitude Jij = J > 0 for synapses from excitatory
neurons, both from the ones in the network, and from the excitatory neurons
in other networks nearby. The synapses from inhibitory neurons are assigned
postsynaptic potential amplitude Jij = −gJ .

The second sum in equation 2.2 is over the spikes emitted from connecting
neuron j. This incorporates both recurrent and external connections. The
spikes are emitted at time tkj and arrives at neuron i after a time D. The time
it takes for a spike emitted from neuron j to reach neuron i is referred to as a
delay, D. The spike times of the external neurons are generated by a Poisson
process with rate νext.

The synapses are modelled using the delta function δ. The delta function
(Kanwal 1983) has the properties

δ(x− ξ) = 0, x ̸= ξ . (2.3)∫ ∞

−∞
δ(x− ξ)dx = 1 . (2.4)

As seen in the article by Brunel (2000), the choice of parameters decides
in what kind of state the neuronal spiking would be. The network can be
in four different states. Asynchronous irregular (AI), asynchronous regular
(AR), synchronous regular (SR) and synchronous irregular (SI). A network is
in asynchronous state if the instantaneous firing rate ν is constant in time.
Instantaneous firing rate can be defined by

ν(t) =
1

N∆t

N∑
i=1

Si(t) . (2.5)

In this equation, N is the number of neurons, and Si(t) is the number of
spikes emitted from neuron i in the time window [t, t + ∆t] (Sterratt et al.
2011, Ch. 9). If ν varies in time the network is said to be synchronous. By
regular and irregular state one refers to regular or irregular firing of individual
neurons in the network. It was shown in the article by Brunel (2000) that there
is irregular firing when the parameter g > 4, and regular firing when g < 4.
That is the parameter that determines the postsynaptic potential amplitude
of the inhibitory synapses, determining the balance between inhibition and
excitation in the network. We get irregular firing when inhibition dominates,
and regular firing when excitation dominates. In our simulations we chose
parameters to achieve the asynchronous irregular (AI) state. That is, the
instantaneous firing rate ν is constant in time, while individual neurons fire
irregularly, which means that inhibition dominates.
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A more detailed description of the Brunel network and the parameters
which were used in our simulations are given in the following tables A-F. They
are very similar to that found in the thesis by Dasbach (2020) and is written
in tables after Nordlie et al. (2009).

A Model Summary

Populations Three: excitatory, inhibitory, external input

Topology no spatial information

Connectivity fixed number of incoming connections per neuron (fixed
in-degree)

Neuron model Leaky integrate-and-fire, fixed voltage threshold, fixed
absolute refractory time (voltage clamp)

Synapse model δ-current inputs (discontinuous voltage jumps)

Input Independent fixed-rate Poisson spike trains to all neu-
rons

Measurements Spike times

B Populations

Name Elements Size

E Iaf neuron NE = 4NI

I Iaf neuron NI

Eext Poisson generator 1



2.2 Brunel Network 9

C Connectivity

Name Source Target Pattern

EE E E random independent connections, fixed in-
degree CE, weight Jex, uniformly distributed
delay values

IE E I random independent connections, fixed in-
degree CE, weight Jex, uniformly distributed
delay values

EI I E random independent connections, fixed in-
degree CI , weight Jin, uniformly distributed
delay values

II I I random independent connections, fixed in-
degree CI , weight Jin, uniformly distributed
delay values

Ext Eext E ∪ I one generator connected to all neurons, weight
Jex, no delay

D Neuron and Synapse Model

Name Iaf neuron

Type Leaky integrate-and-fire, δ-current input

Subthre-
shold
dynamics

τ dV
dt

= −V (t) +RI(t) if t /∈ [tki , t
k
i + τrp)

V (t) = Vr else

V (t = 0) = 0

Synapse
current

RIi(t) = τ
∑

j Jij
∑

k δ(t− tkj −D),

constant weight Jij = J for excitatory and Jij = −gJ for
inhibitory synapses, delay values drawn from uniform distri-
bution [dmin, dmax]

Spiking The neuron spikes at time tki if V (tki ) ≥ θ.
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E Input

Type Description

Poisson generators Fixed rate prate, one generator connected to all neurons

F Parameters

Name Value Description

NE 10000 number of excitatory neurons

NI 2500 number of inhibitory neurons

CE 1000 number of incoming excitatory synapses per neuron

CI 250 number of incoming inhibitory synapses per neuron

τm 20 ms membrane time constant

τref 2 ms absolute refractory period

Cm 1 pF membrane capacitance

Vr 0 mV reset potential

θ 20 mV spike threshold

Vm 0 mV initial membrane potential of all neurons

EL 0 mV leak reversal potential of neurons

Jex 0.1 excitatory synaptic strength

Jin −0.5 inhibitory synaptic strength

prate 20000
spikes/s

rate of poisson generator

T 10 s Simulation duration

dmin 1.0 minimum delay value, droop rounding rule

1.0− h
2

minimum delay value, equal rounding rule, resolution h

dmax 2.0 maximum delay value, droop rounding rule

2.0 + h
2

maximum delay value, equal rounding rule, resolution h

2.3 Microcircuit Network
The second network model we will use to explore the differences in spiking
activity based on the choices of the delay values of the neurons, is the micro-
circuit model by Potjans and Diesmann (2012). The model is an extension
of the balanced random network model. It is built up of leaky integrate-and-
fire neurons having static synapses where the inhibitory synapses are stronger
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than the excitatory ones to achieve a balanced network. The connectivity and
external inputs in the model have been found by integrating two connectivity
maps, from anatomy and physiology. The integrated connectivity map have
been found by comparing them to experimental data from several species with
a focus on the rat brain and the cat brain. For further details on how the
model was developed, see the article Potjans and Diesmann (2012).

The microcircuit model is supposed to present a network in the cortex under
a 1mm2 surface area. This network is presented by four layers, L2/3, L4, L5
and L6. In each layer we have a population of excitatory and a population
of inhibitory neurons. The neuron populations are connected either through
“within-layer” connections, that is, the populations lay in the same layer. Or
they are connected through “intralayer” connections, that is, the populations
lie in different layers. In addition to the input neurons get from neurons in the
other populations in the network, they also receive background noise in the
form of Poisson spike trains. In addition to the background Poissonian input
to each layer, the layers L4 and L6 also receive thalamo-cortical input.

As was the case for the Brunel network, Sec. 2.2, the neurons in this net-
work are represented as leaky integrate-and-fire neurons, Sec. 2.1. In this net-
work, the neurons have synaptic current inputs that are exponentially shaped
(Potjans and Diesmann 2012). That is, the synaptic input current can be
described through the equation (Sterratt et al. 2011, Ch. 8)

Isyn(t) =

Īsynexp(− t−ts
τsyn

) for t ≥ ts

0 for t < ts
(2.6)

In the equation, ts describes the arrival of a spike, which can be described
as the time of emission of a spike from the connecting neuron plus the delay.

The neurons are randomly connected according to the probabilities in the
connectivity map. The delays of the neurons are drawn from a normal dis-
tribution with mean 1.5ms and standard deviation 0.75ms for the excitatory
synapses and mean 0.8ms and standard deviation 0.4ms for the inhibitory
synapses. There are about 80000 neurons in the network with 300 million
synapses. The synaptic strengths are drawn from a Gaussian distribution.
The strength of the inhibitory synapses arriving at each neuron, or postsy-
naptic potential, are negative and increased by a factor of g compared to the
excitatory ones (Potjans and Diesmann 2012).

We give an overview of the network model and the parameters used in our
simulations in the following tables, which are similar to those in the thesis by
Dasbach (2020) written in tables after Nordlie et al. (2009).
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A Model Summary

Populations 8 cortical populations in 4 layers (L2/3E, L2/3I, L4E,
L4I, L5E, L5I, L6E, L6I)

Topology no spatial information

Connectivity Random connections, population-specific, fixed number
of synapses

Neuron model Leaky integrate-and-fire, fixed voltage threshold, fixed
absolute refractory time (voltage clamp)

Synapse model Exponential-shaped postsynaptic currents with static,
normally distributed weights

Input No input used

Measurements Spike times

B Network model

Connectivity Fixed number of synapses SY X between populations X and
Y . Connection probabilities CY X from population X to
population Y with X, Y ∈ {L2/3, L4, L5, L6} × {E, I} is

CY X = 1−
(
1− 1

NpreNpost

)SY X
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C Neuron and Synapse Model

Name Iaf neuron

Type Leaky integrate-and-fire, exponential current input

Subthre-
shold
dynamics

τ dV
dt

= −V (t) +RI(t) if t /∈ [tki , t
k
i + τrp)

V (t) = Vr else

V (t = 0) ∼ N (µ = V0µ, σ
2 = V0σ)

Spiking The neuron spikes at time tki if V (tki ) ≥ Vθ.

Synapse
current

Ii(t) =
∑

j Jij
∑

k e
−(t−tkj−dij)/τsΘ(t− tkj − dij),

where Θ(t) =

{
1 if t ≥ 0

0 else

Jij ∼ N (µ = gY XJ, σ
2 = σ2

J,Y X)

Delay values are drawn from uniform distributions [min,max]
for droop rounding rule and [min − h

2
,max + h

2
] for equal

rounding rule with resolution h, min=µexc(inh) − µexc(inh) · σ,
max=µexc(inh) + µexc(inh) · σ.

D Populations

Name Elements Size

L2/3E Iaf neuron 20683

L2/3I Iaf neuron 5834

L4E Iaf neuron 21915

L4I Iaf neuron 5479

L5E Iaf neuron 4850

L5I Iaf neuron 1065

L6E Iaf neuron 14395

L6I Iaf neuron 2948
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E Parameters

Name Value Description

J 0.15 mV reference synaptic strength

gXY 1 X ∈ {L5E,L6E}
−4 X ∈ {L2/3I, L4I, L5I, L6I}
2 (X, Y ) = {L4E,L2/3E}

σJ,XY 0.1 · J · gXY standard deviation of weight distribution

Cm 250 pF membrane capacitance

τm 10 ms membrane time constant

τref 2 ms absolute refractory period

Vr −65 mV reset potential

Vθ −50 mV spike threshold

EL −65 mV leak reversal potential of neurons

τs 0.5 ms Postsynaptic current time constant

µexc 1.5 mean excitatory delay

µinh 0.75 mean inhibitory delay

σ 0.5 standard deviation of delay values

V0µ −68.28 mV Mean starting potential population L2/3E

−63.16 mV L2/3I

−63.33 mV L4E

−63.45 mV L4I

−63.11 mV L5E

−61.66 mV L5I

−66.72 mV L6E

−61.43 mV L6I

V0σ 5.36 mV Standard deviation of starting potential

population L2/3E

4.57 mV L2/3I

4.74 mV L4E

4.94 mV L4I

4.94 mV L5E

4.55 mV L5I

5.46 mV L6E

4.48 mV L6I

T 10 s Simulation duration
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F Connection probabilities CY X

From X

L2/3E L2/3I L4E L4I L5E L5I L6E L6I

To
Y

L2/3E 0.1009 0.1689 0.0437 0.0818 0.0323 0 0.0076 0

L2/3I 0.1346 0.1371 0.0316 0.0515 0.0755 0 0.0042 0

L4E 0.0077 0.0059 0.0497 0.135 0.0067 0.0003 0.0453 0

L4I 0.0691 0.0029 0.0794 0.1597 0.0033 0 0.1057 0

L5E 0.1004 0.0622 0.0505 0.0057 0.0831 0.3726 0.0204 0

L5I 0.0548 0.0269 0.0257 0.0022 0.06 0.3158 0.0086 0

L6E 0.0156 0.0066 0.0211 0.0166 0.0572 0.0197 0.0396 0.2252

L6I 0.0364 0.001 0.0034 0.0005 0.0277 0.008 0.0658 0.1443

2.4 Statistics

In order to see the effects of how the delays of spikes sent between neurons
are drawn, several statistics will be considered. The precise spiking times of a
neural network will differ for each simulation, even when the same network is
simulated. It is therefore more useful to look at the overall statistics of spiking
activity. To compare spiking activity, we will look into the distributions of
three spiking statistics, the firing rate (FR), the coefficient of variation (CV ),
and the Pearson correlation coefficient (CC). The idea of using these statistics
to compare spiking activity came from the master thesis work of Dasbach
(2020).

To get an overall overview of the activity of the neurons, one can calculate
the mean firing rate of each neuron i. It is calculated as

FRi =
Si

T
. (2.7)

In this equation, Si refers to the number of spikes emitted from neuron i
during the time period [t, t + ∆t]. T refers to the length of the time period
for which the number of spikes were counted (Sterratt et al. 2011). That is,
the mean firing rate of a neuron is given in spikes per second. We get a FR
distribution for each model, which consists of the FR value of each neuron in
the network.

Another useful statistic is the coefficient of variation, which can be calcu-
lated for each neuron in the network. It gives a quick measure of how irregular
the firing of the neuron is. The closer to zero we get, the more regular the fir-
ing is. It can be calculated using the interspike intervals (ISIs). An interspike
interval is the time between two consecutive spikes fired from a neuron. We
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find all interspike intervals of a neuron, then the coefficient of variation can be
calculated as

CV =
σISI

µISI
. (2.8)

µISI is the mean of the interspike intervals, and σISI is the standard deviation
of the interspike intervals (Gabbiani and Koch 1998). The CV is calculated
for each neuron in the model. Then we find the CV distribution of a model
which is simply the CV value of each neuron in the network.

Then, to get an overview of the correlation between the firing in one neuron
and the other, we use the Pearson correlation coefficient (Devore and Berk
2012). It is defined for two distributions X and Y as

r =

∑
(xi − x̄)(yj − ȳ)√∑

(xi − x̄)2
∑

(yj − ȳ)2

If we apply it to neurons i and j it can be calculated as

CCi,j =

∑
(ti − µi)(tj − µj)√∑

(ti − µi)2
∑

(tj − µj)2
. (2.9)

ti and tj represents the spike times of neurons i and j, and µi and µj repre-
sents the mean of the spike trains of neuron i and j, respectively. In contrast
to the mean firing rate which is given in spikes per second, the coefficient of
variation and the Pearson correlation coefficient do not have units.

In the case of the Brunel network model, we choose to calculate the corre-
lation between each excitatory neuron in the network with the first inhibitory
neuron. As there are recordings of 12500 neurons from each simulation, calcu-
lating the CC for each possible pair of neurons would not provide much more
information. In the case of the Microcircuit network model, we look into the
spiking of population L5I. We calculate the correlation between each neuron
in the population and the first neuron of that same population. Choosing to
compute the correlations between each neuron with a single neuron is conve-
nient as we get the same number of values for the CC distributions as we get
for the CV and FR distributions. This in turn, makes the organization of all
the data into a single data frame feasible.

To compare the models, it is of interest to use some sort of distance mea-
sure. The first thing that comes to mind is the Kolmogorov-Smirnov test
(Conover 1999). The Kolmogorov-Smirnov test calculates the empirical dis-
tribution functions of the two samples being compared and finds their maxi-
mum difference, given as the maximum vertical distance between the empirical
distribution functions. The test then accepts the null hypothesis of the two
samples being from the same distribution if the maximum distance is small or
the p-value is high. However when this test is performed on simulations from
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the same model with the same resolution, only having a different seed value,
the test does not pass for many cases. The test can therefore not be used as
it does not correctly pass when two simulations are from the same model.

Another idea could be to use the Kullback-Leibler (KL) divergence, which
measures how different two density distributions are. According to Joyce
(2011), it is however not a genuine metric, as it is not symmetric and fails
the triangle inequality. It is therefore not clear how to interpret this difference
in terms of deciding which models are closer. Should the KL divergence be-
tween two models be closer to zero for them to be more equal, or should it be
closer to the KL divergence values of the reference model against itself? As
it is not clear what the KL divergence actually tells us about the models, we
decide to not proceed with this measure.

The Wasserstein distance metric, however, can be used to compare the
various models against each other. If we let P and Q denote two probability
measures on Rd, then according to Ramdas et al. (2017), the Wasserstein
distance between them is calculated as

Wp(P,Q) =

(
inf

π∈Γ(P,Q)

∫
Rd×Rd

||X − Y ||pdπ
)1

p

. (2.10)

According to Ramdas et al. (2017), Γ(P,Q) is the set of all joint probability
measures on Rd × Rd whose marginals are P and Q.

Intuitively one can view the Wasserstein distance as a measure of the cost
of turning one probability density function into another. In our results, we will
present the Wasserstein distance calculated based on the probability density
functions of the FR, CV and CC values of the different network models and
cases. The CC values will be calculated between each possible pair of neurons
in the network for this purpose.

To get an understanding of what is viewed as a small Wasserstein distance,
the distance will be calculated between the first seeded simulation of the con-
tinuous model against all the other seeded simulations of the same model. For
the discrete models, for each rounding rule and each resolution, we calculate
the distance for all ten seeded simulations against the first seeded simulation
of the continuous model. We then look at the mean of these ten distances to
compare the models and decide on which one is closest to the reference model.





Chapter 3

Methods

3.1 Delay values

It is in our interest to study the effects the rounding of the delay values have
on the spiking activity in our network models. We will draw the delay values
from a uniformly distributed interval with three different rounding rules. A
continuous version where the delay values are not rounded, they are simply
just taken from the continuous uniformly distributed interval. Then we have
a droop version, in this case the delay values are rounded to the nearest grid
point, making the minimum and maximum value of the interval have only
half the probability of being drawn. The minimum value can only be rounded
down to from one side, and the maximum value can only be rounded up to
from one side, while the points in between can be rounded up and down to
from both sides. The third rounding rule we explore is named the equal model.
In this case we also round the spike times, but we add values to the interval
on both sides to make sure the minimum and maximum value have the same
probability of being drawn as the other values do.

To make this more clear, see the illustration for the two rounding rules
in the case of resolution 1

8
when the delay values are drawn from the interval

[1.0, 2.0] in Figure 3.1. In the figure one can see how the interval [1.0, 2.0] is
split into eight intervals as the resolution is 1

8
. Then all values falling into

the red colored sections will be rounded to the value marked with a point
in that section. Note how for the droop rounding rule, displayed in the top
of the figure, the red colored area is only half as long for the minimum and
maximum value, 1.0 and 2.0. For the equal rounding rule, displayed in the
bottom of the figure, the red colored section have the same length for all grid
point values. In the case of the equal model the delays are drawn from the
interval [0.9375, 2.0625] which is [1.0− h

2
, 2.0+ h

2
] where h denotes the resolution

1
8
.

For the Brunel network we are looking at delay values drawn from the uni-
form distribution on [1.0, 2.0] for the droop model and the continuous model.
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1.000 1.125 1.250 1.375 1.500 1.625 1.750 1.875 2.000

1.000 1.125 1.250 1.375 1.500 1.625 1.750 1.875 2.000

Figure 3.1: Delay values drawn from interval [1.0, 2.0] for the droop model with resolution
1
8 on top, and delay values drawn from interval [0.9375, 2.0625] for the equal model with
resolution 1

8 on the bottom. The numbers falling within each area marked by red brackets
will be rounded to the grid point marked by a point on the line within that area.

While for the equal model the delays are drawn from [1.0− h
2
, 2.0+ h

2
]. For the

microcircuit network, each delay value is drawn from the uniform distribution
[µ − µσ, µ + µσ] for the droop and the continuous model. Where σ = 0.5
and µ = 1.5 for excitatory and µ = 0.75 for inhibitory synapse delays. For the
equal model the delays are drawn from the interval [µ−µσ−h/2, µ+µσ+h/2]
where h is the resolution.

So far we have discussed three rounding rules/models. The continuous
model where the spike times and the delay values are continuous. The droop
model where the spike times and the delay values are discrete, with unequal
probability of drawing the delay values at each end of the interval. The third
model was the equal model where the spike times and the delay values are
discrete, but the probability of the delay values are all equal. However, it
could be of interest to see how the discretization of only the delay values
affect the spiking activity. We will therefore also examine a version of the
network models where the spike times are continuous, but the delay values
are drawn from the discrete uniform distribution. We name this version the
“semi-continuous” model.

3.2 Generating data

In this thesis, the spiking data was generated using several tools. The simu-
lation of a network is created using the NEST simulator (Deepu et al. 2021).
NEST focuses on recreating spiking activity in large networks, rather than
focusing on recreating exact models of single neurons. It is therefore useful
for trying to recreate and understand dynamics of larger networks. As NEST
is originally implemented in SLI, a language derived from Postscript (Adobe
Systems Incorporated 1999), an interface called PyNEST (Eppler et al. 2009)
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CPU 2 x AMD EPYC 7742, 2 x 64 cores, 2.25GHz

RAM 256 (16 x 16) GB DDR4, 3200MHz

Ethernet connection InfiniBand HDR100 (Connect X6)

Storage 1× 240 GB SSD (user files), 1TB NVMe (pro-
gram files)

Table 3.1: JUSUF compute node configuration.

has been used. It forwards commands from Python to the NEST simulation
kernel via SLI, making it possible to run simulations via Python (Van Rossum
and Drake 2009). To get general and representative data of neuronal spiking,
the simulations have been performed multiple times with only a few variables
alternating. Such as the seed values and the minimum and maximum delay
values. To effectively run the simulations with alternating variables, the beN-
Nch framework (Albers et al. 2021) was used. beNNch also offers analysis and
results functionalities, giving analysis of e.g. the computational power needed
to perform the simulations.

The networks are quite large in size and are simulated over long periods
of time. In some cases, running them on a local computer is not feasible
and hence, supercomputers were used. The simulations were run on the su-
percomputer JUSUF at the Jülich research center. The configuration can be
found under Jülich Supercomputing Center (2021). It consists of 144 standard
compute nodes, which has the specifications summarized in Table 3.1.

The spikes emitted from a neural network will vary for each run, even if the
same type of network is used. To get an overall representation of the spiking
activity, the same network is simulated for a longer period of time, about 10s,
for different choices of seed value. That is, the seed used by the NEST simulator
when generating the random numbers. These random numbers occur first in
the noise generators connected to the neurons, and then the randomness at
which the delay values are drawn when the neurons are getting connected to
each other. To make sure that our results and conclusions are not built on a
specific case of each model, where e.g. a specific choice of seed value made the
droop model closer to the reference model than the equal model, we make sure
to run the simulations for several choices of seed value.

In addition to the randomness of the noise and delay values, the resolution
at which the simulations are run plays a part. The difference between models
where continuous versus discrete values are used will be strongly affected by
the resolution as fewer values will be drawn for the discrete cases with low
resolutions. We do however want to find the model with the lowest possible
computational cost that is still presentable, in that the spiking activity is still
similar to that of the reference model. Because of this, the simulations are also
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Network Model

Droop Equal Continuous

Resolution 1/2, … , 1/256 1/2, … , 1/256 1/8

Seed 1, …, 10     1, …, 10      1, …, 10 1, …, 10     1, …, 10     1, …, 10 1, …, 10

Figure 3.2: Setup of simulations for a single network. The two different rounding rules
version of the network is run for eight resolutions, and each resolution is again run for ten
different seed values. The continuous version is only ran for one resolution with ten different
seed values.

run for different resolutions. The ten different simulations of the same model,
each with its own seed value, were run for resolutions 1

2
, · · · , 1

2n
, · · · , 1

256
. The

resolutions that were used are all a factor of 1
2

to avoid rounding errors in the
binary system.

The ten differently seeded simulations with the eight different resolutions is
done for two different models. The droop model and the equal model. To get a
reference point, the continuous model is simulated. This model is viewed as the
reference point, or the reference model. It is only run for one resolution, with
ten differently seeded simulations. Whether using the droop or the equal model
is more correct can be determined by examining which model converges faster
towards the reference model. To make it more clear, the setup of simulations
for a single network is illustrated in Figure 3.2.

We are comparing 10000 excitatory neurons in the case of the Brunel model,
and 1065 inhibitory neurons for the microcircuit model, for 10000ms, for ten
different seed values, in three different models, for eight different resolutions.
We end up having 1.7million spike trains over 10000ms for the Brunel network,
and around 1.4million spike trains for the Microcircuit network. Getting an
overview and determining whether models perform similar based on these data
points becomes complex if we simply look at the spike times and raster plots
of these. To make an analysis easier we instead look into the statistics of the
spike times. To perform the analysis of the models, a data set consisting of
the CV , FR and CC distributions for each possible version of each model is
used. That is, for each rounding rule, for each resolution and each seed value,
the distributions are found.

In order to calculate the statistics (FR, CV , CC) of the spiking activity,
the python packages neo (Garcia et al. 2014) and elephant (Denker et al.
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2018) are used. The package neo is used to create “SpikeTrain” objects of our
spike times given in milliseconds, and then elephant is used to calculate the
statistics of these objects. In order to calculate Wasserstein distances between
the models based on their statistics, the NetworkUnit (Gutzen et al. 2018)
package is used. It is a module built on the SciUnit package and can be used
to validate neuronal network models against each other through tests.





Chapter 4

Results

We will now introduce the results of our simulations. We start by displaying
the results of the Brunel network, both the statistics and the distance measure
defined in Sec. 2.4. Then we go on to introduce the corresponding results for
the Microcircuit network. We have chosen to show the results for the excitatory
population in the Brunel network, and the inhibitory neurons in population
L5I for the Microcircuit network. In addition to the standard Brunel network,
we will also examine the statistics of the Brunel network model where only the
delays are discretized while the spike times are continuous. Lastly we include
the run times for the network models. That way one can take computational
cost into consideration when comparing the models and their similarities.

4.1 Brunel Network
We want to display the mean distributions of FR, CV and CC (Sec. 2.4).
They will be displayed by empirical cumulative density functions (ecdf). By
mean distribution, we refer to a distribution consisting of the mean statistic
of each neuron, taken across the ten seeded simulations. That is, for e.g. the
droop model run with resolution 1

8
, we calculate for each of the 10000 neurons,

the FR value in each of the ten seeded simulations. Then for each neuron
we take the mean of these ten FR values and view the 10000 means as a
distribution. See an example of how this looks in the plots of Figure 4.1. In
the figure on the left hand side, we have eight ecdf curves, each representing
one seeded simulation of the droop model run with resolution 1

8
. Each curve

represents the CV value of each of the 10000 neurons in the network. The
plot in the figure on the right hand side shows one ecdf curve, displaying the
mean CV distribution of the droop model run with resolution 1

8
. This curve

represents 10000 mean CV values. Where each mean CV value is the mean of
ten different CV values for the same neuron.

In addition to the ecdf curves, we want to display the overall mean statistics
as a function of resolution. For each of the droop, equal and continuous model,
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Figure 4.1: The ecdf curves of the coefficient of variation for the droop model with reso-
lution 1/8. An ecdf curve for each seeded simulation displayed on the left, and a single ecdf
curve displaying the mean distribution of the seeded simulations displayed on the right.

for each resolution, for each seeded simulation, we calculate the statistic of
each neuron in the population and take the mean of all the neurons statistics.
After this is done for all ten seeded simulation, the mean and the standard
deviation of these ten means is taken. The means will be used to present the
model (droop, equal or continuous) for that resolution. They will be displayed
in figures together with the standard deviations to get an idea of how the
statistics vary.

To examine the results of using the different rounding rules in delay values
on spiking activity in the Brunel network, we examine the mean statistics
shown in Figure 4.2. On the left hand side we can see empirical cumulative
density function plots. With a figure for each of the three statistics: firing rate,
coefficient of variation and the Pearson correlation coefficient. There is a single
curve for one resolution, one type of model. That is, for each of the droop and
the equal model, there are eight curves, showing the mean distribution taken
over the ten seeded simulations for that case. There is a single curve showing
the continuous model, as it was simulated for one resolution. The equal model
is displayed with dashed lines, and the color of the droop and the equal model
are the same for the same resolution. E.g. for resolution 1

2
we have a red-ish

purple color, the dashed line is for the equal model while the solid line is for
the droop model. The colors become gradually lighter until it is light green.
The lighter the color is the higher the resolution of the network simulations
are. That is, the lightest green shows the statistics as the resolution is 1

256
and

the continuous model is represented with a yellow color. One can see which
color represents which resolution in the legend in the top left plot of Figure
4.2.
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Figure 4.2: From the top: mean FR, CV and CC distributions for all three cases, droop,
equal and continuous. Both as ecdf curves and as functions of resolution. The ecdf curves
on the left shows the equal model in dashed lines, the equal and the droop model have the
same color for the same resolutions. The yellow curve represents the continuous case. On
the right hand side, the droop model is represented as purple, the equal model as dashed
blue lines, and the continuous model in green. The vertical lines represents the variation
in the values. The shaded green area shows the variation of the continuous model’s mean
value.
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The ecdf curves representing the mean FR distributions in the top left of
Figure 4.2, are quite easy to distinguish. In this plot the curves of the equal and
the droop model lay close together when they have the same resolution. This
can be seen for e.g. resolution 1

4
where the droop and the equal model’s curve

have a difference of around 0.016 spikes/s, while the difference between the
equal model for resolutions 1

2
and 1

4
is about 0.14 spikes/s. As the resolution

increases, the curves representing the droop and the equal model comes closer
to the curve representing the continuous model. When the resolution is at its
highest, 1

256
, the curves of the equal and the droop model are also at their

closest to the curve for the continuous model. The difference between the
curves of the equal and the droop model from the curve of the continuous
model is around 0.6 spikes/s for the lowest resolution, while for the highest
resolution the difference is around 0.016 spikes/s for the equal model and 0.0095
spikes/s for the droop model.

When examining the mean CV distribution of the models shown in the
middle left plot of Figure 4.2, one can distinguish the curves to some degree,
however they are more gathered compared to the case of the FR distributions.
The curves for the equal and the droop model seem to lie close together when
they represent the same resolution. E.g. the difference between the curves
of the two lowest resolutions for the equal model is around 0.0009, while the
difference between the equal and the droop models’ curves for the lowest res-
olution is around 0.00012. One also notices that the higher the resolution
becomes, the more the curves shift to the right, which is closer to the curve of
the continuous model. For the lower resolutions, the droop model, displayed
with solid lines, is slightly closer to the curve of the continuous model. One
can see this as the solid lines lay further to the right than the dashed lines,
representing the equal model. But as the resolution increases the possible
differences become harder to see.

In the case of the CC distributions, displayed in the bottom left plot of
Figure 4.2, the differences between the curves representing the different reso-
lutions is not that clear. Most of the curves lay on top of each other, closely
gathered around the one representing the continuous model. One can get a
better view of which curves lay close together when examining the zoomed
in plot of the curves. The curves representing the higher resolutions seem to
lay the closest to the curve of the continuous model, with an exception of
resolution 1

128
for both the droop and the equal model.

To get a better overview of the mean statistics of the two discrete models
and the continuous model, and thereby a better overview of the differences
between them, we examine the mean statistics as a function of resolution.
They are displayed in the figures on the right hand side of Figure 4.2. The
purple line represents the droop model, the dashed blue line represents the
equal model and the green line is the continuous model’s mean statistic. In
addition to the mean values, there are vertical lines representing the variation
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in the mean of the statistics. They have the same color as the lines representing
the mean. The shaded green area shows the variation of the mean statistic of
the continuous model.

We start by examining the mean FR values displayed in the top right plot
of Figure 4.2. In this case the droop and the equal models mean values are
quite different from the mean FR value of the continuous model for lower
resolutions. E.g. for resolution 1

2
the difference between the droop and the

equal models mean from the continuous model’s mean is about 0.6 spikes/s,
while for resolutions higher than 1

64
this difference is less than 0.06 spikes/s.

As the resolution increases the differences between the discrete models and the
continuous model’s mean FR values get smaller. For the highest resolution the
mean FR values of the discrete models are at its closest, with a difference of
0.0095 spikes/s for the droop model, and a difference of 0.016 spikes/s for the
equal model. However, when it comes to distinguishing the mean FR values
of the droop and the equal model, the difference is not that clear. The lines
are almost completely overlapping. There is a maximum difference between
the equal and the droop models mean FR of 0.016 spikes/s. It might look
like the mean FR of the droop model is slightly closer to the mean FR of
the continuous model for lower resolutions (1

2
, . . . , 1

16
), and for the highest

resolutions ( 1
128

, 1
256

). However, as mentioned, the maximum difference in the
mean FR values for the droop and the equal model is 0.016 spikes/s, while the
standard deviations are of 0.02 spikes/s.

The mean CV values are displayed in the middle right plot of Figure 4.2.
For all resolutions the droop and the equal models have a difference between
their mean CV values of less than 0.0003. The droop models mean CV is
slightly less different to the mean CV of the continuous model for the lower
resolutions, up until resolution 1

64
. Then for higher resolutions, the equal model

seems to have a less different mean CV value compared to the continuous
model’s mean. The bars representing the variances of the discrete models
means are overlapping for the most part, and has a size of 0.0002. As the
resolution increases, the lines representing the mean CV values of the droop
and the equal model gets closer to the line representing the mean CV value of
the continuous model. For e.g. resolution 1

2
the difference between the mean

CV values of the droop and the equal model from the continuous model’s
mean is about 0.004, while for resolution 1

64
the difference is about 0.0004. For

resolution 1
128

the mean CV values of the droop and the equal model are within
the range of standard deviation from the mean of the continuous model’s CV
values, represented through the shaded green area.

Lastly we examine the mean CC values of the three models, displayed in
the bottom right of Figure 4.2. There is no clear difference between the models
mean values in the sense of having the least difference in mean value from the
continuous model’s mean. The difference in mean CC values of the equal and
the droop model from the continuous model is less than 0.003 already from the
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low resolutions, while the standard deviation is of size 0.003, approximately.
They are slightly changing in getting larger and smaller differences from the
continuous model’s mean as the resolution changes. The equal model has a
smaller difference in the mean CC value from the continuous model’s mean
for some resolutions (1

4
, 1
8
, 1
256

). While for other resolutions the droop models
mean CC value has less difference from the continuous model’s mean (1

2
, 1
16

).
The droop model has mean value with least difference from the mean of the
continuous model for resolution 1

16
, with a difference of approximately 0.0002.

The mean of the equal model however, has the least difference for resolution 1
64

with a difference of approximately 0.00007. Note that the standard deviations
have a size of 0.003.

To get a more detailed overview of the mean statistics as a function of
resolution, we include the numbers in Table 4.1.

In order to see if maybe highly irregular neuronal activity would uncover a
trend of one of the discrete models being more similar to the continuous one,
the Brunel network was simulated with strong synapses. We simulated the
network with the parameter J , representing the synaptic strengths, increased
by a factor of 10. Increasing the synaptic strength ensures that we get highly
irregular individual neuronal activity (Kriener et al. 2014). We did see an
increase in the CV values, meaning we have more irregular spiking. There
were also some changes in the values of the other statistics. One could see
some differences in which of the droop and the equal models’ mean values
was the least different from the mean of the continuous model for a specific
resolution. However, also in this case, the discrete model having the least
different mean from the continuous model’s mean value changed as resolution
changed. There was no trend of one model being more similar to the continuous
model in regards to the mean values of the statistics. Therefore, we do not
include the statistics here as no new insights were given from these simulations.

4.1.1 Wasserstein Distances

To make the differences between the models mean statistics even more clear,
we also display the mean Wasserstein distances. The Wasserstein distance
metric is calculated based on the FR, CV and CC values of the models. The
mean distances are displayed in Figure 4.3, where the green line represents
the Wasserstein distance between the first seeded simulation of the continuous
model and all other seeded simulations in the continuous model. We can use
the green line as a reference point of what we consider short distances. The
purple solid curve represents the distance between the droop model and the
first seeded simulation of the continuous model, while the dashed blue curve
represents the distance between the equal model and the first seeded simulation
of the continuous model.

The Wasserstein distances calculated based on the firing rates are displayed
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Table 4.1: The mean FR, CV and CC value of the droop, equal and continuous model for
all resolutions in the Brunel network.
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in Figure 4.3a. We can see how the distances for the droop and the equal model
become smaller as resolution increases. As we get to the highest resolution,
the distances of the discrete models are only differing from the mean reference
distance by 0.03 while the mean of the reference distances has a standard
deviation of 0.037. That is, they fall within the range of distances seen as
small. The distances of the two discrete models seem to be similar for all
resolutions, differing by maximum 0.03. For each resolution the distance for
the droop model is slightly smaller than for the equal model.

In the distances calculated based on the CV values displayed in Figure
4.3b we see a similar trend. As resolution increases the distances between
the discrete models and the first seeded simulation of the continuous model
become smaller. The droop and the equal model achieve the smallest distance,
0.039 and 0.034, for resolution 1

128
. With the distance for the equal model

falling within the range of the reference distances 0.027 ± 0.011. Which of
the equal and the droop model has the smallest distance changes for different
resolutions. However it seems like the droop model has the smallest distance
for all resolutions except for resolution 1

128
. However, it is worth mentioning

that the difference between the discrete models distances are less than 0.005
while the standard deviations of the distances are about 0.02.

The distances calculated based on the CC values displayed in Figure 4.3c,
shows the droop model having a smaller distance than the equal model for
all resolutions except the highest one. However, the difference between the
distances of the discrete models are about 0.02 and the standard deviation
of the distances are about 0.03. Both the droop and the equal model gets
distances smaller than the reference values as we reach resolutions 1

8
and 1

16
,

respectively. They achieve the smallest distances for resolution 1
16

for the equal
model and 1

32
for the droop model. However as the resolutions increase further

we can see that the distances get larger again.

4.1.2 The effect of discretizing delay values

In this section we explore a version of the Brunel network where the spike times
are continuous, but the delay values are discrete, drawn from the interval [min,
max]. We display the mean distributions of the statistics as ecdf curves, and
as functions of resolution in a similar matter to what we did in the Brunel
network.
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(a) Wasserstein distance based on FR values.
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(b) Wasserstein distance based on CV values.
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Figure 4.3: The Wasserstein distances between the discrete models and the first seeded
simulation of the continuous model are displayed in purple for the droop model and dashed
blue lines for the equal model. The distance between the first seeded simulation of the
continuous model and all other seeded simulations in that model is displayed by the green
line. The distances have been calculated based on three statistics: Firing Rate, Coefficient
of Variation, and the Correlation Coefficient.
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Figure 4.4: From the top: mean FR, CV and CC distributions for the semi-continuous and
the continuous model. Both as ecdf curves and as functions of resolution. The ecdf curves
on the left shows the semi-continuous model for each resolution, with the colors represented
in the legend of the top left figure. The yellow curve represents the continuous case. On
the right hand side, the semi-continuous model is represented in purple, and the continuous
model is in green. The vertical lines represents the variation in the values and the shaded
green area shows the variation of the continuous model’s mean value.



4.1 Brunel Network 35

If we examine the ecdf curves in Figure 4.4 on the left hand side, we can see
that there are several ecdf curves, which are not identical. They do however
lay close together. There is in total nine ecdf curves, one for each resolution
of the semi-continuous model, and one for the continuous model. The color
representing each resolution is displayed in the legend in the top left figure.
The continuous model is represented in yellow. For the mean FR distributions
in the top left figure, one can see that the curves are spread around the curve of
the continuous model on both sides. However, they are closely gathered. One
can not tell which curves lie the closest to the one representing the continuous
model, as most of them are overlapping.

Also in the case of the mean CV distributions, in the middle left plot of
Figure 4.4, the ecdf curves are not that easily distinguishable. It does however
look like the curve for the lowest resolution is the furthest away from the curve
of the continuous model. Then the curves representing higher resolutions lie
closer to the curve of the continuous model. For the CC distributions in
the bottom left of Figure 4.4 the curves are even harder to distinguish, they
are covering each other. But it seems like the curve representing the highest
resolution is overlapping the most with the curve of the continuous model.
One can see this in the window displaying a zoomed in version of the curves.

We try to get a better overview by examining the mean values of the
statistics as functions of resolutions. They are displayed in the figures on
the right hand side of Figure 4.4. For the FR values, displayed in the top
right plot, the two models seem to have the same means for resolutions 1

128

and 1
256

, they have a difference of 0.0015 spikes/s. The difference between
the two models means are always less than 0.017 spikes/s, while the standard
deviation is of 0.025 spikes/s. That is, for all resolutions, the mean FR of the
semi-continuous model is within the variance range of the mean FR value of
the continuous model. The mean of the semi-continuous model lies within the
green shaded area.

When examining the mean CV values in the middle right plot of Figure
4.4, we can see that the semi continuous and the continuous model have quite
different means for the lowest resolutions. The difference between the means
is about 0.0008 for the lowest resolutions, but as we get to resolution 1

32
they

seem equal. Then the difference between the means is 0.00002. They are also
very similar for the two highest resolutions, with a difference of 0.00003 and
0.00001. Note that the standard deviation is of size 0.0004. For resolutions
above 1

8
, the mean CV value of the semi-continuous model falls within the

variance range of the mean CV value of the continuous model. For the CC
values in the bottom right plot of Figure 4.4, the two models seem to have
the same mean for resolutions 1

4
and 1

128
, the differences from the continuous

model’s mean are 0.0001 and 0.00006, respectively. In this case the means of
the semi continuous model seem to lay close to the mean of the continuous one
for all resolutions. The difference between the mean CC values is always less
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than 0.001 while the standard deviation is of size 0.003. The mean CC value of
the semi-continuous model always fall within the variance range of the mean
CC value of the continuous model.

We give the values of the mean FR, CV and CC values of the continuous
and semi-continuous model for all resolutions in Table 4.2.

4.2 Microcircuit Network

In contrast to the Brunel network model, the results of the Microcircuit net-
work model will only be presented for resolutions 1

8
, . . . , 1

256
. This is because for

resolution 1
2
, the probability of each delay value is already equal when drawing

from the interval [min, max]. To give more details: for excitatory delays we
draw from the interval [0.75, 2.25] for the droop model, and when the resolu-
tion is 1

2
NEST creates delays with the possible values 1, 1.5, 2. When drawing

from the interval [0.75, 2.25] the two endpoints 1 and 2 already have the same
probability of being drawn as the middle point has, since 1− h/2 = 0.75 and
2+h/2 = 2.25. The inhibitory delays are drawn from the interval [0.375, 1.125],
but for resolution 1

2
the possible delay values become 0.5, 1. Hence the prob-

ability of drawing the endpoint values are equal as we are drawing from the
interval [0.375 = 0.5− h/2, 1.125 = 1 + h/2].

In the case of resolution 1
4
, we choose to leave this out as we observe ex-

treme behaviour. The firing rates of both the equal and the droop model are
extremely high for resolution 1

4
, and then becomes lower and more stable for

the higher resolutions. Therefore, to get results that are comparable, we only
include higher resolutions. We illustrate the extreme firing rates found for
resolution 1

4
in the droop model and compare it to the firing rates of the droop

model when resolution is 1
8

in Figure 4.5. In these figures the ecdf curve of
the FR values of every seeded simulation in the model is included. We can
see that the ecdf curves of the firing rates for the model with resolution 1

8
,

in Figure 4.5b, all lie close together ranging from 0 to 40 spikes/s. While for
resolution 1

4
, in Figure 4.5a, the curves are more spread out, differing a lot for

different choices of the seed value, with some of them having firing rates up to
300 spikes/s.

In a similar matter to the presentation of the results of the Brunel network,
we visualize the mean statistics of the three different models together in plots.
We include one statistic in each figure. Both the ecdf curves and the mean
statistics as a function of resolution are visualized in Figure 4.6. The same
colors and line styles are used here to distinguish between the different models
and resolutions as were used in the case of the Brunel network model. That is,
in the figures on the left hand side, the ecdf curves, the equal model is repre-
sented with dashed lines and the droop model is represented with solid lines.
The equal and the droop model have the same color for the same resolution.
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Table 4.2: The mean FR, CV and CC value of the semi-continuous and continuous model
for all resolutions in the Brunel network.
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Figure 4.5: The ecdf curves of the firing rates for each seeded simulation in the Microcircuit
network, droop model.

The continuous model is displayed in yellow. One can see which colors repre-
sent which resolutions in the legend in the top left figure. On the right hand
side the mean statistics and variance as a function of resolution are displayed.
The purple curve represent the droop model, the dashed blue curve represent
the equal model, and the green line shows the mean statistic of the continuous
model. The variance of the means are displayed by vertical bars in the same
color as the mean values, with the continuous model’s variance displayed by
the shaded green area.

When examining the FR distributions in the top left plot of Figure 4.6,
we observe that the curve for the droop model simulated with resolution 1

8
,

lies further away from the other curves. It has a difference of around 1.14
spikes/s from the main cluster of curves. The curve for the droop model with
resolution 1

16
also has some distance from the main cluster of curves, with a

difference of around 0.5 spikes/s. The rest however, lie closer together, differing
by maximum 0.34 spikes/s and are not that easy to distinguish.
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Figure 4.6: From the top: mean FR, CV and CC distributions for all three cases, droop,
equal and continuous. Both as ecdf curves and as functions of resolution. The ecdf curves
on the left shows the equal model in dashed lines, the equal and the droop model have the
same color for the same resolutions. The yellow curve represents the continuous case. On
the right hand side, the droop model is represented as purple, the equal model as dashed
blue lines, and the continuous model in green. The vertical lines represents the variation in
the values and the shaded green area shows the variation of the continuous model’s mean
value.
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We observe a similar trend in the ecdf curves of the mean CV distribution
for all models in the middle left plot of Figure 4.6. We can see two curves
being further away from the main cluster of curves. These curves represent
the droop model for resolutions 1

8
and 1

16
, having a difference of around 0.05

and 0.03 from the main cluster of curves. The other curves are more gathered
with a maximum difference of around 0.018. In the case of the mean CC
distributions however, displayed in the bottom left plot of Figure 4.6, one can
more easily distinguish the different curves from each other. Furthest away
from the continuous model displayed in yellow, we find the droop model for
resolution 1

8
(displayed in dark blue). There is a difference of around 0.1.

For resolution 1
16

the mean CC curve of the droop model come closer to the
continuous one, having a difference of around 0.04. For the higher resolutions,
the curves lie closer together, even closer to the continuous model. The curve
for the droop model with resolution 1

128
lies the closest to the curve of the

continuous model compared to the other curves. Having a mean difference of
0.001, they are almost overlapping. For the equal model, the ecdf curves of the
CC distributions are spread on both sides of the continuous model. Among
these, the curve for the equal model with resolution 1

64
is the closest to the

continuous model’s curve with a difference of 0.005.
We get a more clear overview of the differences between the droop and the

equal model from the continuous model in terms of the statistics FR, CV and
CC when examining the mean statistics as functions of resolution. They are
displayed in the plots on the right hand side of Figure 4.6. The mean FR
values are displayed in the top right figure. One can see a stable trend in
the difference between the discrete models and the continuous one. The line
representing the equal model’s mean FR value lies closer to the line of the
continuous model than the droop model does, for all resolutions except the
highest one. The equal model has a difference from the continuous model’s
mean FR value of less than 0.4 spikes/s for all resolutions, and achieves the
smallest difference for resolution 1

128
with a difference of 0.017 spikes/s. The

droop model has a difference of around 1.25 spikes/s from the continuous
model’s mean FR value for the lowest resolution, but decreases to less than
0.27 spikes/s as the resolution becomes 1

32
. It achieves the least difference from

the continuous model’s mean FR value for resolution 1
128

with a difference of
around 0.11 spikes/s. The difference in mean FR values between the droop
and the equal model are around 0.9 spikes/s for the lowest resolution, then
this difference decreases as resolution increases until the highest one where
they achieve similar means with a difference of 0.07 spikes/s between them.
The standard deviations of the means of the discrete models are approximately
0.25 spikes/s, while the standard deviation of the continuous model’s mean FR
value is about 0.06 spikes/s.

The mean CV values are displayed in the middle right plot of Figure 4.6.
For the lowest resolution, one can observe that the curve representing the
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droop model’s mean CV is the furthest away from the continuous model’s
mean. It has a difference of 0.065, while the equal model has a difference of
0.013 from the continuous model’s mean. The curve representing the mean
CV value of the equal model is closer to the continuous model’s mean for the
two lowest resolutions, but then the line representing the droop model gets
closer for resolution 1

32
having a difference of 0.018, while the equal model

has a difference of 0.025 from the continuous model’s mean CV. As we get
to resolution 1

64
, the curve of the equal model gets closer to the continuous

model’s mean, with differences less than 0.01. Then for the highest resolution,
the curve of the droop model’s mean CV is closer to the continuous one with
a difference of 0.009, while the equal model’s mean CV has a difference of 0.02
from the continuous model’s mean.

We can examine the mean CC values in the bottom right plot of Figure 4.6.
The line representing the droop model is the furthest away from the continuous
model’s mean CC value for the two lowest resolutions, with a difference of 0.1
and 0.04. It then becomes closer to to the continuous model’s mean CC value,
out of the two discrete models, for the higher resolutions with a difference of
less than 0.01. For resolution 1

64
however, the equal model’s mean has the

least difference from the continuous model’s mean, with a difference of 0.005.
This is the resolution for which the equal model has the least difference in
means from the continuous model. The droop model has its mean closest to
the continuous model’s mean for resolution 1

128
with a difference of 0.001. The

equal models mean CC value is never more different than about 0.03 from the
continuous model’s mean. Note that the standard deviations of the discrete
models ranges a size of between 0.01 and 0.06.

The values of the mean statistics of the droop, equal and continuous model
for each resolution, are included in Table 4.3.

4.2.1 Wasserstein Distances

To make the differences between the three models more clear, the Wasserstein
distance metrics have been calculated. The average of these distances and the
standard deviation of them was taken and are displayed in the figures seen in
Figure 4.7.

If we examine the plots of Figure 4.7, we can see three lines. The pur-
ple line represents the distance between the droop model and the first seeded
simulation of the continuous model, the dashed blue line represents the dis-
tance between the equal model and the first seeded simulation of the continuous
model, and the green line represent the distance between the continuous model
all seeded simulation vs. the first seeded simulation. The values of the lines is
the mean Wasserstein distances. The variation in the distances of the continu-
ous simulations are displayed by the shaded green area, while the variation of
the distances of each of the droop and equal model versus the first seeded sim-
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Table 4.3: The mean FR, CV and CC value of the droop, equal and continuous model for
all resolutions in the Microcircuit network.
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Figure 4.7: The Wasserstein distances between the discrete models and the first seeded
simulation of the continuous model are displayed in purple for the droop model and dashed
blue lines for the equal model. The distance between the first seeded simulation of the
continuous model and all other seeded simulations in that model is displayed by the green
line. The distances have been calculated based on three statistics: Firing Rate, Coefficient
of Variation, and the Correlation Coefficient.
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ulation of the continuous model are displayed by vertical lines. The mean and
variance of the continuous models distances can be used as a reference point of
what distances to expect when two simulations are of the same model. Hence
giving us an idea of what is viewed as a small distance.

When the Wasserstein distances are calculated based on the firing rates,
displayed in Figure 4.7a, the reference distances are 0.04± 0.01. Furthermore,
the equal model seems to have a smaller distance than the droop model for all
resolutions, except for the highest one. The equal model’s distances are higher
than the reference distances for most resolutions, but get close for resolutions
1
64

and 1
128

, where the distances are 0.048 and 0.04. That is, the distance
between the equal model and the first seeded simulation of the continuous
model, falls within the range of the reference distances for resolution 1

64
and

1
128

. The distances for the droop model are at their closest to the mean reference
distance for resolutions 1

128
and 1

256
, having distances of approximately 0.048.

That is, the droop model’s distances are falling within the range of reference
distances. It has the least distance of the two discrete models for the highest
resolution.

When examining the Wasserstein distances based on the CV values of the
models in Figure 4.7b, we can see that the mean distance for the continuous
model against itself, is 0.095± 0.046. The distance between the droop model
and the first seeded simulation of the continuous model, is quite high for the
two lowest resolutions, with distances of approximately 0.4 and 0.3. The equal
model however, starts out with a small distance of about 0.12, that is, the
distance lies within the area of the reference distances. Then it increases. For
resolutions 1

64
and 1

128
both of the discrete models have distances within the

range of reference distances. They are approximately 0.11 and 0.1 for the
droop model, and 0.075 and 0.087 for the equal model. Then the distance for
the equal model becomes larger for the highest resolution with a distance of
0.16, while the droop model’s distance is 0.12, still lying within the reference
area.

In the case of the Wasserstein distances based on the correlation coefficients,
displayed in Figure 4.7c, the mean reference distance is about 28± 2.27. The
distances of the equal model is smaller than for the droop model for all reso-
lutions except the highest one. The distances between the droop model and
the first seeded simulation of the continuous model for the lower resolutions
are between 51 and 32. Only when we reach resolutions 1

128
and 1

256
does the

distances get close to the area of reference values, the green shaded area, hav-
ing distances of 30.59 and 31.12. For the lower resolutions the equal model
has distances between 36 and 32, then they get inside the area of reference
distances for resolutions 1

64
and 1

128
, with a distance of 29 and 28. Note that

for resolutions 1
32

and above, the difference between the distances of the droop
and the equal model is under 3 while the standard deviation of the distances
are about 5.
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(a) Wall time Brunel network.
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(b) Wall time Microcircuit network.

Figure 4.8: The wall time for the two network models. They are displayed as the mean of
the wall times as a function of resolution with the variance displayed with vertical lines and
shaded area. The droop model is represented in purple, the equal model as a dashed blue
line, and the continuous model in green.

4.3 Runtime

It is of interest to examine the run-time of the simulations of the network
models in order to see how much more computational power is needed as
resolution increases. The average wall times are displayed in Figure 4.8. The
droop model is displayed as a purple line, the equal model as a dashed blue
line, and the continuous model in green. The variance in the times are also
displayed with vertical bars, although the variance is so small it can almost
not be seen in this case. The figure on the left hand side displays the times for
the Brunel network. We can see that the run times of the droop and the equal
model are almost the same as their lines are overlapping, they do not differ by
more than 1s. As the resolution reaches 1

64
, the run time of the two discrete

models surpasses the run time of the continuous model. One does no longer
save time by using discrete spike times and delay values when the resolution
is this fine.

The figure on the right hand side displays the run times for the Microcircuit
network model. In the case of the Microcircuit model one can see a little
variation in the run times of the continuous model with a variation of 4s. The
droop and the equal model has a variation in time of approximately 2s. One
can see that the droop and the equal model have almost the same run times as
their lines are overlapping, they never differ by more than 1s. But in this case
the run times of the discrete models surpasses that of the continuous model as
the resolution reaches 1

128
.

Note that the wall time of the microcircuit network model in Figure 4.8b,
is much shorter than the wall time of the Brunel network model. This might
be contradictory to what one expects as the microcircuit model has over 77000
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neurons while the Brunel model only has 10000 neurons. The simulations were
however run differently, as the Brunel model was ran with 1 threads per task,
while the Microcircuit network was ran with 32 threads per task.



Chapter 5

Discussion

When the delay values are drawn from discrete intervals, is it important that
every single value has the same probability of being drawn? Or does it not
matter if the maximum and minimum delay value only have half the probability
of being drawn? Will this difference in probabilities affect the spiking activity
to such a degree that one can say one version is more correct in regards to our
reference spiking activity, where the delay values are drawn from a continuous
interval? And when this is answered, is there a choice of resolution which
ensures that the spiking activity of a discrete model is similar to that of a
continuous model, while still being computationally cheaper? We try to answer
this by going through our findings.

5.1 Key findings
In Sec. 4.1 we explored the mean distributions of the statistics, FR, CV and CC
of the Brunel network. We compared the two rounding rules to the continuous
model for several resolutions. We saw that not one of the discrete models were
closest to that of the continuous model based on the statistics mentioned. At
least not for all resolutions. That is, whether the droop or the equal model
had statistics the closest to the continuous model changed for resolutions and
the choice of statistic. Although for the FR and CV values it seemed like
the droop model was closer to the continuous model for most resolutions, this
was not the case for all resolutions. And the differences between the means
of the droop and the equal model were not that large when taking the size
of the variances into account. We also saw that as we reached resolution 1

64
,

the statistics of the droop and the equal model got quite close to that of the
continuous model. They got within the area of the continuous model’s mean
for resolution 1

128
for the CV values, and 1

256
for the FR values. For the CC

values the discrete models means got within the continuous model’s mean area
for resolutions 1

4
and up.

We then went on to explore the Wasserstein distances between the discrete
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models and the continuous model in Sec. 4.1.1. They were calculated based on
the statistics we explored in the preceding section. The droop model seemed to
have a smaller distance to the continuous model than the equal model did, for
all resolutions except one. The difference in the distances of the discrete models
did however not seem to be that large when taking the size of the variances
into account. In the case of the distances calculated based on the FR and CV
values, the distance of the discrete models to the continuous model got small
for resolution 1

64
, being quite close to the reference distances. However, they

actually reached the reference distances as we get to resolution 1
256

for the FR
values and 1

128
for the CV values. While for the distance calculated based on

the CC values, the models reached the reference distances for resolution 1
8

and
up.

In Sec. 4.1.2 we explored the effects of making only the delay values dis-
crete, and not the spike times in the Brunel network. There were differences
between the mean statistics, these differences were however not that large when
taking the size of the variance into account. The mean of the semi-continuous
model fell within the range of the mean of the continuous model. Only for the
CV values was there a noticeable difference between the two models means for
lower resolutions. However, they did fall within the same region as we reached
the higher resolutions. Hence one could say there is no significant difference
in the models activity in regard to their mean statistics as resolution becomes
high enough, being 1

32
and up. However for lower resolutions, differences can

be seen. At least in the case of the CV values.
We then went on to explore the difference between the mean statistics of

the droop, the equal and the continuous model in the Microcircuit network
in Sec. 4.2. In this network, the equal model had mean statistics closest
to the continuous model’s mean for most resolutions in the case of the FR
values. The mean got within the area of the continuous model’s mean as we
had resolution 1

128
, but got very close for resolution 1

64
. The droop model got

closest to the reference area for resolution 1
256

in the case of the FR values. For
the CV and CC values however, the model having the mean closest to that of
the continuous model changed a lot as resolution changed. The droop model’s
mean get close to the continuous model’s mean as we reach resolution 1

64
for

the CV values, and gets within the continuous models mean area for the CC
values for resolution 1

32
and up. The equal model’s mean falls within the area

of the continuous model’s mean for resolution 1
128

in the case of the CV values,
but gets very close for resolution 1

64
. For the CC values the equal model gets

within the continuous model’s mean area for resolution 1
64

.
In Sec. 4.2.1, we explored the differences in the statistics of the Microcir-

cuit network by examining their Wasserstein distances. We saw that distances
calculated based on the FR values, showed that the equal model was closer to
that of the continuous one for all resolutions except one, reaching the refer-
ence distances for resolution 1

64
. The droop model’s mean is very close to the
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reference distances for this resolution, however it does not reach the reference
distances before resolution 1

256
. For the distances calculated based on the CV

values, the model being the closest changed as resolutions changed. With the
droop and the equal models distances from the continuous model falling within
the reference area for resolution 1

64
. While for the CC values the equal model

seemed to have smaller distances for all resolutions except one, falling within
the reference area for resolution 1

64
. The droop model’s distances never falls

within the reference area, but got close for resolution 1
128

.
Then lastly we displayed the run times of the two networks explored in

this thesis, the Brunel and the Microcircuit network, in Sec. 4.3. We saw that
the two discrete models had the same run time for all resolutions, and that
they surpassed the run time of the continuous model for resolution 1

64
for the

Brunel network, and 1
128

for the Microcircuit network.

5.2 Limitations of our work

Due to limitations in time, several things were not explored. We quickly men-
tion them here. In the case of the Wasserstein distances, we only found the
distances between the simulations of the discrete models against the first seeded
simulation of the continuous model. It could be of interest to get the distance
to all seeded simulation of the continuous model. This way we would get mea-
sures of how distant the discrete model’s are from the continuous model, and
not just one simulation of the continuous model. In some cases the distances
of the discrete models were very close to the reference distances, barely falling
outside the reference area. Maybe they would fall within the area had we
found the distance to all simulations of the continuous model. It should also
be mentioned that we have only looked into a few statistics of the spiking ac-
tivity, being the FR, CV and CC statistics. Maybe other aspects could have
been seen if we had looked into other statistics. In addition to only looking
into a few statistics, we also only examined a few neuronal populations. E.g.
for the Brunel network we only looked into the excitatory population, and for
the Microcircuit network, we only looked into the L5I population. Maybe we
would we see something else if we had explored all neuronal populations of
our network models. Lastly, it should be mentioned that we did explore the
statistics of a semi-continuous version of the Brunel network, it could however
be interesting to explore a semi-continuous version of the Microcircuit network
as well. This was not done due to limitation in time and computation hours.

5.3 Conclusion

To conclude with one of the rounding rules being more correct in the sense
that the spiking activity is more similar to that of the continuous model, one
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would have to see that one of the rounding rules mean statistics was closer to
that of the continuous one for most if not all resolutions, for all statistics and
both network models. But in our case we saw that the rounding rule being
the closest to that of the continuous one was not the same for all resolutions.
Even when one model was closer for most resolutions, this was not the case for
all statistics. We also noticed that although it might look like one model was
closer to the continuous one for several resolutions and statistics, this model
was different for the two networks. E.g. it looked like the droop model was
slightly closer to the continuous one for the FR and CV values in the Brunel
network. However, for the Microcircuit network, the equal model seemed to
be closer to the continuous one for the FR values for most resolutions. Hence
the model that might seem to be closer was different for the two network
models explored. One can not conclude with one rounding rule being more
correct across all networks. Whether the minimum and maximum value of
the discrete delay values interval has the same probability of being drawn as
the inner points or not, is not critical for the spiking activity. It is not more
correct to ensure equal probability of all delay values being drawn.

Furthermore, to save computational power by using a discrete model in-
stead of a continuous one, the resolution should not be higher than 1

32
for the

Brunel network, and 1
64

for the Microcircuit network. For the Brunel network,
the statistics of the discrete models got close to that of the continuous model
as resolutions were 1

64
and up for the FR and CV values, while for the CC

values the means are close for resolution 1
32

. For the Microcircuit network the
statistics of the discrete models get quite close to that of the continuous one
as we reach resolutions 1

64
. One could therefore achieve similar spiking activity

for the discrete models as can be seen in the continuous model when using
resolution 1

64
for both the Brunel and the Microcircuit network models. This

does however not save computation time for the Brunel network, as the dis-
crete models with this resolution takes longer to simulate than the continuous
model.

Through the work of this thesis we have explored the statistics of three
model types in two different networks. We have seen that no clear differences
can be seen between the two rounding rules of the discrete models. We have
also explored how the activity changes and gets closer to that of the exact
model as resolution increases. By examining this we also were able to give a
hint of what resolutions are fine enough to create representative spiking activ-
ity. This could then be taken into account together with the computational
cost when deciding on the choice of resolution in future simulations.
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