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The influence of feed and water withdrawal time 
on post mortem biochemical changes and meat 
tendemess in broilers 
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Mielnik Maria and Nils Kolstad 1991 . The lnfluence of feed and water withdrawal time on 
post mortem biochemical changes and meat tendemess in broilers. Norwegian Journal of 
Agricultural Sciences 5: 1-8. ISSN 0801-5341. 

The effect of feed and water withdrawal time (6, 12, 18, 24 and 30 hours) on post mortem 
changes in breast museles and quality of broiler meat was evaluated. Glycogen content and 
R va lue in breast museles were not influenced by feed and water withdrawal time. However, 
there was a significant difference in latic acid concentration between broilers starved for 6 
hours and those starved for 12 hours. The initial pH and tendemess of the breast museles 
decreased significantly after 12 hours feed and water withdrawal. The opposite effect was 
observed for thigh meat. The most tender thigh meat was found in broilers starved for 30 
hours. The feed and water withdrawal time did not influence roast losses. 

Key words: Broiler, post mortem changes, starvation time, tendemess. 

Maria Mielnik, Agriculrural University of Norway, Department of Animal Science, P.O. 
Box 25, 1432 Ås, Norway. 

Very little work has been reported on the effect 
of preslaughter fasting on early post mortem 
metabolism and subsequent meat characterist­ 
ics. However, the influence of fasting in deplet­ 
ing the glycogen reserve in museles has been 
known since the work of Bernard in 1877 
(Lawrie 1974). Later, Bate-Smith & Bendall 
( 1949) observed that a 48- 72 hours fast dec­ 
reased the glycogen content in rabbit psoas 
muscle and raised the ultimate pH. Pingel & 
Schneider ( 1987) found a significantly higher 
pH value in the breast muscle of geese with 
long starvation, which could point to the fact 
that glycogen stores were partially used up at 
the time of slaughter. Pingel & Schneider relat­ 
ed lower grill losses to the higher ultimate 
pH-value but they did not find any significant 
differences for pH values and grill losses in the 
thigh muscle. 

Warriss et al. (1988), on the other hand, re­ 
ported that although feed withdrawal had no ef- 

feet on glycogen concentration in the breast 
muscle of broiler chickens the glycogen con­ 
centration was significantly reduced in the thigh 
muscle after 12 hours. Ultimate pH was el­ 
evated only in the thigh muscle. Also, Ngoka et 
al. (1982) found that there was no influence of 
feed withdrawal ( 15 hours) on glycogen con­ 
tent, initial pH or cooking loss in breast muscle 
in turkey. However, fasting caused a significant 
increase in the final pH as compared with the 
group fed ad libitum. The latter group also had 
an insignificantly higher shear value than the 
unfed group. 

However, Farr et al. (1983) reported increas­ 
ed toughness (higher shear value) with increas­ 
ing feed withdrawal time in the breast meat of 
broiler chickens, but they observed the reverse 
effect in the thigh meat. 

Ehinger ( 1977) was unable to show the effect 
of fasting on cooking loss and shear value of 
broiler chicken breast meat, but he found that 
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the values for both parameters in thigh meat 
first decreased after 24 hours of fasting and then 
increased after 48 hours. 

Early post mortem changes are perhaps the 
most important factors affecting subsequent 
poultry meat tenderness. Since the rate of onset 
of rigor mortis is a retlection of the rate of post 
mortem glycolysis, many of the investigations 
have attempted to establish a relationship be­ 
tween biochemical changes to glycolysis and 
tenderness of poultry meat. De Fremery & Pool 
(1959, 1960), reporting on post mortem chan­ 
ges in chicken breast muscle, found that an ac­ 
celerated onset of rigor mortis resulted in a mo­ 
re rapid loss of glycogen with a subsequent in­ 
crease in musete toughness. The concluded la­ 
ter (De Fremery & Pool 1963) that an increased 
rate of post mortem glycolysis resulted in 
tougher poultry meat and that an increase in the 
rate of lactic acid formation was a decisive fac­ 
tor. Khan & Nakamura ( 1970) also reported a 
causative role of lactate in toughness of breast 
muscle. Stewart et al. ( 1984) found that pH de­ 
cline and muscle tenderness were parallel func­ 
tions of the post mortem glycolysis and rigor 
mortis processes but were not necessarily relat­ 
ed in a cause effect relationship. The divergent 
results from the influence of fasting on tender­ 
ness of poultry meat as well as the lack of in­ 
formation about the relationship between fast­ 
ing and onset of rigor mortis were the reason for 
undertaking this study. Thus, in this experi­ 
ment, an effort was made to evaluate the effect 
of varying feed and water withdrawal time on 
certain biochemical and technological char­ 
acteristics of broiler chicken museles. 

MATERIAL AND METHODS 
Commercial broiler chickens of mixed sex were 
reared on titter in pens in the Experimental 
Broiler House at the department. From two 
tlocks each containing 600 birds, 75 broiler 
chickens were chosen at random. They were 38 
days old at the start of the experiment. For each 
withdrawal period, 15 birds were tagged indi­ 
vidually and pul into transportation crates. They 

were held without feed and water for 6, 12, I 8, 
24 and 30 hours respectively prior to slaughter. 
The birds were slaughtered in a commercial 
processing plant situated about 50 km from the 
department. They were electrically stunned, 
standard cut, bled, scalded and mechanically 
plucked. About 15 minutes after the blood ves­ 
sels were cut, the pH of the breast museles was 
recorded using a digital Altotest 2 pHMeter 
equipped with an lngold insertion probe elec­ 
trode. At the same time, approximately I 0 g 
samples of Pectoralis major were taken and fro­ 
zen immediately in liquid nitrogen for R value, 
glycogen and L lactic acid determination. They 
were then transported to the laboratory and stor­ 
ed at ...,.. 70°C until needed. Frozen muscle sam­ 
ples (Pectoralis major) were extracted with per­ 
chloric acid, without prior thawing, in accord­ 
ance with the procedure described by Dalrym­ 
ple & Hamm (l 973). The concentration of gly­ 
cogen, L lactic acid and so-called R value were 
determined in this extract. 

Glycogen was determined by the enzymatic 
method of Dalrymple & Hamm (1973). It was 
hydrolysed by amyloglucosidase (Boehinger, 
Mannheim) and estimated as glucose using glu­ 
cose, 6 phosphate dehydrogenase and hexoki­ 
nase (Boehinger, Mannheim). L lactic acid was 
determined by the enzymatic method using 
commercially available reagents (Boehinger, 
Mannheim). The R value (the ratio of inosine to 
adenine nucleotides) was determined according 
to Honikel & Fischer (1977). 
The eviscerated and chilled carcasses were 

packed in plastic bags and stored in the freezer 
at ...,.. 20°C until they were analysed. Before the 
analyses, the carcasses were kept for 48 hours 
at 4°C. 

Each half of the 15 carcasses per treatment 
was packed in a plastic baking bag and roasted 
in a convection oven at l 75°C to an internat 
temperature of 90°C. The hal ved carcasses were 
weighed before and after heating and roast los­ 
ses(%) were calculated. 
The roasted breast and thigh meat were 

ground separately in a meat grinder (4 mm ho­ 
les). Samples of 40 g were placed in a Kramer 
shear-cell (6.5 X 6.5) and sheared by 10 blades 
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mounted on an lostron (TM-SM) at a crosshead 
speed of 100 mm/min. The shear values mea­ 
sured from the peak force were expressed as kg 
force per 1 g sample. 

The data was analysed by the Statistical Ana­ 
lysis System (SAS Institute Inc., Carry NC, 
1985) and Duncan 's multiple range test was 
applied to determine differences between 
means. 

RES UL TS AND DISCUSSION 
Biochemical changes in the breast museles 
The pH values, glycogen and lactic acid con­ 
centration and ratio of inosine to adenine nu­ 
eleotides (R value) are presented in Table I. All 
these biochemical parameters characterize 
development of rigor mortis. 

The initial pH of breast museles monitored 
15 minutes after death averaged 5. 9 and rang ed 
from 5.59 to 6. 16. A variance analysis revealed 
that starvation had a significant influence on pH 
value. The initial pH of broiler chickens starved 
for 6 and 12 hours was significantly higher than 
the pH of the other groups. No significant dif­ 
ferences through starvation were detected for 
initial pH between 18 and 30 hours. 

This is contrary to the data of Pingel & 
Schneider (1987), who found significantly 
higher initial pH values in breast musele of gee­ 
se after 48 hours starvation (6.16) versus 8 
hours starvation (6.02). 

It is important to emphasize that the deeline 
of pH in breast museles was very fast in al ex­ 
perimental groups (Table I). The low pH ex­ 
hibited by chicken breast musele testifies to ac­ 
celerated post mortem altemation in these 
museles. 

Kijowski et al. (1982), recording pH in 
breast musele at different times after slaughter, 
found an average pH value measured 15 minu­ 
tes post mortem was 6. 14. Lyon et al. (1983) 
noted that initial pH measured 20 minutes post 
mortem was 6.3. Stewart et al. (1983) reported 
that the initial pH of intact breast museles was 
6.4. In another experiment, Lyon et al. (1984) 
showed that the initial pH of broiler breast 
museles measured within 20 minutes post mor­ 
tem was 6.1. These authors suggested that an­ 
temortem stress could influence initial pH va­ 
lues and subsequent rate of pH deeline. Davi­ 
dek & Velisek (1973) comparing the effects of 
extreme, moderate and absence of struggle on 
the biochemical change in breast musele noted 

Table 1. Ejfect of feed and water withdrawal time on biochemical changes in broiler chicken 
breast musete measured 15 minutes after slaughtering. 

Withdrawal Glycogen as Lactic acid 
time R value µMol glucose/g µMol/g fresh 

(hours) pH (250/260 nm) fresh muscle muscle 

6 6.02a 1.07 12.82 77.32c 
12 5.96a 1.13 12.94 90.65a 
18 5.82b 1.11 13.35 78.23bc 
24 5.81b 1.11 13:29 89.82ab 
30 5.79b 1.13 11.89 86.37abc 

F value 9.47*** 0.50 0.37 2.61 * 
R' value 0.35 0.03 0.02 0.14 

Each value is the mean of 15 observations 
a-c: Means within each column followed by the same letter are not significantly different (p>0.05) 
***: (p,S0.001) 
* (p,S0.05) 
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pH values of 5.90, 6.50 and 7.15 respectively 
15 minutes after death. 
It appears that the differences in the initial pH 

values between birds within one group could 
possibly have been due to differences in an­ 
temortem stress and may have been caused by 
differences in reaction of the live brid to handl­ 
ing, holding times and other stress factors. 
The development of rigor mortis is elosely re­ 

lated to the pH value because the hydrogen ions 
generated in museles come from hydrolysis of 
A TP (Hultin 1985). The onset of rigor mort is 
occurs when the post mortem pH decreases to 
around 5.9 and the R value (IMP/ATP ratio) 
reaches a level of around I, I (Honikel & Fise­ 
her 1977). According to previously published 
values (Khan & Frey 1971; Davidek & Velisek 
1973), the R value indicates the onset of rigor 
mortis at values between 75 and 85 % loss of 
ATP in musele. 
The R value in breast museles of experimen­ 

tal broiler chickens indicated that conversion of 
A TP to IMP was very rapid and not affected by 
starvation time. It is noteworthy that all mean R 
values were higher than I. I except for the 
group starved 6 hours, which also showed a pH 
value of 6.02. It would appear from this data 
that the museles of chickens from this group (6 
hours) were still in a prerigor state, while those 
from the remaining groups indicated the onset 
of rigor mortis just 15 minutes after slaughter­ 
ing. This difference has not been statistically 
confirmed, mainly on account of the great scat­ 
tering of individual data (0.91-1.40). It could 
be explained by the different responses of the 
birds to stress factors. 
The time from death to onset of rigor mortis 

in poultry musele has been reported to vary 
from as early as I 0 to 30 minutes post mortem 
(Khan 1974) or as late as 5 to 7 hours post mor­ 
tem (Khan 1971 ). Some of these reported dif­ 
ferences in the time of onset of rigor mortis 
were probably due to the various types of birds 
used in the experiments and slaughter condi­ 
tions. 
Glycogen content in breast museles 15 minu­ 

tes post mortem varied widely from 4. 79 µ 
Mol/g to 33.98 µMol/g between birds and ave- 

raged 13.10. In a living state, glycogen con­ 
centration in breast museles is about 0.5 % , i.e. 
27 .68 µMol. A comparison of the average va­ 
lues of glycogen between the experimental 
groups did not show any significant dependency 
on the duration of the feed and water with­ 
drawal. 
The results of the present study concur with 

the findings of Ngoka et al. ( 1982), who did not 
find any effect of feed withdrawal on glycogen 
content in turkey breast musele. More recently, 
also Warriss et al. (1988) ascertained no influ­ 
ence of feed withdrawal on glycogen concen­ 
tration in chicken breast musele. According to 
McCormick et al. (1979), starvation resulted in 
a metabolic shift from a predominantly carbo­ 
hydrate metabolism towards increased fat cata­ 
bolism. They assumed that the fasted chickens 
utilized fatty acids predominantly as an energy 
source. This could explain the Jack of differ­ 
ences between experimental groups in glycogen 
content. 
The wide variation of glycogen content in 

breast musele was reflected in the greatly differ­ 
entiated values of lactic acid. Consentration of 
lactic acid ranged from 51.87 µMol/g to 109.96 
µMol/g between birds and averaged 83.92 µ 
Mol/g. 

Khan & Nakamura ( 1970), reporting lactic 
acid contents in breast musele immediately after 
slaughter, showed 38 µMol/g in chickens with 
minimum struggle and 86 µMol/g with unres­ 
tricted struggle. The findings of Grey et al 
(1974) support the results mentioned above: 
44.0 ± 23 µMol/g lactic acid in breast musele 
from restricted-struggle birds and 60.01 µMol/g 
from unrestricted birds. McGinnis et al. (1989) 
found 29.2 µMol/g in breast musele of unope­ 
rated (control) broiler chickens immediately 
post mortem. Grey & Jones (1977) reported a 
value of 65 (46--85) µMol/g 11 minutes after 
slaughter. However, Kijowski et al. (1982) 
ascertained 16.92 µMol/g in the breast musele 
of commercially slaughtered broiler chickens 
15 minutes post mortem. 
In the present study, the lowest mean values 

of lactic acid were obtained from birds starved 6 
hours (72.32 µMol/g) and the highest (90.65 µ 
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Mol/g) from birds starved 12 hours. The aver­ 
age values of these experimental groups were 
significantly different (p<0.05). However, the­ 
re was no effect of starvation time on lactic acid 
content in breast museles of birds held without 
food and water 18-30 hours. In the normal rest­ 
ing muscle, there should be a relatively low 
level of lactic acid. However, when birds 
struggle extensively before death, much lactate 
can be produced and for the most part this is 
present in the muscle post mortem. Moreover, 
there may be a substantial amount of lactate 
present at all times because the breast muscle fi­ 
bres are predominantly fast-twitch glycolitic 
muscle (Addis, 1986). 

On the basis of results presented in Table I , it 
is not possible to postulate thai feed and water 
withdrawal time was of great consequence in 
the biochemical change in breast muscle. lt 
would appear that detection of the effect of 
starvation on biochemical alternation was hin­ 
dered by the wide individual variability of the 
birds. On the other land, our findings showed 
an accelerated glycolysis and rapid onset of ri­ 
gor mortis in the breast museles of experimental 
chickens. The fast accumulation of lactic acid 
in combination with rising R value and rapid 
declining pH indicated the accelerated biochem­ 
ical processes. Since the broiler chickens were 
killed is a commercial slaughter house, it is dif­ 
ficult to ascertain which stress factor was deci­ 
sive in post mortem muscle alteration. A well 
recognized response to stress is increased gly­ 
cogenolysis and lipolysis but not all animals 
react in the same way or to the same degree to 
any one of these stresses. 

Technological characteristics of broiler chicken 
meat 
The investigation of the thawed carcasses in­ 
cluded the measurements of pH values in meat 
slurry, roast losses and shear force values. The 
mean values of the examined parameters from 
each starvation treatment together with results 
of variance analysis are presented in Table 2. 

The pH of the breast meat slurry showed the 
same tendency as pH values recorded 15 minu­ 
tes after slaughter. The significantly highest va- 

lues (5.93) were in the meat from birds starved 
6 hours and 12 hours. The lowest pH value 
(5.82) was determined in meat slurry from broi­ 
ler chickens starved 30 hours. The pH of thigh 
meat was also significantly intluenced by 
starvation time but the opposite effect was ob­ 
served. The significantly highest values (6.63) 
were measured in thigh meat from chickens 
held without food and water for 24 and 30 
hours. Generally, pH of thigh meat show ed 
higher values than breast meat. 

Warriss et al. ( 1988) found thai breast meat 
in birds starved for 36 hours had a final pH 
slightly but significantly lower compared with 
the fed control group and the final pH in thigh 
meat was elevated compared to the fed groups. 
The PH values reached maximum after 18 hours 
starvation and then starled to decrease. 

Ngoka et al. ( 1982) reported the increasing of 
the final pH value of 0.06 units in turkey breast 
muscle starved for 15 hours as compared to the 
fed ad libitum group. 

Food and water withdrawal time did not af­ 
feet roast losses. This is consistent with the 
findings of Ehinger ( 1977) and Ngoka et al. 
(1982), who did not find any effects of starva­ 
tion on cooking loss of breast meat. 

A comparison of shear values indicated thai 
tenderness of breast meat was intluenced by 
starvation time. Breast meat from birds starved 
I 8 hours and over required more force to shear 
meat (less tender) than birds starved for less 
than 18 hours. The highest shear force value 
(3.69 kg/g) was noted for the 30 hour feed and 
water withdrawal, whilst the lowest value was 
recorded for the 6 hour starvation. Shear force 
in thigh meat had a tendency to rise up to 18 
hours, achieving its highest va lue (I. 80 kg/g) at 
this point with a subsequent decrease. Food and 
water withdrawal for 30 hours resulted in the lo­ 
west shear value (1.60 kg/g) and was signi­ 
ficantly different from the shear values of 18 
and 24 hour starvation treatments. 

It is noteworthy that shear force values of 
breast meat were always higher than those of 
thigh meat. This can be attributed to higher pH 
value (Table 2) anda greater fat content in thigh 
meat than in breast meat. 



6 M eat tenderness in broilers 

Table 2. Effect of feed and water withdrawal time on roast loss, pH and tenderness of broiler 
chicken meat measured after thawing. 

Withdrawal Roast Breast meat Thigh meat 
time loss 

(hours) (%) pH Shear value pH Shear value 
(kg/g) (kg/g) 

6 23.4 5.93a 3.03b 6.57ab I .66ab 
12 23.4 5.93a 3.22b 6.55b l.69ab 
18 25.1 5.85b 3.54a 6.55b 1.80a 
24 24.2 5.84b 3.59a 6.63a 1.79a 
30 23.6 5.82b 3.69a 6.63a 1.60b 

F value 0.90 4.33* 7.34*** 3.19* 3.30* 
R' value 0.05 0.20 0.30 0.15 0.16 

Each value is the mean of I 5 observations. 
a-b: Means within each column followed by the same letter are not significantly different (p>0.05) 
***· (p,;;Q.00 I) 
* (p,;;0.05) 

Similar results were obtained by Farr et al. 
( 1983), who showed increased toughness in 
breast meat of broiler chickens with increasing 
length of withdrawal time (6.5 kg/g after 10 
hours starvation versus 7 .0 kg/g after 25 hours). 
The reverse was observed in thigh meat, where 
a shear force of 6. I kg/g after I O hours starva­ 
tion was registered versus 5 .5 kg/g after 25 
hours. On the other hand, Ngoka et al. (1982) 
reported the decreasing tendency of shear value 
in breast meat of turkey starved for 15 hours 
prior to slaughter as compared to a fed ad li­ 
biturn group. Ehinger ( 1977), investigating the 
influence of starvation and transport on tech­ 
nological characteristics of broiler chickens, 
could not show any effect of starvation on shear 
value of breast meat but noted increased tender­ 
ness in thigh meat after 24 hours of starvation 
and a decreasing of tenderness after 48 hours. 

Based on the results obtained in this study, a 
feed and water withdrawal time of no longer 
than 12 hours is suggested. After this time, ten­ 
derness, which is one of the most important 
characteristics of broiler meat, undergoes un­ 
favourable changes. This is probably related to 
the rapid decrease of initial pH, which isa relia- 

ble and sensitive indicator of the rate and ex tent 
of early post mortem biochemical alternation. 

SUMMARY 
This study was designed to determine the effect 
of feed and water withdrawal time (6, 12, 18, 
24 and 30 hours) on biochemical changes in 
breast museles and tenderness of breast and 
thigh roast in broilers. 

Seventy-five unsexed broiler chickens which 
were 38 days old were used in the experiment. 
Fifteen broilers for each starvation treatment 
were slaughtered in a commercial processing 
plant. The pH in the breast museles was record­ 
ed fifteen minutes after killing. Simultaneously, 
samples of the breast museles were taken and 
frozen in liquid nitrogen for R value, glycogen 
and lactic acid analyses. Thawed carcasses 
were used to evaluate meat loss, final pH and 
shear value of breast and thigh meat. 

Feed and water withdrawal time did not af­ 
feet the glycogen content and R value in the 
breast museles. Lactic acid concentration was 
lowest (77. 32 uMol/g) in the breast museles of 
birds starved for 6 hours while the highest value 
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(90.65 uMol/g) was exhibited in broilers starv­ 
ed for 12 hours. The initial pH in the breast 
museles decreased significantly after 12 hours 
feed and water withdrawal. The fast accumula­ 
tion of lactic acid, high R values (about 1.1) 
and rapid drop in the initial pH indicated an ac­ 
celerated biochemical process. Tenderness of 
breast meat was influenced by starvation time; 
shear value of breast meat was lowest (3.03 
kg/g) after 6 hours starvation and increased 
significantly after 12 hours. Thigh meat showed 
the reverse effect. The lowest shear value ( 1.60 
kg/g) was noted for broilers starved for 30 
hours. Thigh meat required considerably 
slighter shear force than breast meat. Roast lo­ 
ses were not affected by feed and water with­ 
drawal time. 
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randomly selected into five groups and held in transportation crates without feed and water 
for 6, 12, 18, 24, 30 hours prior to slaughter. Feed and water withdrawal resulted in live 
weight losses, the rate of losses decreasing, however, with increasing withdrawal time. 
Oven-ready yield based on initial weight was unaffected by up to 12 hours of starvation but 
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However, moisture was reduced significantly only in breast meat. 
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Proper starvation of poultry is necessary to im­ 
prove the sanitary conditions during processing 
operations. During this period, the alimentary 
tract is emptied non-digested feed components, 
products of metabolic processes and numerours 
bacteria. Moreover, the full digestive tract is 
more difficult to remove and susceptible to 
breakage during automatic evisceration. Soiling 
may result in contamination of the carcass. 

It is well known that fasting causes live 
weight shrinkage in broilers. The weight loss 
increases linearly with the time of starvation 
after a 4-6 hours period of feed and water 
withdrawal (Wabeck I 972; Veerkamp 1978; 
Summers & Lee son I 981; Chen et al. 1983), 
the live weight shrinkages of broilers varying 
between 0.06 % and 0.51 % per hour. Veer­ 
kamp ( 1978) reported that weight losses were 
mainly caused by the losses of edible parts 
(0.24 % per hour). He concluded that weight 

losses per hour of fasting had been lower in an 
earlier period. 

The duration of fasting time is one of the fac­ 
tors affecting eviscerated carvass yield and pro­ 
cess profitability in the slaughterhouse. Con­ 
siderable research has been done in this area 
and the reports generally indicate that extended 
withdrawal periods of feed or feed and water 
tend to reduce poultry yield through increased 
live shrinkage. Individual experiments diverge 
in relation to the fasting time required before 
there is a reduction in eviscerated carcass yield. 

Some authors have reported no yield losses 
with up to I 6 hours of fasting (Smidt et al. 
1964; Summers & Leeson 1979), whereas oth­ 
ers have shown a tendency towards yield loss 
with increased withdrawal time when calcula­ 
tions were based on initial weight (Wabeck 
1972; Veerkamp 1986). 

No influence of fasting time was found by 
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Veerkamp (1986) when the carcass yield was 
calculated as a percentage of live weight im­ 
mediately prior to slaughter. An opposite trend 
was observed by Wabeck ( 1972), who reported 
an increase in carcass yield (based on pre­ 
slaughter weight) with extended starvation. 
Smidt et al. ( 1964) found a tendency towards an 
increase in carcass yield up to 12 hours with a 
decrease thereafter. 

Drop in yield is probably due to an increased 
metabolic breakdown of tissue (Smidt et al. 
1964; Wabeck 1972). Salmon (1979) has postu­ 
lated that with extended withdrawal time body 
tissue is metabolized to provide nutrients and 
energy and that this has resulted in lower car­ 
cass weight and yield. However, Ang & Hamm 
( 1985) did not find any influence of prolonged 
starvation on proximate composition, vitamins 
and mineral contents in breast muscle except 
protein. 

lndustrial practice of feed and water with­ 
drawal varies from flock to flock according to 
whether the flock is collected during the day or 
night. Thus, birds may be processed over a wi­ 
de range of fasting periods, inducing higher 
yield losses. 

With these factors in mind, the present ex­ 
periment was designed to measure the effect of 
varying periods of fasting (from 6 to 30 hours) 
prior to slaughter on live weight shrinkage, car­ 
cass yield and proximate meat composition. 

MATERIALS AND METHODS 
Broiler chickens used in this study were 39 days 
old and of mixed sex from one commercial 
strain. Thay were reared on titter in pens under 
continuous lighting in the Experimental Broiler 
House at the Department of Animal Science. 
Birds received the finishing diet (see Table I) 
during the last two weeks prior to the experi­ 
ment. On hundred and fifty broiler chickens 
were chosen at random from two flocks contain­ 
ing 600 birds. They were weighed individually 
at the start of feed and water withdrawal (the 
initial weight), tagged and placed in transporta­ 
tion crates. They were held without feed and 
water for periods of 6, 12, 18, 24 and 30 hours 

Table I. Composition of diet % 

% 

Soyabean meal. . . . . . . . . . . . . . . . . . . . . . . . . . . . 13 .4 
Wheat 12.5 
Oats.. .. . . . . . . . . . . . . . . . . . .. .. 15.0 
Com........................................ 12.5 
Barley 19.9 
Animal fat................................. 3.7 
Soyabean oil . . . . . . . .. .. .. . . . . . . . . . . . . . . . . . 0.3 
Wheat bran................................ 8.4 
Herring meal.............................. 5.6 
Meat and bone meal...................... 3.5 
Mineral mix............................... 1.8 
Methionine... .. . .. .. . .. . . . . . . . . 0.6 
Yitamins................................... 0.5 
Pellet binder............................... 2. 0 
Sugar .. . . ... . . . . . . . . . . . . . . . . . . ... . . . . . . . .. .. 0.1 
~-glukanaze in sugar..................... 0.2 

ME (MJ/kg) .. . . . . . .. 12.1 
Dig. protein(%)......................... 16.0 

prior to slaughter. The thirty broilers for each 
withdrawal period were weighed directly before 
killing. The chickens were slaughtered in a 
commercial processing plant about 50 km from 
the Broiler House. Loss of live weight (%) was 
calculated on the basis of initial weight and 
weight immediately prior to killing. The broiler 
carcasses were weighed after evisceration and 
dripping. Oven-ready yield (%) was calculated, 
based on the initial weight prior to water and fe­ 
ed withdrawals as well on the weight before 
killing. Chilled carcasses were packed in plastic 
bags and stored at -;- 20°C until they were ana­ 
lysed. The carcasses were kept for 24 hours at 
4°C before analysis. The contents of dry matter, 
protein and fat were estimated in breast and 
thigh meat. 

Samples of 5 g were dried at I I 5°C to a con­ 
stant weight for 16 hours. Protein contents (%) 
were estimated in accordance with the Kjeldahl 
micro method modified according to Tingwall 
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( 1978) and the amount of fat determined by 
Foss-Let (AOAC 1980). The data was analysed 
us ing the general linear mode I, regression and 
correlation procedures of the Statistical Ana­ 
lysis System (SAS 1985). Treatment means we­ 
re separated by the Duncan multiple range test. 

RES UL TS AND DISCUSSION 
The live weight losses of birds during fasting 
and oven-ready yield of carcasses based on in­ 
itial live weight and preslaughter weight are 
presented in Table 2. The losses were signi­ 
ficantly intluenced by the length of feed and 
water withdrawal time. They increased almost 
linearly during starvation and were described 
with the following equation: 

Live weight losses,%= 0.287 · hours + 1.691 
(R2 = 0.83) 

The coefficient describing the weight losses 
per hour as a percentage of initial live weight in 
the experiments of other authors has varied 
from0.06to0.51 % perhour(Veerkamp 1986). 
The experimental broiler chickens lost 

0.52 % of their live weight per hour during the 
first 6 hours. After this period, weight losses 
decreased with increasing withdrawal time and 
were 0.42, 0.41, 0.37 and 0.33 % per hour for 
periods 6-12, 12-18, 18-24 and 24-30 hours 
respectively. 

The intensive shrinkage of live weight in the 
first period of fasting was due to emptying of 
the digestive tract. 

Progressive decrease in alimentary canal con­ 
tents resulted in a reduction in the rate of weight 
losses. However, the permanent shrinkage of 
broilers' live weight could not be accounted for 
only by the emptying of the alimentary canal. 

Veerkamp (1978) reported that the weight of 
the contents in the alimentary canal decreased 
rapidly during the initial hours of fasting but 
that losses were negligible after this period. 
Therefore, the shrinkage of live weight during 
prolonged fasting was the consequence of body 
mass losses. 

This was retlected in carcass yields calculat­ 
ed on the basis of initial live weight and oven­ 
ready weight. Data showed no loss in carcass 
yields up to and including 12 hours fasting, 
after which time the yields were significantly 

Table 2. The effect of feed and water withdrawal time on live weight losses and oven-ready yield of 
broiler chickens 

Withdrawal Initial Live weight Oven-ready Oven-ready 
time weight losses yield based yield based 

on initial on preslaughter 
weight weight 

hr g % % % 

6 1382 3.2 e 57.0 a 58.9 b 
12 1403 5.0 d 57.3 a 60.3 a 
18 1399 7.4 C 55.9 b 60.4 a 
24 1386 8.8 b 54.6 C 59.9 a 
30 1462 9.9 a 54.5 C 60.5 a 

F value 1.06 205.22*** 17.23*** 6.95*** 
R' value 0.04 0.85 0.37 0.19 

Each value is the mean of 30 observations 
a-e: Means within each column followed by the same letter are not significantly different (p;:e,0.05). 
***: p,S0.001 
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reduced. After 18 hours of water and feed 
withdrawal the yield was 1.4 % lower in com­ 
parison with the yield after 12 hours. Extension 
of the fasting period to 30 hours gave a yield 
decrease of 1.4 % during the extended period. 

Smidt et al. (1964) reported that there was no 
significant loss in carcass yield during fasting 
periods of 16 hours or less. The yield was sig­ 
nificantly reduced when the fasting period was 
24 hours or longer. Similar reports were made 
by Summers & Leeson (1979), who indicated 
no yield losses with up to 16 hours of fasting. 
On the contrary, Wabeck ( 1972) and Veerkamp 
(1978, 1986) reported that carcass yield showed 
a permanent decreasing tendency with increas­ 
ed withdrawal time. 

Carcass yield calculated on the basis of pre­ 
slaughter weight increased significantly after 12 
hours of fasting and then remained almost at the 
same level. Lower yields obtained after 6 hours 
starvation in relation to 12 hours starvation we­ 
re due to continuous emptying of the digestive 
tract during these 6 hours. Yields were more 
constant during the next period ( 12-30 hours) 
because they included losses due to shrinkage in 
both preslaughter and oven-ready weights. This 

conslusion is supported by estimates of correla­ 
tion coefficients. Yield expressed as a percent­ 
age of initial weight was inversely correlated 
with loss of live weight fragment (r= -64) to (r= 
0.22). The results obtained indicated that car­ 
cass yield is dependent not only on withdrawal 
time but particularly on when the hird is weigh­ 
ed. Birds weighed just prior to slaughter show 
greater yields than birds weighed at the beginn­ 
ing of starvation. 

Table 3 gives the mean proximate composi­ 
tion of breast and thigh meat from broiler chick­ 
ens slaughtered after various periods of water 
and feed withdrawal. 

The extended fasting resulted in dehydration 
in breast meat. The content of water in breast 
meat after 24 hours was about 0.6 % lower in re­ 
lation to broiler chickens starved 6 hours. Si­ 
multaneously, the protein content of this meat 
was significantly greater. The amount of fat 
was significantly reduced after 30 hours starva­ 
tion. No change was recorded in moisture in 
thigh meat during starvation. However, water 
and feed withdrawal significantly affected pro­ 
tein and fat contents. Broiler chickens starved 
for 30 hours had most of the original protein 

Table 3. The effect of feed and water withdrawal time on proximate composition of breast and 
thigh meat of chicken carcasses. 

With Breast meat Thigh meat 
drawal 
time /hrs) Protein Fat Moisture Protein Fat Moisture 

% % % % % % 

6 21.92 b 1.70 a 74.08 a 17.48 C 7.77 a 73.12 
12 21.88 b 1.52 ab 74.10 a 17.40 C 7.75 a 72.91 
18 22.31 ab 1.44 ab 74.01 a 18.26 b 7.43 a 72.81 
24 22.66 a 1.71 a 73.42 b 18.72 ab 8.02 a 72.47 
30 22.85 a 1.19 b 73.41 b 18.87 a 5.98 b 72.70 

F value 4.66** 3.75** 4.76** 12.23*** 5.17** 2.31 
R2 value 0.22 0.19 0.22 0.43 0.24 0.12 

Each value is the mean of 15 observations 
a-c: Means within each column followed by the same letter are not significantly different (p;:,,0.05) 
•••· peso.001 
•• : peso.01 



M eat composition of broilers 13 

content and also less fat in thigh meat. This 
partly agrees with the results of Ang & Hamm 
(1985), who reported a significantly higher per­ 
centage of protein in the breast meat after 20 
hours and 32 hours fasting compared with 8 
hours fasting. However, they did not find any 
change in the fat and moisture content of breast 
meat during the broiler starvation. 

Based on the results of the present experi­ 
ment, the following conclusion can be drawn. 
Extension of feed and water withdrawal for mo­ 
re than 12 hours may cause reducation in 
oven-ready yield and changes in the proximate 
composition of broiler chicken meat. 
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The planimetric accuracy of a Russ i an KFA-1000 image covering parts of 
southern Norway is examined using a camera calibration procedure. The 
results indicate a two-dimensional accuracy of less than 9.0 m, and the 
investigated image has a slightly oblique geometry ca used by an omega tiltof 
I 0 gons. The suitability and accuracy of different types of check points are also 
discussed. 
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V /0 Sojuzkarta is a foreign trade associ­ 
ation of the Russian geodesy and carto­ 
graphy administration. Since the 1960s 
it has been offering satellite products and 
services to socialist and developing 
countr ies throughout the world, and con­ 
tinues to do so today even to non-socialist 
countries. 

One of the most interesting products 
from a satellite mapping point ofview, is 
the images from the KFA-1000 camera 
with image scale of aprroximately 
I :250000 and a gi ven resol ution of 5-10 m 
(Piskulin 1989). 

Figure 1 shows some specifications of 
the different Sojuzkarta products. 

Our KFA-1000 image proved to have 
a sea le of 1 :350000 anda correspondingly 
greater survey height than the table indi­ 
cates. 

A comparative study of different 
satelliteborne cartographic sensors car­ 
r ied out by the University of Hannover 
( Konecny et al. 1988) examined the 
metr ic camera (MC), the large format 

camera (LFC), SPOT and the Russian 
KATE-200and KFA-1000. 

The main aim of the study was to test 
the possi bi I i ties of i mage orientation by 
aerial triangulation, coordinate deter mi­ 
nation and topographic data extraction 
with these images. The results indicate 
that therc is a somewhat greater dcgree 
of cornpleteness with the KFA-1000 
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Figure I. Products offered by Sojuzkarta 
(Piskulin 1989). 
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images t.han with the multispectral 
SPOT images. Although the resolution of 
the KFA-1000 images seems to be slight­ 
ly hetter than SPOT results, the panchro­ 
matic SPOT has a hetter height accuracy 
than the KF'A-1000, according to the Ger­ 
man comparison. 

The Agricultural University of 
Norway's Department of Surveying 
acquired a KFA-1000 image covering 
parts of southern Norway for accuracy 
examination. 'I'his image has also been 
the subject of comparative investigations 
with SPOT images (Dick 1989). 

Since justone image of the area was 
available, the geometric study was 
reduced to being a two-dimensional one 
(Figure 2). 

Fig ure 2. Area covered by the KFA-1000 image 

ACCURACY TEST 

Background 
Different approaches can be taken when 
carrying out an accuracy test on single 
space or aerial photographs. Since no 
height information can be obtained from 
the image, the ground truth must be re­ 
duced to any map projection system be­ 
fore comparison can be made. 

Satellite images in digital form can 
be delivered in different stages of geo­ 
metrical correction. I mages from photo- 

graphic sensors have the 'original' geo­ 
metry, and corrections must be taken 
into consideration before furthør use of 
the image can be made. 

The check points to be used in the 
test can be sorted in various ways, some 
of them (mode) points) to detcrmine the 
model, others (check points) to estimate 
the accuracy. (Sharpe & Wiebe 1988). 

Another approach is to use all the 
points as mode) points and then later as 
check points. At least when no group of 
points is more reliable or accurate than 
another, this seems to be as appropriate a 
method as any other. 

Test procedure 
Selection of check points 
A total of 130 check points were chosen 
for the accuracy test. Some of the criteria 
for point selcction are listed below: 

Points had to be identifiable on the 
pa per copy in the scale 1: 100000. 
Objects with the best possible con trast­ 
ing features were preferable. In the 
test area small lakes surrounded by 
light (dry) boggy vegetation were well 
suited. 
The position had to be unique on the 
map, with no changeablc details, e.g. 
arablc land. 

- The object had to be symmetrical in 
shape. (Large buildings were not used 
because of vertical extension and dis­ 
turbing shadow.) 

- The object had to be as small as pos- 
sible. 

By using computer-assisted methods like 
pattern recognition in the measure­ 
ments, other types of points (and require­ 
ments) could probably have been used 
without any loss of accuracy (Tab le 1 ). 

Coordinate de ter mi nation of check points 
Planimetric coordinates are taken from 
map series in 1 :5000 or reduced scale 
1: 10000 or 1 : 20000 for some of the points. 
The coordinates are given with 5 m 
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Ta ble I. Distribution of the 110 check points on 
different fea ture classes 

Lakes 
Roads 
Bridges 
Rivers 
Others 

44 
33 
21 
8 
4 

(also small islands) 
(road intersections) 
(centre of bridge or pier) 
(out.let or intersection) 
(e.g. vegetation border) 

Total 110 

resolution in the NGO system (Trans­ 
verse Mercator) zones Il and Ill. All 
points are transformed to zone Il before 
further calculations. 

Height values for correction and 
calculation are taken from given elevati­ 
ons (lakes) or contours. 

Image measuremenl of check points 
There was no available photogrammetric 
instrument in Norway of sufficient accur­ 
acy that could be used because of the 
large format of the image (30x30cm). 
Ways of overcoming the problems in­ 
cluded: 

- Making a photographic reproduction 
of the image in suitable pieces, rnea­ 
suring with traditional instruments 
and joining the pieces together before 
calculation. Disadvantage: Lack of 
con tro I in the tranformation because of 
to few fiducials. 

- Shipping the image to a foreign insti­ 
tution which has an instrument with 
image carriers of sufficient size. Dis­ 
advantage: Greater possibility of 
identification errors by the operator 
because of'unknown' check points. 

The solution decided upon was to adapt a 
three-axial calibration instrument at the 
research centre (SINTEF) in Trondheim. 
With 8x magnifying optics and a cali­ 
brated spatial accuracy of 1 µm, the 
instrument seemed to match the task. 

Out of the 130 pre-selected check 
points, 110 were measured on the image 

in addit.ion lo the five fiducial marks. Be­ 
cause of limited time for taking the 
measurements, not all the points were 
measured twice as planned. The fiducials 
were measured three times: at the start, 
in the middle and at the end of the 
sequence. 'I'his turned out to be very 
important since a mysterious shift in the 
coordinate system occurred in the 
measurements. Since the shift was 
constant throughout the whole image, we 
could estimate the size from the additio­ 
nal fiducial measurements. The time of 
the shift was found by including the 
points, one by one, in the later calcu­ 
lations and terminating when the residu­ 
als of the last point were higher than 
'normal'. 

Correctiori and estimatiori 
The image coordinates were corrected 
with reference to the earth's curvature by 
using the terrain height and position in 
the image of the check points. 

The accuracy estimation was carried 
out using camera calibration procedures. 
Input data required were 3D terrain co­ 
ordinates and image coordinates of all 
the check points in addition to image 
coordinates of the fiducials. The number 
ofunknown parameters in the estimation 
was selccted and successive iterations 
performed. 

The theory of bundle adjustment and 
a least squares element method are used 
in the calculations. The parameters can 
be given different weights to provide 
special results, i.e. 'freezing' the camera 
constant value (Andersen 1989). 

Gross error detection 
Points with large residuals were checked 
manually to find possible digitizing or 
typing errors before any rejection from 
the furt.her calculation.A total of 17 out of 
110 points were rejected because of large 
residuals and their distribution between 
the different feature classes is given in 
Table 2. 
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Tab le 2. Distribution of rejected points 

Fea ture class 

Roads 
Bridges 
Lakes 
Ri vers 
Others 
All 

Number of Rejected Percentage of 
check points points rejection in 

each class 

33 8 24 
21 3 14 
44 4 9 
8 0 0 
4 2 50 

110 17 15 

CAHERA CALIBRATION RESULTS KFA 1000 

Coordinates of the projection center (in metres) 
and rotations (in gons). 
Below: mean errors in same units. 

xo 
198518.750 

148.333 

YO ZO 
-13276.903 350128.094 

145.714 47.180 

Fl 
-0. 1722 
0.0268 

OMEGA 
-9.5432 
0.0264 

KAPPA 
-15.0215 
0.0022 

Calibration parameters: 

Focal length: F=1015.330 
Radial distortion:ctR=-0.57803E+Ol•R <R ill mm, dR i,\ my kron) 
Radial distortion: dR= 0.22926E-03•R••3 +- 0.15E-04•R••3 (R il\ mm, dR il\ mykron) 
Radial distortion:dR= 0.10032E-08•R••5 +- 0.47E-09•R••5 (R in mm, dR i,\ mykr-on) 
Film distortion: dX=~Q.980394781•X +- 0.084457•X ( X ift mm, dX li\. mykron > 
Film distortion: dX=-0.174375147•Y +- 0.069851•Y (Y ill!. mm, dX ihmykron) 
Film distortion: dX= 0.00427381l•X•Y +- 0.000599•X•Y (X' y U\ mm, dX i,i my kron> 
Film distortion: dY=-0.000215480•X•Y +- 0.000621•X•Y (X' y il\ mm, dY i.I\ mykron > 
Film distortion: dY=-0.004236376•X•X +- 0.000425•X•X ( X li\ mm, d'I i,1 mykron) 

Distortion curve: 
(positive value of dR means off-center distortion) 

R (mm) dR (mykron) 
0.0 0.0 +- 0.0 fdAlµml 

10.0 -57.6 +- o.o 
20.0 -113.8 +- 0.1 
30.0 -167.2 +- 0.4 
40.0 -216.4 +- 0.9 
50.0 -260.0 +- 1.7 
60.0 -296.5 +- 2.8 
70.0 -324.3 +- 4.2 5oo 
80.0 -341 .8 +- 6.0 
90.0 -347.2 +- 8.0 

100.0 -338.7 +- 10.1 
110.0 -314.5 +- 12.2 
120.0 -272.5 +- 14.1 
130.0 -210.5 +- 15.7 

R 140.0 -126.2 +- 16.6 "!"'---.. (mm) 150.0 -17. 1 +- 16.9 
160.0 119.4 +- 16.8 
170.0 286.1 +- 17.4 
180.0 486. I +- 21. 3 
190.0 722.6 +- 30.6 
200.0 999.0 +- 46.3 

F'igure 3. Camera calibration results 
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RESULTS 

Camera calibration 
The accuracy test was carried out using 
camera calibralion rout.ines and in ad­ 
dit.ion lo the point accuracy results inner 
orienlation data of the KFA-1000 were 
estimaled. 

Two essenlial results wcre: 

Values of up to 990 microns for the 
radial lens distortion. 

- Devialion of 9.5 gons from the vertical 
axis perpendicular to the fl ight 
direclion (Omega rotation). 

Both these cffecls have to be considered 
during further use of the images by 
including corrections or standard photo­ 
grammctric lreatment. 

The camera calibration results are 
given in figure 3. 

Geometric accuracy 
The residuals of the control points result 

X 120000 X 12CCC0 
Y-20000 V • I C)-" - '( I Q0G00 

SOJUZ-KARTA 
Figure 4. Residuals and distribution of the check points 
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from a least squares estimation of the 
camera calibration. All the points are 
given equal weight, independent of 
fea ture class. 

Residual sizes and distribution in the 
image are shown in figure 4 and check 
points from all feature classes are 
included. 

The check points were divided into 
groups depending on feature classes, and 
residuals were estimated for each group. 
The result.s were more or less as expected 
in accordance wit.h size, shape and type of 
objects selected as check points. The diffe­ 
rences between the groups were not 
considerable, however (figure 5). 

31 

29 

27 

25 

23 
23. 1 23. 3 

26. 9 

rood 

31. 4 

river 

25. 0 

o 11 

Figure 5. Mean planimetric (two-dimensional) 
errors of the check poi nt.s 

In the test, many sources of error 
affected the overall accuracy results. The 
mcasurcd error, emeas, can include the 
map error, emap, the digitizing error, edig, 
and the actual image error, eimage· lf we 
consider these errors to be independent, 
they can be combined in the following 
way: 

The digitizing error indicates the accur­ 
acy with which the image measurements 
are performed. Additional measurements 
of the fiducial marks were the basis for 
our estimation and therefore the results 
also show the repetition accuracy. 

A two-dimensional error of 25 µm 
was the result of our measurements. This 
seems to be too high and may have been 
caused by some inconvenient functioning 

of the joystick steering the digitizcr 
instrument. 

The check point coordinates laken 
from topographic maps scaled at I :5000 
are said to have a mean error of ± 
0.25mm in map scale or approximately 
3.5 µm in image scale. In the reduced 
scale, 1 :20000, the corresponding error is 
14 µm. From the number of points in the 
different scales, the one-dimensional 
map error is estimated to be 6 µm and 
emae_ = 9 µm. 

From the error sizes above, the mean 
i mage er ror, ei mage, is estimated to be 12 
µm, which is far less than the measured 
error. The contribution of other errors, in 
this case the digitizing error in 
particular, overshadows the 'real' image 
er ror. 

CONCLUSION 

The accuracy test results from this 
investigation indicate that the Russian 
KFA-1000 images from Sojuzkarta have 
planimetric characteristics similar to 
those of panchromatic SPOT images 
shown in other tests. A two-dimensional 
mean error of 25 µm was the overall 
result. In applications where the 'origi­ 
nal' 30x30 cm image can be used directly 
or in scanned, digital form, the KFA­ 
IO00imagc will be an alternative or 
supplement to SPOT. 

The rather oblique geometry and the 
size of the radial distortion of the image, 
however, call for a photogrammetric 
treatment to maintain accuracy. 

In the investigation the accuracy and 
reliability of the different feature types 
selected as check points were determined. 
As might be expected with two IR sen­ 
sible channels, 'waterfeatures' were the 
best for identification and measuring. 
Small, circular lakes surrounded by light 
(dry) vegetation together with bridges 
gave the best results, while asymmetric 
and often indistinct crossroads were less 
accurate as check points. 

Since only one image was available 
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in this investigation, the stereoscopic 
(30) properties of KFA-1000 must await 
a later investigation. 

Along with the results from the study 
of the image quality and information 
content (Dick 1989), the results indicate 
that the KFA-1000 images represent an 
interesting supplement in satellite map­ 
ping projects. 
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Aastveit, K., A.H. Aastveit & I'. Marum 1991. Polycross Progenies in 
Cocksfoot (/Jactylis Glomerata L.J Grown under Variable Environmental 
Conditions. Norwegian Journal of Agricultural Sciences l: 23-38. ISSN 0801- 
5341. 

The pa per report.son the results of a series of lield experiment.s in which the 
mixed progenies from 9 polycross (Pc) fields, 62 half sib (HSJ families and 5 
control populations were grown in four blocks at each of three locations. 
Observations were carried out over two or three years. The most important 
results may be summarized as follows: 
I. Significant and sizeable genene variation was observed between mixed Pc 

progenies and 11S families for dry matter <DM) yield, in vitro digestibility 
and crude protein content of the fodder, and in winter survival. Strong 
interactions were found between populations or families over ycars and 
locations. The second order intcractions, population/family x location x 
year were particularly strong for DM yield as well as for the qua lity 
characters. By mcans ofecuvalencc (EV) esumates the differcnccs in yicld 
stability could to surne ex tent be traced back to the origin and prchistury of 
the materials. 

2. Genotypic correlations approximately equal to 0.7 were found at all 
locations between winter survival and DM yield in the first cut, shuwing 
thut about 50% of the variation in yicld can be accuunted for by the 
variation in winter survival. 

3. The corrclutions between frost tolerance and resistance to t.wo Iungu l 
diseascs determined in the laboratory on une hand, and winter surviva l and 
DM yield in the lield on the other , were in general low, although significunt 
in some cases. A low (r=. 0.259) bul sigruficuntly negative correlation 
between winter survival at Ås in South Norway and Alta in North Norway 
demonstrates how difficult it is to sirnulate field conditions in the 
la bora tory. 

4. There was a tendency towards negative genotypic correlations between OM 
yield on the one hand and in vitro digestibility and protein content on the 
other. Comparisons of mixed Pc progeny means do, however, indicate that 
yield and the two quality characters are relatively easy to combine. 

Key words: Cocksfoot, polycross progenies 

Knut Aastveit, Målstrostvegen 4, N -1430 As, Norway. 

Previous investigations have shown that 
there is great genetic variation between 
and within local populations of cocksfoot 

from various parts of our country (Larsen 
1978, 1979, Honne 1979). In the experi­ 
ments reported so far, the initial materi- 
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als comprised random samples of clones 
laid out in field experiments at one 
location (Honne 1979), or similar clones 
tested for characters associated with 
winter hardiness under laboratory con­ 
ditions (Larsen 1978, 1979). Based on the 
results from variability experiments with 
200 clones from each of three local popu­ 
lations, Honne conducted a selection 
procedure for high and low yield, inter­ 
crossing the selected clones and laying out 
a seed-sown field cxperiment which in­ 
cluded selecled and non-selected popu­ 
lations. Aastveit (I 985) continued this 
experiment over a period of nine years. In 
one of the populations there was an 
average response to selection of about 9% 
for high dry matter (DM) yield as corn­ 
pared with the nonselected population. In 
the other populations the selection re­ 
sponses in both directions were negli­ 
gible. 

Based on the results from experi­ 
ments with clones and a reciprocal hy­ 
brid between two populat.ions a number 
of polycross (Pc) fields were established 
and seed harvested during the years 
1979-81. In 1982 a series of field experi­ 
ments were laid out at three locations in 
which, in addition to the dominating 
market varieties, progenies from 10 Pc 
fields were included along with some 
nonselected and selected populations. In 
this paper the results from this series of 
experiments are presented. 

MATERIAL AND METI--1OOS 

The material included in the Pc lields 
came originally from three local 
Norwegian populations, namely Leikund, 
Hattfjelldal and Holt, and from the 
Danish variety (Unke). The origins of 
these populations are as follows: 

Leikund: Local population from the 
Valdres valley in South Norway, 61°07'N, 
about 525 m a.s.l. Leikund has been a 
dominating market variety until 1982. 

Hattfjelldal: Local population from 
Hattfjelldal in mid-Norway,65°30'N, 
about 235 m a.s.l. Market variety since 
1976. 

Holt: Local population from Tromsø m 
North-Norway, 68°57' N, about 25 m 
a.s.l. 

U nke: Breeding variety from the former 
Pajbjergfonden, Bør kop, Den mark, 
55°30'N. (Horme 1979). 

Table 1 surveys the materials in each of 
the 10 Pc fields and the progenies in­ 
cluded in the experimental series. The 
clones in Pc fields 6/79 and 7/79 had been 
selected in three generations for high 
frost tolerance in the laboratory (cf. 
Larsen 1983). The selection of clones for 
high or low yield was based on data from 
replicated variability experiments with 
200 clones from plants selected at 
random within each population. As can 
be seen from Table 1, Pc fields 18/80 and 
19/80 contained full-sib (FS) families 
from reciprocal pair crosses between 
Hattfjelldal and Leikund. Families from 
reciprocal crosses were included because 
Honne (pers. comm.) at that time had 
found some evidence of cytoplasmic 
effects. 

All the Pc fields were laid out in 
accordance with the design suggested by 
Olesen & Olesen (1973). In order to 
obtain enough seed from the various 
families the Pc fields were seed harvested 
over two years. Since the clones in most 
of the Pc fields varied significantly in 
respect of seed production, mixed pro­ 
genies were produced by mixing equal 
weights from each family. 

Ifall the individual families from the 
10 Pc fields had been included, the 
entries would have been too large to 
handle. For this reason and also because 
of insufficient seed from some families, 
the number of entries was restricted to 
mixed progenies from 9 Pc fields and in 
addition 62 HS families, two of the origi­ 
nal populations (Leikund and Hattfjell- 
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Table 1. Survey of the polycross fields 

Polycross Material in the polycross Progenies included in the 
present exp. series 

22 clones from Hattfjelldal selected 
over 3 generations for high 
frost tolerance 

7/79 22 cio nes from U nke selected over 
3 generation for high frost tolerance 

14/79 

15/79 

30/79 

16/80 

8/80 

17/80 

22 clones from Leikund 
selected for low yield 

22 clones from Leikund 
selected for high yield 

22 clones selected for high yield in 
Leikund and Hattfjelldal 

22 clones from Holt 
selected for high yield 

22 clones from plants ofLeikund, 
selected in a 4th year ley , 
at Skagahøgdi 1150 m a.s.l. 

22 clones from Hatt- 
fjelldal selected for high yield 

18/80 22 FS families from pair 
crosses between Leikund ('.'9) and 
Hattfjelldal (oo) 

19/80 22 FS families from pair 
crosses between Hattfjelldal 
('.'9) and Leikund (oo) 

Mixed progeny + 22 
HSfamilies 

Mixed progeny 

Mixed progeny 

Mixed progeny 

Mixed progeny 
+ 13 HS families 

6 HS families 

Mixed progeny + 20 
HS families 

Mixed progeny + 
one I IS family 

Mixed progeny 

Mixed progeny 

dal), the var ieties Apelsvoll and Frode, 
and the breeding population Hatney. 

The individual experiments in the 
series were laid out at the following loe­ 
ations: 

Agricultural University, Ås in south east 
Norway, 59°401N, about 100 m a.s.l. 

Vågenes Research Station near Bodø in 
mid-Norway, 67°17'N, about 20 m a.s.l. 

Holt Research Station, Section Alta, 
69°57'N, about 10 m a.s. I. 

The experimental design comprised 
special types of incomplete blocks de­ 
scribed by Aastveit (1977). Each of the 
four complete replications at each loca­ 
tion was divided into four groups, each 
containing 19 families or populations and 
in addition two control populations, 
which in this case comprised the market 
varieties Apelsvoll and Hattfjelldal. The 
allocation of entries to groups, the distri­ 
bution within groups and the distri­ 
bution of groups within replication were 
all at random. For the Ås experiment the 
fertilizers N, P and K were applied at 
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rates of 12.0, 2.9 and 5.5 kg/decare (1 
decare = 1/10 ha), respectively, at the 
time of sowing and this was repeated 
annually in the spring. Additional N, P 
and K at rates of 10.0, 2.9 and 4.6 
kg/decare, respectively, were applied 
after the first cut. In the case of three 
cuts, rates of 8.0, 1.9 and 3.6 kg/decare, 
respecti vely, were applied after the 
second cut. Approximately the same 
amounts of fertilizer were applied at the 
other two locat.ions in the spring and 
after the first cut. The sizes of the rnac­ 
hine sown plots were 9.5, I 2.0 and 8.25 
m2 at Ås, Vågenes and Alta respectively. 
At all locations, sowing at a rate of 2 
kg/decare took place in the middle ofMay 
1982. 

All trials were harvested at the 
beginning of panicle emergence (cut 1). 
The second cut was laken 40 days after 
the first one, and in the case of a third cut 
(Ås, 1984) again 40 days later. All exper i­ 
ments were harvested twice in 1983. The 
Ås experiment should have been harves­ 
ted three times each year, but due to 
draught only two cuts were taken in 
1983. In the third year (1985) only the 
Alta experiment was harvested, and then 
only once (cut 1). At harvest, samples of 
about 1 kg from each plot were weighed 
raw, dried at 60°C for 72 hours and 
weighed again for determination of the 
DM percentage. The same samples were 
used for deterrnination of quality. For the 
Ås experiment, in vitro digestibility of 
dry matter (IVDDM%) was determined 
at the Vågenes Research Station accord­ 
ing to a slightly modified Tilley & Terry 
(1963) method. In addition, samples from 
all plots in all experiments and cuts were 
subjected to NIRR analyses of digest.ibil i­ 
ty and crude protein of the DM at the 
Løken Research Stat.ion according to the 
method described by Aastveit & Marum 
(1989). Only the NIRR results are 
presented in this paper. 

Winter survival was determined 
visually by judging the percentage of 
cover on each plot in the autumn and 
spring about one month after growth had 

star ted. Start of growth in the spring and 
growth cessation in the autumn were 
also determined by visual inspection of 
each plot. Frost tolerance, as well as resi­ 
stance to snow mold (Fusarium niuale) 
and Typhula ishihariensis, was measured 
in the laboratory by A.M. Tronsmo in the 
Institute of Plant Pathology by appli­ 
cation of methods described by her 
(Tronsmo 1985, 1988a, b). Frost tolerance 
in the laboratory was also determined by 
Tronsmo using methods described by 
Larsen (1978) and Tronsmo (1985, 1988a, 
b). 

STATISTICAL 

Since repeated observations were made 
on the same plots over years in all the 
individual experiments, years are con­ 
sidered as a fixed factor in a split plot 
analysis (Steel & Torrie, 1980, Nguyen & 
Sleper 1983, Rognli, 1987). Expected 
mean squares are based on a random 
effect model for replication (R) and 
entries (G = families or populations), 
while years are fixed effects. In series of 
field experiments it is quite usual to con­ 
sider the effect of location as random, too, 
In this case, however, we have chosen to 
consider location effects as fixed, since 
the locations were chosen along a lati­ 
tude gradient in order to investigate 
adaptability of the material within a 
great range of environmental conditions. 
Random or fixed in this connection may 
have consequences for the analysis of 
stability and establishment of potential 
synthetic varieties. The interaction be­ 
tween family or population with average 
performance of location over years can be 
considered as predictable, while the 
interaction between family or population 
over years within locations is random (cf. 
Lin & Binns 1988). 

Our data were first analysed according to 
the model 
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RESULTS 

where µ is the general mean, and G, R, L 
and Y designa te effects of family or popu­ 
lation, replication, location and year, 
respectively. The first two efTects are sup­ 
posed to be random variables with zero 
expectation and variances o2c and o2R­ 
The efTects (GL), (GR), (YL), (YR), (GY) 
and (GLY) designate efTects of inte­ 
ractions while (e) indicates unexplained 
deviations. These efTects are also sup­ 
posed to be independent random vari­ 
ables with expectation equal to O and 
_variances o2ct., o2cR, o2vL, o2vR, o2cv, 
o2GL y and o2e, respecti vely. Since a great 
three-factor interactions (GL Y) occured 
for most of the characters studied, the 
individual experiments have also been 
analysed by means of the same mode!, 
but excluding location efTects and their 
interactions. The various variance com­ 
ponents are tesled for significance by 
appropriate linear combinations of mean 
squares. Covariancc components have 
been estimated by means of the same 
model. In order to estimate the stability 
of the various families and populations, 
ecovalence (EVi) is used. 

All families and populations 
The data over all locations and two years 
are complete for DM-yield, 1VDDM% 
(NIRR) and percentage of crude protein 
(NIRR). For DM yield in particular the 
quality of the three experiments was 
quite different, as illustrated by the esti­ 
mated coefficients of variation (CV) 
presented in 'I'able 2. An unweighted 
analysis of variance of all families and 
populations over all locations and two 
years resulted in a highly significant 
three-factor interact.ion for all characters 
analysed over all locations (Table 3). In 
spile of great interaction efTects signifi­ 
cant overall entry effects were also ob­ 
tained for all characters with the excep­ 
tion of DM yield in the first cut. 

Tablc 4 presents the overall location 
means for each year. The table shows 
that the number of days to panicle emer­ 
gence increased with latitude, white the 
DM yield, at Ieast in total, was reduced. 
It is remarkable, however, how high the 
yields of cocksfoot were in Alta, which is 
close to the 70th latitude. In the second 
year the DM yields in Alta were almost 
the same in the first and second cuts as 

Tab le 2. Coefficient ofvariation at each location for the most important characters (two years) 

Character Location 

Ås Vågenes Alta 

DM yield cut I 9.15 22.80 21.16 
cut2 6.59 11.11 13.62 
Total 4.83 13.81 15.41 

IVDDM%Lab, cut I 1.45 
cut2 1.65 

IVDDM% NIRR, cut 1 1.37 1.45 1.35 
cut2 1.33 1.58 1.83 

Crude protein, cut 1 5.00 7.75 8.99 
cut2 6.06 6.29 7.34 

Winter survival 10.8511 31.0011 41.022) 

O Second year. 21 Third year 
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Tub le 3. Sigrufica nce leve I ofsome variance ratios for all items and over all locations and two years 

IVDDM% Protein% 
Source DM yield NIRI{ NIRR 
of 
variation Cut I Cut2 Total Cut I Cut2 Cut I Cut2 

Locations (I.) ••• ••• • •• • •• ••• *** *** 
Entries(G) ns •• • • •• ..... • • 
Years t Y) .... ••• . ... • •• *** *** *** 
I.xYear ••• ••• • •• ••• • •• *** *** 
G x Location • ns ns ns ns ns ns 
G x Year •• • •• •• ns ns ns ** 
CxLxY ..... • •• . ... . .... .. ... .. ... *** 

ns = not significant at the 5% leve I 
* 0.01 < P < 0.05 
** 0.001 < P < 0.01 
*** P<0.001 

Tab le 4. Location means of all families and populations 

Character Ås Vågenes Alta 

1983 1984 1983 1984 1983 1984 1985 

Panicle emergence 
(days after Apri 130> 31.9 30.4 40.0 71.4 47.3 40.1 

DM (kg/decare) 
Cut I 514 511 397 139 366 501 377 
Cut2 311 390 258 347 194 368 
Total 825 1236 655 486 560 869 

Winter survival (%) 100 95.1 98.1 69.2 64.3 

IVDDM% (NIRR> 
Cut I 73.7 74.8 76.5 76.3 76.3 72.5 
Cut2 72.7 75.4 66.8 71.9 75.1 72.8 

Protein% (NIRRJ 
Cut I 13.9 17.6 16.5 19.0 15.7 15.2 
Cut2 14.3 16.5 13.2 12.4 12.3 15.3 

those in Ås. The superiority of Ås as com­ 
pared with Alta for total yield in 1984 
was mainly due to an extended growing 
season in Ås and therefore a third cut. 
Table 4 shows that the crude protein 
content of DM and the IVDDM% varied 
considerably between locations, years 
and cuts. There was, however, no clear 
cline variation of these characters with 
latitude. 

Table 4 also gives the overall means 
for winter survival in the spring in the 
second year of harvest for the experi­ 
ments in Ås and Bodø, and for the third 
harvest year in Alta. Unfortunately, 
winter survival was not observed in Alta 
in 1983 and 1984. What can be said is 
that the stand in Alta was good after the 
first two winters. In order to get a better 
test for winter hardiness the experi- 



mental field in Alta was not ploughed in 
the autumn of 1984. lnstead, the stand of 
each plot was evaluated in the autumn of 
1984 and in the spring of 1985. As shown 
later the variation in winter survival 
became large in 1985. 

Stability in DM yield of all families 
and populations has been studied by 
estimation of EV values over locations 
and two years (Table 5). Among the five 
control populations Leikund came out 
with the lowest EV for DM yield in the 
first cut as well as in total DM yield and 
may therefore be regarded as the most 
stable among the control populations. On 
the other hand, Apelsvoll had the highest 
EV values. Among the mixed Pc pro­ 
genies 6/79 and 7 /79 were the most 
stable. The clones in these polycrosses 
were sclected for high frost tolerance 
within the populations Leikund and 
Unke, respectively (Table 1). The clones 
in the polycrosses 14/79, 15/79, 30/79 and 
8/80 were all selected from Leikund. It 
should be observed that the mixed pro- 

Polycross Progenies in Cocksfoot 29 

genies from all these polycrosses were 
more unstable than the nonselected 
Leikund population. H ighly significant 
genotype- environment interactions were 
also found for HS families within the 
same populations, and from Table 5 it can 
be seen that great ranges in stability 
among HS families from the same poly­ 
crosses were observed. 

Mixed Pc progenies and varieties 
Tables 6 and 7 present the means of DM 
and quality averaged over two years for 
the mixed Pc progenies and the five 
control populations. The experimental er­ 
rors at Vågenes were considerable, there­ 
fore only the variance ratio for crude 
protein between items became signifi­ 
cant. At Ås highly significant item- year 
interactions were obtained for DM yield 
in the second cut and in total. As a result 
of these interactions, the average diffe­ 
rences between items were not signifi­ 
cant. The item variance ratios for DM 

Ta ble 5. Stabil i ty of DM yield in cut 1 and in total over three locations and two years. Ecovalence estimates 
<EV) 

Population/variety Cut I Total 
Average 

(EV) 
Range Avcrage 

<EVl 
Range 

Control populations 
Leikund 
Hattfjelldal 
Apelsvoll 
Hatney 
Frode 

Pc progenies 
6/79 mixed prog. 
6/79 22 HS families 
7/79 mixed prog. 
8/80 » • 

8/80 20 HS families 
I 4/79 mix ed prog. 
15/79 
17/80 
18/80 
19/80 
30/79 
30/79 13 HS families 

644 
775 

1063 
747 
819 

176 
284 
315 
256 
204 

661 
743 
497 
840 
830 
731 
879 
693 
849 
975 
834 
887 

520-1027 
263 
292 
187 
262 
251 
265 
283 
207 
282 
378 
275 
287 

223-379 

646-1026 126-338 

715-1159 184-360 
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yield in the first cut, IVDDM% in both 
cuts and crude protein con tent in the first 
cut were highly significant, however. For 
DM yields in the As experiment none of 
the Pc mixed progenies exceeded the 
market variety Apelsvoll, which is the 
leading market variety in this region of 
the country. Although statistically sig­ 
nificant, the differences between items 
for quality were relatively small. 

Highly significant and relatively 
large differences were found between 
items for DM yield in Alta (Table 6). The 
varieties Apelsvoll and Frode are quite 
clearly not adapted to the growing con­ 
ditions in the North. Clone selection for 
low (14/79) and high (15/79) yield in the 
Leikund population has led to a signifi­ 
cant difference between the two Pc mixed 
progenies when grown under conditions 
of hard winter stress in Alta. 

On average over all locations the 
mixed progcny from Pc 6/79 gave the 
highest DM yield, although not signifi­ 
cantly higher than that of Hattfjelldal, 
the variety from which the clones in Pc 
6/79 were selected. As already shown 
(Table 5), Pc 6/79 (mixed) also seems to 
possess high developmental stability. 
I-I igh developmental stabil i ty was found 
for Pc 7/79 (mixed), too, but this popu­ 
lation is quite inferior in average DM 
yield (Table 6). There was no significant 
difference between the mixed Pc pro­ 
genies from reciprocal FS families (18/80 
and I 9/80) 

The HS-families 
From the Pc 6/79 all I-IS families were 
included in this series of experiments. 
Originally the plan was to include also 
all the 22 families from Pc 8/80. 1-lowever, 
two of the clones in this cross failed to 
produce enough seed, therefore only 20 
families were included. In addition, the 
series comprised 13 I-IS families from Pc 
30/79 and one HS family from Pc 17/80. 
The data from Pc 6/79 and 8/80 were 
subjected to separate analyses of vari­ 
ance. lnteractions between I-IS families 
and years and between I-IS families and 
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locations were very pronounced for the 
families in Pc 8/80, showing that genetic 
variation in developmenlal stability also 
exists within the local populations. Table 
8 shows the mcans and ranges of HS 
families from three Pc-fields for total 
DM-yield, IVDDM% and crude protein 
content. All populations and families are 
included in the table for comparisons. 

As can be seen from Table 8, some 11S 
families gave the highest yields in Ås as 
well as in Alla. Families HS-14 from Pc 
6/79, and HS-29, HS-30, HS-36 and HS- 
40 from Pc 8/80 also gave the highest 
average yields obtained in this series, all 
populations and families taken into 
account. 

Winter survival 
Winler survival was observed in both 
years al Ås and Vågenes, but only in the 
third year in Alla. Coverage percenlages 
in the spring of the three years were as 
follows: 

1st year 2nd year 3rd year 

Ås 
Vågønes 
Alta 

100 95 
98 69 

64 
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Significant differences between families 
and populations were found at Ås and 
Alta. Owing to high error, no significant 
difference between items could be found 
at Vågenes, As can be seen from 'I'able 9 
most of the populations and families had 
satisfactory winter survival in Ås, wit.h 
the exception of some of the HS families 
from Pc 6/79. In Alla, on the other hand, 
the best winter survival was found 
among the HS families from Pc 6/79. The 
factors delermining winter survival in 
Alta and Ås would therefore seem to be 
different. For all families and popu­ 
lations there was a significant negative 
correlat.ion between winter survival in 
Ås and Alla (r = - 0,259, p < 0.05). Even 
for the I-IS-families from Pc 6/79 this 
correlation was negative (r = -0.29), hut 
did not reach the 5% leve I of significance. 
Winler survival was not significantly 
correlated with stability as measured by 
the ecovalence. 

Genotypic correlations between 
characters 
Genotypic correlations were estimated 
between all characters measured or 
scored in each of the two years and at 
each location. Some of the most im­ 
portant correlations are presented in 
tab le 10. The correlations are ba sed on al 1 

Table 9.Distribution of HS families from Pc field 6/79, Pc field8/80 and three varieties for winter survival 
in Ås and Alta 

Winter survival (% 
Family/variety 20 30 40 50 60 70 80 90 N Mean 
--- 
Ås,year 2. 
Pc 6/79, HS families I 3 5 13 22 90 
Pc 8/80, 11S families 20 98 
Leikund 1 I 98 
Hattfjelldal 1 1 100 
Apelsvoll 1 1 99 

Alta,year3: 
Pc 6/79, HS families 3 6 9 3 I 22 75 
Pc 8/80, HS families I 3 I 2 6 3 4 20 65 
Leikund 1 1 72 
Hattfjelldal 1 I 66 
Apelsvoll I I 59 
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Ta ble 10. Some genotypic correlation coeflicients (rg) 

Ås Vågenes Alta 

Characters 1983 1984 1983 1984 1983 1984 1985 

DM yield cut 1 us. 
- DM yield cut 2 0.02 0.26 0.32 0.49 0.37 0.18 
- Earliness -0.13 - 0.42 -0.20 -0.32 -0.28 - 0.22 
-IVDDM% 0.02 -0.20 -0.23 -0.15 0.07 -0.35 
- Protein% -0.21 -0.39 -0.07 -0.66 -0.38 -0.65 
- Winter survival 0.67 0.05 0.70 0.67 

DM yield, cut 2 us. 
- Earliness -0.19 0.09 -0.20 0.10 0.12 
- Wintersurvival 0.21 0.04 0.38 

IVDDM% vs. protein% -0.05 0.34 0.20 0.14 0.19 0.36 

Winter suruiual us. 
- Earliness -0.24 0.08 -0.18 

76 families and populations included in 
th is series. It is not easy lo find good esti­ 
mates of the standard errors of genetic 
correlation coefficients. Significance le­ 
veis are the re fore left out in T'able l 0. 
Where the coefficients are 0.3-0.4 or 
higher, there is good reason to regard 
Lhern as being of considerable signifi­ 
cance. 

Tab le 10 shows that with two excep­ 
Lions there was a positive genotypic 
correlalion belween OM yield in the first 
and second cuts. The correlation between 
DM yield in the first cut and earliness, 
measured as days to panicle emergence, 
was negative in all cases. In nearly all 
cases IVDDM% and percentage of crude 
protein were negatively correlated with 
DM yield, showing that high quality was 
generally associated with low yield. 
These correlations were highest for pro­ 
tein con lent 1-1 igh genotypic correlations 
were obtained in the second and third 
years of ley belween winter survi val and 
DM yield. Based on the genotypic corre­ 
lation coefficienls nearly half of the 
variation in DM yield in the first cut the 
second and third years of ley could be 
attr ibuted to var iat.ion in winter sur­ 
vival. Most of the other correlations 

gi ven in Tab le l O are low and inconsis­ 
tent over years and locations. 

Correlations between laboratory 
tests and field observations 
All 76 families and populations included 
in this series of field experiments were 
tested in the laboratory for frost tole­ 
rance and resislance to lwo fungi. Free­ 
zing tolerance was tested at two tempera­ 
tures, -10 and -l l°C, and the fungi tesled 
were Fusarium niuale (Sl) and Typhula 
ishikariensis (S2). Table 11 shows the 
correlations belween laboratory tests on 
the one hand and DM yield and winter 
survival in the field on the other. The 
lable shows that significant, relatively 
low hut rathar consistent correlations 
were obtained between freezing lolerance 
on one hand and DM yield and winter 
sur viva l on the ot.her in bot.h Ås and Alta. 
In Ås significant hut small correlations 
were also observed between /?. niuale 
resislance in the laboratory and field 
observations ofyield and winter survival. 
The lack of significant correlations for 
the Vågenes experirnent may be due to 
insignificanl genetic var iation for yield 
as well as for winter survival. 
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Tab le 11. l'henotypic correlations between laboratory tests and field observations 

Vicld 

Laboratory 
DM yicld in first cut 

Year I Year 2 Year 3 
Winter survival 

Ycar2 Year3 

Trial I (Ås) 

Freezi ng tolera nce 
TIO 
Til 

Fungi resista uce 
Sl 
S2 

0.25* 
0.03 

0.15 
0.20 

0.25* 
0.45** 

0.28* 
0.06 

0.33* 
0.41 •• 

0.27* 
0.01 

Trial 3 (Vågønes) 

Freezing tolerance 
TJO 
Til 

Fungi resistance 
Sl 
S2 

0.03 
0.07 

0.13 
0.19 

0.21 
0.14 

-0.05 
-0.00 

0.1 I 
0.07 

0.01 
0.04 

Trial 2 (Alta) 

Freezing tolerance 
TJO 
TIi 

Fungi resistance 
Sl 
S2 

0.39** 0.49** 0.21 0.32* 
0.15 0.41 •• 0.12 0.18 

0.00 -0.15 -0.12 - 0.19 
0.22 0.11 0.02 -0.05 

Discussion and conclusions 

Cocksfoot or orchard grass, as it is also 
called, belongs to the polyploid complex 
in the genus Dactylis (Stebbins 1956). 
Based on extcnsive cytological studies, 
Mi.intzing (1937), and later on Myers 
(1941) found Dactylis glomerata to be an 
autotetraploid species. The polyploid spe­ 
eies of Dactylis have a wide natura! 
distribution in western Asia, Europe and 
northern Africa compared with the dip­ 
loid Dactylis species (Stebbins 1956). 
According to Stebbins the northern 
border for the natura] distribution of the 
tetraplaid D. glomerata in Norway is 
around the 67th latitude, which means 

dose to the Vågønes Research Station, 
where one of the experiments in the 
present series was located. 

The dones in 8 of the 10 polycrosses 
reported upon here came from two local 
populations, Leikund and Hattfjelldal. 
The latter one originates from a valley in 
mid-Norway, while the other (Leikund) 
originates from a valley at a fairly high 
altitude in South-Norway (Table 1). 
Honne (1979) has shown in field experi­ 
ments with dones that there is great 
genetic variation within both popu­ 
lations for yield, earliness and other 
quantitative characters. The present 
series of experiments with mixed pro­ 
genies from nine Pc fields, HS families 
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from some of the polycrosses and five 
control populations, has first of all 
demonstrated strong interactions be­ 
lween families and populations over 
years and locations. In particular, the 
three-factor interaction between family 
or populations with year and locations 
was strong for yield as well as for qual ity 
characters. Genotype-environment inte­ 
ractions of this kind seem to be quite 
common in cocksfoot (Breese 1969, Gray 
1982). By means of EV estimates great 
differences in stability between varieties, 
mixed Pc progenies and HS families 
within polycrosses, have been demon­ 
strated (Table 5). Among the control 
populations the variety Leikund had the 
highest stabil i ty. The variety Hattfjell­ 
dal and the selected population Hatney 
also had high stability, white the variety 
Apelsvoll proved to be rathør unstable. 
Among the mixed Pc progenies, 6/79 and 
7/79 had the highest stabi l ity. Since the 
clones in Pc 6/79 came from Hattfjelldal, 
this result was not unexpected. Whal was 
unexpected, however, was the high sta­ 
bility of mixed Pc 7/79, since the clones in 
Pc 7/79 came from the Danish variety 
Unke, which under Norwegian growing 
conditions has proved to be a poor 
adapter. There is therefore good reason to 
believe that the high stability of the Pc 
7/79 mixed progeny is due to selection for 
high frost tolerance in the laboratory 
over three generations (Larsen 1983). 
The yield level of the Pc 7/79 mixed 
progeny, however, was very low corn­ 
pared with that of the ot.her mixed Pc 
progenies and control populations (Table 
6). The other mixed Pc progeny that came 
from clones also strictly selected for frost 
tolerance in the laboratory, Pc 6/79, was 
considerably more stable than Hattfjell­ 
dal, which is the origin of Pc 6/79. It is 
noteworthy that the mixed progeny of 
Pc 6/79 gave the highest DM yield ave­ 
raged over two years and all locations, 
although this superiority as compared to 
the other items was not significant 
(Table 6). 

The mixed progenies from both Pc 

14/79 and 15/79, derived all their clones 
from the variety Leikund. In the former 
the clones had been selected for low raw 
matter yield, white in the other case the 
clones were selected for high RM yield. 
Table 6 shows that this selection has 
resulted in a significant difference in 
RM-yield over locations and years. A 
comparison with the performance of 
Leikund shows that the response tended 
toward low yield. 

Wintcr survival is important in cocks­ 
foot, in the southern lowlands as well as 
at higher latitudes and in the highlands. 
At all three locations genotypic corre­ 
lations of approximately 0.7 were found 
between winter survival and DM yield in 
the first cut (Tab le 10), show ing that 
about 50% of the variation in DM yield 
can be accountcd for by the variation in 
winter survival. The correlations be­ 
tween characters determined in the 
laboratory and winter survival in the 
field were in general fairly low, as can be 
seen from Table 1 l. Based on the HS­ 
families from Pc 6/79 and Pc 8/80 
Tronsmo ( 1988a,b) found narrow sense 
heritability estimates ranging from 0.55 
to 0.72 for frost tolerance and from 0.33 to 
0.61 for the two fungal diseases 
Fusarium niuale and Typhula ishihari­ 
ensis Despite these relatively high 
narrow sense heritabilities, the cor re­ 
lations between resistance to the two 
diseases in the laboratory on the one 
hand and winter survival and DM yield 
in the first cut on the other were slightly 
significant in only one case each (Table 
11 ). The corresponding correlations be­ 
tween frost tolerance in the laboratory 
and winter survival and DM yield in the 
first cut were higher, although none of 
them exceeded 0.5 (Table 11). 

As with several other researchers (e.g. 
Julen & Mårtensson 1974, Frandsen & 
Fritsen 1982, Shenk & Westerhaus 
1982), highly significant genetic varia­ 
tion was observed for the quality charac­ 
ters IVDDM% and crude protein content. 
Like DM yield these characters showed 
strong genotype-environment inter- 
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actions. There was, however, no clear 
el i nal variation along the latitude 
gradient as reported by Deinum et al. 
(1981). There was a tendency towards 
negative genotypic correlations between 
DM yield in the first cut and IVDDM% as 
well as crude protein content. Cornpari­ 
sons between mixed Pc progenies with 
different yield potential showed that 
these relationships cannot be very close, 
however (cf. 'I'ables 6 and 7). 

The mixed progenies from two of the 
polycrosses (18/80 and 19/80) were in­ 
cluded in the series in order to test for 
cytoplasmic effects in population crosses. 
There were no indications of such cyto­ 
plasmatic effects, however. 

The results from this series of exper i­ 
ments have been used in the construction 
of new synthetic populations which are 
under rnult.ipl icat.ion. 
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This study investigates why sorne kernels of a gcnetically homogeneous samp­ 
le with a certain degree of seed dormancy germinate readily, white others 
display delayed gerrnination or rcmain dormant. Considerable variation in 
the intensity of seed dorrnancy was found betwcen fields of cereal cultivars, 
between individual plants, ste ms of the same plant, spikelets within spikes or 
panicles, and between kerne ls at different positions of the spikelets. Fre- 
4 uently the re was el ose correlation between stage of development of the plant 
and the intensity of seed dormuncy. The variation in the seed dormancy recor­ 
ded rnay be the rcason for single kerncls initiating gerrnination at different 
points in time during the gerrnination test, whilst there is no satislactory ex­ 
planation for some kernels in a sample of deep dormancy germinating readily 
white most of the ker nels rcsist prolonged ex pusure to optimal gerrnination 
conditions. 

Key words: Barley, dormancy, oats, wheat. 

Erling Strand, Agricultural University o] Norway, Department of Cron 
Science, P.O. Box 41, N-1432 As-NU/, Norway. 

Seed dormancy is a stage of incornplete 
physiological ripeness of the seed; it 
blocks or postpones the initiation of the 
germination process. It is genetically 
controllcd and its mode of inheritance is 
fairly well known. However, the intensi­ 
ty of seed dormancy is strongly influen­ 
ced by environmental factors during both 
the ripening period and, later, the stora­ 
ge of threshed seed. Environmental fac­ 
tors also have a strong influence on the 
manifestation of seed dormancy (Strand 
1989a, 19896). 

For each seed the dormancy charac­ 
ter is of a qual itat.ive nat.ure - the seed 
eithcr does or does not germinate. In a 
sample of seed, however, the character 
appears to be quantitative, because some 
seeds gcrminate readily white others re­ 
main dor mant, or onset of the germina­ 
tion process is dclayed. This happens 

even in seed samples grown in the same 
field from cultivars homozygous for the 
dormancy character. This study investi­ 
gates why it is that some seeds in a samp­ 
le respond favourably to optimal germi­ 
nation conditions whilc others do not. 

It is known from earlier investiga­ 
tions thai dormancy develops gradually 
during the ripcning per iod. It attains its 
maximum at yellow ripeness or a few 
weeks later and thereafter it disappears 
slow ly as a function of time and tempera­ 
ture. This means that plants and seeds at 
different developmental stages might 
also be at different stages of rise or dec­ 
line in dormancy. Based on these assum­ 
ptions the possible effects of stage of de­ 
velopment on seed dormancy were inves­ 
tigated. This included differences be­ 
tween single plants, between main stem 
and lateral stems, seed positions in spi- 
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kes or panicles, seed positions in spike­ 
lets, and between seed in central and la­ 
teral rows of the spikes of six-row barley. 

MATERIAL AND METHODS 

Kernels on different plants or on diffe­ 
rent stems of plants having at least two 
heads of normal size were harvested for 
determination of seed dormancy. One 
kernel from each of the specified posi­ 
tions in the spikes, panicles or spikelets 
was collected from each of 100 plants. 
The samples were germinated at 10, 20 or 
30°C for 7 or 10 days depending on the 
dormancy leve I of the material in order to 
obtain dormancy readings at the best 
leve I of differentiation on the percentage 
scale, (Strand 1991). The dormancy tests 
were carried out by germ i nating 100 k er­ 
nels on wet filter paper. The filter paper, 
specified as 100 g per sq m, was moiste­ 
ned with 200 ml water per 100 g pa per. 
The percentage of dormant seeds in such 
tests was used as a measure of the inten­ 
sity of seed dormancy. The seeds were 
considered as having germinated at the 
first sign of morphological development. 

RESULTS AND DISCUSSION 

In a grain ficld Lhere are always minor 
differences between plants in the stages 
of development. There are also diffcren­ 
ces between main stem and lateral stems 
on the same plant, between spikelets at 
different positions in the spikes or panic­ 
les and between kernels at different flo­ 
ret positions in the spikelets. Differences 
in devclopmental stages interacting with 
increasing or decreasing seed dormancy 
have the potential for creating variation 
in the intensity of seed dormancy in 
samples of gra in. 

Differences in seed dormancy belween 
plants and between maiti stem and lateral 
stems 
There were significant or highly signi­ 
ficant differences in seed dormancy be- 

twcen plants in five of the eight fields in­ 
vcstigated (Ta ble I). The low number of 
kernels on each plant (whcat and two­ 
row barley) and main-Iater al stem inter­ 
action made the test of differences be­ 
tween plants less effective. The non-sig­ 
nificant differences for field Nos 7 and 8 
are probably due to a too low and a too 
high germination ternperature, rcspecti­ 
vely, in rclation to the dormancy leve] of 
the plants, which resulted in weak diffe­ 
rentiation. 

Tab le 1. Percenlages of dormanl seed. Lowcst and 
highesl means of len single plants in eight diffe­ 
renl lields of wheal and two-row barley 

Field No Means for single plants Difforencc 
Lowesl Highest 

1 15.0 50.5 35.5 ns 
2 4.0 81.5 77.3 •• 
3 4.0 51.5 47.5' 
4 14.0 75.0 61.0" 
5 .0 41.5 41.5' 
6 12.0 48.0 36.0" 
7 1.0 I 1.0 10.0 ns 
8 95.0 100.0 5.0 ns 

The differences in seed dormancy be­ 
tween kernels on main stem and on late­ 
ral stems are given in Table 2. 

Table 2. Percentages of dormanl seed on main 
stems and on lateral stems. Means of len planlS 
in each of eight different fields of wheat and two­ 
row barley 

Field No Main Lateral Difference 
stems sterns 

1 36.3 30.4 5.9 ns 
2 47.9 58.4 -10.5' 
3 25.4 41.2 -15.8' 
4 50.9 31.3 19.6" 
5 18.1 18.4 - .3 ns 
6 22.2 33.0 -10.8" 
7 3.6 8.6 - 5.0 ns 
8 98.0 98.8 - .8 ns 

Significant differences in seed dor­ 
mancy between kernels on main stems 
and on lateral stems were observcd in 
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four of the eight fields (Table 2). The ker­ 
nels on lateral stems were often the most 
dørmant, but the opposite result was also 
oblained. These results were atlributable 
to the highly significant field x main­ 
lateral slem interaction. 

Variation uiithin panicles of oats 
In oats the dormancy of kernels from 
different parts of the panicles was in­ 
vestigated. The cffects of three different 
positions in the panicle were determined 
by separate dormancy tests of kernels on 
lower whorl branches, on central whorl 
branches and on the branches of the up­ 
per whorls of the panicles. The dormancy 
of the first and second kernels of the spi­ 
kelets was determined by separate dor­ 
mancy tests. Test results of samples from 
six oat fields are presented in Table 3. 

Tab le 3. Pcrcentages of dor mant seed in different 
whorl branches of oat panicles. Means of 20 
plants from each of six fields 

Field No Whorlofbranches 
Lower Central Upper - 

I 76 80 77 
2 89 79 82 
3 72 62 74 
4 75 73 71 
5 42 30 39 
6 67 69 76 

Means 70 65 70 

The analyses of variance showed sig­ 
nificant differences in dormancy levels 
between fields (Table 3). There was no 
significant difference between the mean 
dormancy of kernels from the three parts 
of the panicles when tested against the 
field x position interaction. However, the 
field x position interaction was highly 
significant, show ing that kernels of high­ 
est dormancy may be found in any part of 
the panicle. Based on this material no 
explanation can be offered to account for 
the pattern of variation in seed dormancy 
within the oat panicles. 

Table 4. Percentages of dormant seed from the 
first and the second floret of oat spikelets 

Field No Kernels Second - 
First Second first kernel 

I 71 83 12" 
2 69 87 8" 
3 63 76 13" 
4 69 76 7•• 
5 26 48 22" 
6 61 80 19" 

Meuns 62 75 13" 

The oat seed from the second position 
in a spikelet had a consistently higher 
dormancy than those from the first 
position (Table 4). There was significant 
interaction between field and spikelet 
position in the material, showing that 
the difference in dormancy between the 
first and second kernels may vary from 
field to field. 

Variation in seed dormancy in barley 
The possible efTects of differences in ker­ 
nel development on the variation in seed 
dormancy in the spike were investigated 
in six fields of six-row barley. The col­ 
lected spikes were divided into five parts 
from base to top. Kernels from central 
rows and from lateral rows were kept se­ 
parate. Seed dormancy percentages of 
kernels in the five positions from base 
(position I) to top (position 5) are pre­ 
sented in Table 5. 

The differences in dormancy of kcr- 

Tab le 5. Percentages of dormant seed from diffe­ 
rent positions of barley spikes. Means for six 
fields and 50 plants per field 

Position No Percent dor mant kernels 

I (Base) 
2 
3 
4 
5 (Topl 

89 
84 
82 
77 
79 
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nels from the five different posit.ions on 
the barley spike were significant (Table 
5). Dormancy was strongest in the most 
recently developed kernels. Such results 
were to be expected for fields sampled on 
the downward slope of the dormancy cur­ 
ve. Spikelets in the central or upper third 
part of the spike were earliest, closely 
followed by the spikelets at the top. The 
spikelets at the base of the spike were slo­ 
west in development. In two-row barley 
the difference between the earliest and 
the latest developing kernels may be 2-3 
days. In six-row barley the difference is 
1-2 days more because kernels in the la­ 
teral rows are later in development than 
the central ones. 

The interaction between field and 
spike let position was significant, indica­ 
ting that seed with the strengest dor­ 
mancy may be found in different parts of 
the spike. T'hus, sampling fields on an 
increasing ora decreasing part of the dor­ 
mancy curve can be expected to give op­ 
posite results. 

The mean dormancy of kernels in the 
central rows was 84.0% and in the lateral 
rows 80.3%. The difference is significant, 
p <0.05. Sampling of fields at other ma­ 
turity stages may give different results, 
however. 

Variation uiithin. spikes of wheat 
Possible differences in seed dormancy 
between kernels within spikes of wheat 
were invest.igated in eight fields. Like the 
barley, the wheat spikes were divided in­ 
to five parts from base to top. Kernels 
from the first and second positions in the 
spikclets were kept separately. The per­ 
centages of dormant seed in the five dif­ 
ferent posit.ions of the spikes are presen­ 
tcd in Table 6. 

Kerncls from the lowest spikelets 
were significantly more dormant than 
those in the rest of the spike (T'able 6). 

The mean dormancy percentage of 
the lowest kernel in a spikelet was 69% 
and that of the second kernel was 67%. 
The difference is not significant. How­ 
ever, the field x kernel position interac- 

Tab le 6. Percentages of dormant seed in different 
parts of wheat spikes. Means for eight fields and 
50 plants per field 

Position No Percent dormant kernels 

I (Base) 
2 
3 
4 
5(Top) 

74 
67 
65 
67 
66 

tion was highly significant. In different 
fields the dormancy of the first and se­ 
cond kernels in the spikelets varied from 
65% and 54% to 78% and 90%. There was 
also a significant spikelet position x ker­ 
nel posit.ion interaction. In the spikelels 
at the base of the spike the mean dorman­ 
cy percentages of the first and second ker­ 
nels were 79% and 70% respectively. In 
the upper part of the spike the corres­ 
ponding figures were 65% and 71 %. 

CONCLUSIONS 

There was considerable variation in the 
intensity of seed dormancy between 
fields, between plants in a field, stems on 
the same plant, in different parts of spi­ 
kes or panicles and between kernels at 
different posit.ions in the spikelets. There 
was a close connection between stage of 
development and the intensity of seed 
dormancy. The mechanism seems to be 
that kernels at the most advanced stages 
of development have the strengest dor­ 
mancy when the dormancy is on the in­ 
crease and the lowest dormancy when the 
dormancy is in decline. However, this re­ 
lationship between stage of development 
and dormancy was not clear in all cases. 
Whatever the differences in dormancy 
between kernels in a field of fairly homo­ 
zygous plants may mean for the dorman­ 
cy character, it has been shown that vari­ 
ation occure and that the dormancy 
should therefore be treated as a quantita­ 
tive character. 

The recorded variations between ker- 
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nels may explain why single kernels 
initiate germination at different times 
during the germination test. It is, how­ 
ever, simply not enough to cxplain why 
some kernels in a sample of deep dorrnan­ 
cy germinate readily as if no dormancy 
was involved, white most of the seeds do 
not respond to prolonged exposure to op­ 
timal germination conditions. This oc­ 
curs regularly even for hand-threshed 
seeds where there could be no mechanical 
damage involved in broken dormancy. As 
far as this investigation is concerned,the 
reasons for most of the variations in seed 
dormancy between kernels in a sample 
will have to be left undisclosed. 
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Seeds of two barley, two oat and three wheat cultivars harvested one week 
past yellow ripeness wcre stored at 20°C and samples werc laken for 
dormancy tests each week until most of the dormancy had disappeared. 
Dormancy was determined by germinating the samples on rnoist filter paper 
at 5, 10, 15, 20, 25 and 30°C. Duringa germination period of 14 days germi­ 
nated kernels were recorded and removed eve ry second or third day. 
Dormancy was reduced by approximately 1.0 percentage units per day of 
storage at 20°C. The percentage of dørmant seeds was increased by 3.6 units 
per l .0°C higher germination temperature. On average germination started 
in 4.2% dormant kernels per day in the period from the 5th to the 14th day of 
germination. 
The best differentiation of the cultivars was obtained at a sample mean of 
about 30% dorrnant seeds, hut good differentiation was obtained in the whole 
range of 15 to 75% dormant seeds. Wilh low germination temperature there 
was no differentiauon between samples of low dormancy, and with a high 
germination temperature differentiation between high dormancy samples 
was poor. Therefore, it is recommended that germ i nation tempera ture of I 0°C 
be used for high dorrnancy material, 20°C for medium, and 30°C for low dor­ 
mancy material. The differences between two successive temperatures were 
approximately 36% dormant seeds. 

Key words: 13arley, oats, wheat. 

Erling Strand, Agricultural University of Norway, Department of Crop 
Science, P.O. Box41, N-1432 As-NL/1, Norway. 

Seed dormancy is an important character 
in small gra in cultivars because of its po­ 
tential to prevent pre-harvest ear-sprou­ 
ting and subsequent loss of quality. 

Testing of seed dormancy has been 
carried out in many countries and local 
cultivars are classified for the ir seed dor­ 
mancy character - no doubt on very diffe­ 
rent scales - bul there is no standard 
method available for comparing the re­ 
sults. A Nordic barley cultivar classified 
as resistant to ear-sprouting usually rep­ 
resents a much higher levet of seed dor­ 
mancy than white wheat of the same 
classification. In order to range species or 

cultivars of very different dormancy le­ 
veis on the same scale a standard method 
is needed. 

MATERIAL AND METHODS 

In order to study methods for mcasuring 
the intensity of seed dormancy freshly 
harvested seeds of the barley cultivars 
Lise and Herta, the oat cultivars T'itus 
and Mustang and the spring wheat culti­ 
vars Runar, Reno and Tjalve were used. 
On a scale commonly used to classify 
commercial cultivars in Norway ev. Lise 
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and ev. Titus are rated as high dormancy 
cultivars. Cv. Herta is rated as inter­ 
rnediate and the cv. Mustang and the 
spring wheats are rated as intermediate 
to low in dormancy. Most of the cultivars 
chosen have formerly been included in 
long term studies of seed dormancy, 
(Strand 1989a, 1989b). 

The seeds were harvested one week 
past yellow ripeness, and dried and sto­ 
red at 20°C. Each week samples were la­ 
ken for dormancy tests unt.il there was no 
longer any dormancy manifested at that 
particular germination temperature. 

The dormancy tests were carried out 
by germination of samples of 100 kernels 
on filter paper moistened with 200 g wa­ 
ter per 100 g of filter pa per. The germ i na­ 
tion tests were conducted at temperatu­ 
res of 5, I 0, 15, 20, 25, and at 30°C. 
During the 14-day test period gerrninated 
seeds were recorded and removed every 
second or third day. The seeds were consi­ 
dered as having germinated at the first 
sign of morphological development. 

RESULTS 

Seed storage and the intensity of seed dor­ 
mancy 
It may be recalled that seeds of the soven 
cultivars were stored at 20°C and sarnp­ 
led each week or every second week for 
determination of seed dormancy at the 
six germinat.ion temperatures. The re­ 
sults are presented in Figure I. 

At the start of the experi ment the 
mean effcct of germination temperature 
on the manifestation of seed dormancy 
was 3.6% more dormant seeds per a l .0°C 
increase in temperature. During the first 
eight weeks of storage dormancy was re­ 
duced by 1.03, 1.04 and 0.91% dormant 
seed per day at germination tempera­ 
tures of 20, 25 and 30°C, respectively. 
From eight weeks on the curves leveled 
off because the cultivars of lowest dor­ 
mancy approached the zero dormancy 
leve I. At 10 and 15°C the manifestation of 
dormancy was relatively weak because 
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Figure I. The effects of germ i nation tempera ture 
and time of sto rage on seed dormancy 

the low dormancy cultivars showed no 
dormancy at these temperatures. At a 
germination tempera ture of 5°C dorrnan­ 
cy was noticeable only fora few weeks in 
the high dormancy cultivars, Lise and 
Titus. 

Germination temperature, lengtli of ger­ 
mination. periods and the manifestatioti of 
seed dormancy 
Under optimal conditions most non-dor­ 
mant kernels began to germinate after 30 
- 50 day-degree centigrade (ODC) and all 
had started after 70 DDC, i.e. 7 days at 
10°C or 3-4 days at 20°C. 

Differences between non-dor mant 
kernels in time of onset of germination 
are most.ly due to water inhibition rate, 
which mainly depends on the contact sur­ 
face between kernels and the filter paper. 
Samples which do not germinate close to 
I 00% or take a longer time lo complete 
germination are regarded as more or less 
dormant. For dormant seeds increasing 
the germination temperature enhances 
the manifestation of dormancy. For a 
sample of kernels this is recorded as slow 
germination with only a few percent of 
the kernels beginning to germinate eve ry 
day, or as a certain percenlage of kernels 
remaining ungerminated at the ter mina­ 
tion of the test, or both. 

In Figure 2 the manifestation of seed 
dormancy at different germination tem- 
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Figure 2. Manifestation of seed dormancy at dif­ 
ferent germination temperatures and germina­ 
tinn periods of different length 

peratures and germination periods is il­ 
lustrated. 

The strong deviation in the shape of 
the curve for 5°C and in the first part of 
the curve for I 0°C is attributable to in­ 
complete germination because of an in­ 
sufficient heat sum. At the 5°C the dor­ 
mancy is not manifested after 14 days (70 
DDC) of germination. 

Figure 2 shows that the manifesta­ 
tion of seed dormancy expressed as per­ 
cent dormant seed in the germination 
tests can be regulated by choice of germi­ 
nation tempera ture and the length of the 
germination period. Wilh tests of at !east 
70 DDC the effect of germination tempe­ 
rature on the recorded dormancy was 
2.7% dormant seed per degree centigrade 
after 5 days, 3.3% after 7 days, 3.4% after 
10 days and 2.7% after 14 days of germi­ 
nation. The mean increase in dormant 
kernels was 3.0% perl .0°C higher germi­ 
nation temperature. These values are 
somewhat lower than those in Figure l 
because the percentage of dormant seed 
in low dormancy cultivars soon approac­ 
hed the zero level. 

The curves in Figure 2 also show that 
prolongation of the germination period 
reduced the recorded dorrnancy. The 
mean rcduction was 4.2% per day from 
the 5th to the 14th day of the germina- 

tion period, approximately the same at 
all temperatures. 

When cultivars of widely different 
dormancy levels are tested, low germina­ 
tion tempcratures may not diffcrentiate 
satisfactorily between cull.ivars because 
the manifestation of dormancy is too 
weak at these temperatures. On the other 
hand, the dormancy may be so streng 
that the higher germination tempera­ 
tures do not gi ve any differentiation. The 
two situations are illustrated in Figure 3. 

Figure 3 shows that freshly harves­ 
ted samples of the cv Lise germinated at 
20, 25 and 30°C had more than 80% dor­ 
mant secds, which means weak diffe­ 
rentiation. For seeds of ev. Her ta stored 
for some time there was no differentia­ 
tion between samples at germination 
tempera tures of 5, 10 and l 5°C because 
the comparatively low leve I of dormancy 
was not manifestcd at these tempera­ 
tures. 'I'hus, wide var iation in seed dor­ 
mancy may not always be assessed satis­ 
factorily by application of justone germi­ 
nation tcmperature. 

90 ' ----- CV Lise 
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Figure 3. The efTects of germination tempera ture 
on the manifestation of seed dormancy 

The efficiency of cultioar differentiauon 
Since the manifestation of seed dormancy 
depends on germination ternperature and 
time of exposure to favourable gerrni­ 
nation conditions it is possible to adjust 
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the degrce of dormancy manifestation to 
the leve I of maximum differentiation be­ 
tween samples. 

Figure 4 shows that the curve is ske­ 
wed and that the best differences be­ 
tween cultivars were obtained when the 
sample mean was 30-40% dormant seed, 
bul the differentiation was fairly good in 
the whole range from 15 to 75% dormant 
seed. T'hus, test conditions which result 
in very weak ( < 15% dormant seed) or 
very strong (>75% dormant seed) mani­ 
festation of seed dormancy should be 
avoided. 

Methods for measuring intensity of seed 
dormancy 
Earlier investigations have shown that 
seed dormancy starts to develop 3-4 
weeks prior to yellow ripeness. It reaches 
maximum levet at yellow ripeness or a 
few weeks later and thereafter il disap­ 
pears slowly. In field, dormancy, besides 
genetical factors, is slrongly influenced 
by weather conditions, especially tempe­ 
rature, radiation and moisture factors. 
After harvest the rate of dormancy decli­ 
nes as a function of time and tempera ture 
only. The general shape of the dormancy 
curve and the factors affecling it should 
be kepl in mind when a method for rnea­ 
suring intensity of seed dormancy is wor­ 
ked out and when the melhod is applied 
for· comparing cultivars with different ti­ 
mes ofmalurity. 

A certain leve I of seed dormancy may 
be manifested lo different degrees depen­ 
ding on manifestation conditions. Dura­ 
tion of the germinalion test has to be at 
least 70 DDC, which is approximately 
the sum of day-degrecs required for a 
complete germination of non-dormant ce­ 
real seed. Longer test periods will mean a 
stronger lest of dormancy because a few 
kernels germinate every day, in this stu­ 
dy 4.2% per day on average. 

The germination temperature had a 
strong effect on the manifestation of seed 
dormancy. In the part of the percentage 
scale where good differentiation was ob­ 
tained (15-75% dormant seed) the mean 
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Figure 4. Maximum differencc in percent dor­ 
mant seed between high and low dormancy culti­ 
vars at different levels of dormancy mani­ 
festation. Means of sev en cultivars 

effect was 3.6% per l .0°C. i.e. the dorman­ 
cy increased by 36 percentage units when 
the germination temperature was increa­ 
sed by l0°C. 

lfthe test results are to be kept in the 
15- 75% range of the sea le and a wide va­ 
riation in dormancy is to be covered, than 
it will be necessary to use more than one 
germination temperature. In Figure 3 it 
is shown that for the strong dormancy 
(ev. Lise) germination temperalure of 
l0°C must be used because 20°C, 25°C, 
and 30°C gave poor differentiation. For 
intermediate dormancy (ev. Berta) 20°C 
must be used because 5°C, l0°C, and 15°C 
did not give any differentiation. For low 
dormancy material it may be necessary 
lo use a germination temperarure of 
30°C. 

CONCLUSIONS 

There are lhrec main factors affecting 
seed dormancy and its manifestation 
which should be considered when a test 
method is beeing planned. 

1. The cultivars should be sampled when 
the increasing dormancy curve has flat­ 
tened out in order to minimize possible 
effects of cultivar differences in maturity. 
For cultivars adapted to Nordic condi­ 
Lions this means 1-2 weeks past yellow ri­ 
peness. 
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2. Duration of the germination test must 
be at least 70 DDC i.e. 7 days at l0°C or 
other combinations of time and tempe­ 
rature giving the same sum of day­ 
degrees. Because it is advantageous to 
have a standard length for the test period 
it is recommended that the test is carried 
out within 7 days also when higher tem­ 
peratures are applied. 

3. The germination temperature should 
be chosen to secure maximum differen­ 
tiation between cultivars. Based on the 
results presented in this paper it is re­ 
commended that 10°C is used for strong 
dormancy material, 2O°C for medium dor­ 
mancy material and a germination tem- 

perature of 3O°C for low dormancy ma­ 
terial. The methods could be denoted as 
D10· D20 and D30 respectively. The mean 
difference in results obtained by the 
different methods is approximately 35 
percentage units for a l O°C difference in 
germination temperature. 
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T'his paper, which deals with seed dor­ 
mancy in oats, forms the third part of a 
more comprehensive study on seed dor­ 
mancy in small grain species and culti­ 
vars. The first paper (Strand 1989a), dea­ 
ling with barley, contains some general 
information and discussions on the sub­ 
ject and may therefore be read as an in­ 
troduction to or in connection with this 
paper. The results for the wheatcultivars 
were reported in the second paper 
(Strand 1989b). 

MATERIAL AND METHODS 

The spring oat cultivars used in the main 
part of the study were the cvs. Mustang 
and 'I'itus grown for 16 years, and the cv. 
Svea grown for 10 years in field. In the 

part of the study designed for testing cul­ 
ti var differences in seed dormancy, an­ 
other eight cultivars grown in field for se­ 
ven years were included. The develop­ 
mental stages of the plants were defined 
as follows: Heading (H), when 50% of the 
panicles were completely out of the boots; 
Yellow r ipeness (YR), when moisture 
content of the kernels was 38% of fresh 
weight. Seed samples were harvested ap­ 
proximately 150 day-degrees or 10 days 
(HT I) and 450 day-degrees or 30 days 
(HT 2) past yellow ripeness. The germi­ 
nation tests were carried out at the State 
Seed Testing Station in accordance with 
the officia! method for testing germi­ 
nation of cereals, which entails germina­ 
tion in mo ist sand for I O days at 10°C and 
at 20°C using 200 kernels in each test. 
The percentage of dørmant seed in such 
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tests was used as a measure of the inten­ 
sity of seed dormancy, directly or indi­ 
rect.ly, in parameters calculated from 
such data. 

The following dormancy parameters 
(dependent variables) were applied in the 
study: 

1. Perccnt dormant seed at 10°C gcrmi­ 
nation temperature. 

2. Percent dormant seed at 20°C germi­ 
nation tempcrature. 

3. The Dormancy lndex (Dl) (Strand 
1965) calculated in the following 
way: 
Dl=(% dor mant seed at I 0°C * 2 + % 
dormant seed at 20°C) /3 

4. The ratio (% dor mant seed at 
10°C)/(% dormant seed at 20°C) 

5. The means of the Dormancy lndex of 
the first and the second harvest. 

6. The ratio (Dl I-IT 1 )/(Dl I-IT 2). 

The climatic parameters (independent 
variables) were: 

I. Temperature, daily mean in degrees 
een ti grade. 

2. Global radiation in MJm-2 day-1 
measured as the sum of direct and 
diffuse short wave radiation on hor i­ 
zontal surface (GR). 

3. Rainfall in mm per day. 
4. Relative air humidity in percent 

(RI-I). 
5. The rainfall/temperature ratio (RIT). 

The climatic data were recorded at the 
Meteorological Station of the University, 
which is situated 1 km from the experi­ 
mental field. The data were calculated as 
means of the following sub-periods of the 
total developmental and after-ripening 
periods of the cultivars. 

1. Sowing to heading. 
2. Heading to yellow ripeness. 
3. Sowing to yellow ripeness. 
4. The first I 0-day period past sowing. 
5. The first 10-day period past heading. 

6. The period -20-10 days prior to yellow 
ripeness. 

7. The period -10-0 prior to yellow ripe­ 
ness. 

8. The period 0 + 10 days past yellow 
ripeness. 

9. The per i od + 10 + 20 days past yel low 
ripeness. 

10. The period + 20 + 30 days past yellow 
ripeness. 

The notation of the time periods should 
be interpreted in the following way: The 
yellow ripeness is zero time; the -20-10 
period therefore includes the 10 days be­ 
tween the 20th and the I 0th day prior to 
yellow ripeness. In the same way the 
0 + 30 period designates the 30 days be­ 
tween yellow ripeness and the second 
harvest. Two or more 10-day periods were 
later pooled in order to obtain periods of 
different length. 

The statistical methods applied for 
analysing the data were the analysis of 
variance and the correlation and regres­ 
sion analysis technique. 

RESULTS AND DISCUSSION 

Dala on the cultioars and on the climaiic 
[actors 
'fable 1 gives the 16-year means of cl irna­ 
tie parameters for the three sub-per iods 
of the growth season, namely sowing­ 
heading (S-H ), heading-yellow ripeness 
(I-I-YR) and yellow ripeness-2nd harvest 
(YR-1-12). The climalic conditions of the 
period were fairly close to the long-term 
averages and therefore give a good in­ 
dication of the climatic conditions under 
which the investigalions were carried 
out. 

Information on the oat cultivars Mus­ 
tang, 'I'itus and Svea used in the study is 
given in 'l'able 2. The means of growth 
periods and dormancy parameters are 
supplemented by their Standard Devia­ 
tion, which indicates the annua! varia­ 
tion of the characters. 
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Tab le I. Means of climatic parameters fora per i od of 16 years. (The observation pcriod for ev. Mustang) 

Development.al pcriods 

Ctirnutic Iactors Sowing­ 
heading 

Heading­ 
Y.Ripeness 

Y.Ripeness 
2nd harvest 

Ternperaturc,C, daily means 
Global rad. MJ-<day-1 

Rainfall, 111111 per day 
Rei.air humidity,percent 

13.3 
19.0 
2.14 

60.1 

16.4 
18.4 
2.38 

65.4 

14.5 
14.8 
1.73 

65.5 

Tab le 2. Developmental characteristics and dorrnancy parameters for three oat cultivars. Means and stan­ 
dard deviations for the experirnental periods of 16 years for cvs. Mustang and Titus and 10 years for cv. 
Svea 

Cultivar characteristics Mustang Titus Svea 
and dormancy parameters Mcan SD Mean SD Mean SD 

Growth (!Criod 
No.ofdays 99.7 4.8 96.1 7.5 99.4 5.7 
Heat sum, day-degrees, basis O C 1416 73.1 1349 98.4 1399 96.9 

Dormanc:i: (!aramcters 
HT I. Dormant seed,% at IOC 4.7 3.7 19.5 18.0 15.3 15.7 

20 C 50.4 21.1 77.4 21.0 69.4 20.9 
Dorrnancy lndex 20.1 8.0 38.9 17.2 33.3 16.1 
HT 2. Dormant seed,% at IOC 0.5 I.I 6.9 8.6 4.6 4.4 

20C 7.9 8.2 36.9 23.0 25.3 22.6 
Dormancy lndex 3.1 2.8 16.7 12.8 11.5 10.3 

The effects of climatic faclors on the in­ 
lensity of seed dormancy 
The corrclation coefficients bctwcen dor­ 
mancy parameters and climatic para­ 
meters are given in Tables 3, 4 and 5 for 
the cultivars Mustang, 'fitus and Svea, 
respectively. 

For ev. Mustang al most no effect of 
climatic factors could be provcd (Tab le 3). 
There were, however, a few significant 
correlation coefficients for the sowing to 
heading period. lf real, t.hey are hard to 
explain. 

For ev. 'I'itus there seemed to be some 
effects of temperature, global radiation 
and rainfal I on dormancy of the first har­ 
vest samples germinated at 20°C (Table 
4). It should be noted that the reactions 
are contrary to those observed for the 
barley cultivars, in most cases also to 

those of the wheat cultivars. For the oat 
cultivars both high temperature and 
high global radiation induced stronger 
dormancy while higher rainfall reduced 
it. Other corrclation coefficients were low 
and non-significanl. 

For the most part ev. Svea (Tablc 5) 
reacted in the same way as ev. T'itus but 
the reactions to climatic factors were 
stronger in the 2nd harvest samples.The 
reactions of the three oat cultivars were 
not significantly different. The reactions 
of ev. Svea, however, were significantly 
different from those of the barley and 
wheat cultivars. 

The reactions of the cultivars to cli­ 
matic factors in relation to the mani­ 
festation of seed dormancy, seemed to be 
influenced by the germination tempe­ 
rature. 'I'his was most clearly illustrated 
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Table 3. Correlation coeflicients between dormancy parameters and climatic parameters in different 
developmental periods for ev. Mus tang 

Climatic factors and HTI I-11'2 
developmenta I periods 10°c 20°c DI 10°c 20°c DI 

Temp. S-11 -.01 -.31 -.29 -.16 -.69➔ -.74 + + 
H-YR -.13 .29 .25 -.14 .27 .27 
-20-0 -.31 .15 .06 -.45 .09 -.02 

-20+ 10 -.32 .27 .15 -.41 .25 .14 
0+30 -.30 .15 .08 

-20+30 -.37 .14 .06 

Global S-H -.40 -.27 -.34 .11 -.561 -.56 r 
radiation H-YR -.37 .35 .20 -.22 .13 .09 

-20-0 -.56+ .25 .06 -.48 .li 0 
-20+10 -.41 .24 -.11 -.29 .21 .14 
0+30 -.19 .li .07 

-20+30 .02 .09 .10 

Rainfall S-H _55+ -.06 .10 .09 .23 .30 
H-YR .27 -.27 -.14 .24 -.23 -.21 
-20-0 .32 -.18 -.06 .48 -.25 -.13 

-20+ 10 .13 -.35 -.25 .28 -.44 -.36 
0+30 -.10 -.35 -.41 

-20+30 -.22 -.35 -.31 

RH S-11 .27 .21 .27 .01 .36 .37 
H-YR .37 .05 .17 .01 0 0 
-20-0 .30 -.12 -.01 .29 -.12 -.05 

-20+ 10 .13 -.19 -.12 .20 -.22 -.15 
0+30 -.05 -.08 -.08 

-20+30 .09 -.09 -.06 

wr S-I-1 .52+ -.01 .14 .14 .40 .48 
H-YR .24 -.28 -.17 .23 -.25 -.23 
-20-0 .30 -.18 -.07 .48 -.22 -.11 

-20+ 10 .15 -.34 -.24 .35 -.32 -.29 
0+30 .06 -.34 -.39 

-20+30 .25 -.33 -.29 

by the opposite reactions of cv.Runar to 
the temperature and to the moisture fac­ 
tors when germination temperatures of 
l0°C and 20°C were applied (Strand 
1989b). This may also explain the oppo­ 
site reactions of cv. Svea to clirnatic fac­ 
tors as compared with the barley and 
wheat cult.ivars. 

Non-sign ificant correlation coeffici­ 
ents between seed dormancy and climatic 
factors for somc cultivars in this study 
may be due to the germination tempe­ 
ratures applied (I 0°C and 20°C) being 
between or outside the range of germi- 

nation ternperatures at which the culti­ 
vars in question react to climatic factors 
or react in opposite ways. This explana­ 
tion is support.ed by two facts. First, the 
wheat cultivar Runar had an oppositc re­ 
action to ternperature and moisture fac­ 
tors at 10°C as comparcd with a 20°C 
germination temperature. Therefore, at 
some ternperat.ures between l0°C and 
20°C the correlation coefficients are ex­ 
pected to be at zero. Secondly, wide an­ 
nua! variation in the intensity of seed 
dormancy occurs even when no signi­ 
ficant correlation between seed dormancy 
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Table 4. Correlation coefficients between dorrnancy parameters and clirnatic parameters in different 
developrnental periods for cv. Titus 

Clirnatic fuctors and IITI HT2 
developmental periods 10°c 20°c Dl 10°c 20°c Dl 

Temp. S-11 -.40 -.27 -.39 -.24 -.28 -.28 
li-YR .13 .38 .24 .02 -.07 -.04 
-20-0 .26 .43 .35 .10 .01 .05 

-20+ 10 .39 .47 I .47 • .28 .25 .28 
0+30 -.04 .17 .09 

-20+30 .01 .13 .08 

Global S-11 -.28 .06 -.17 -.38 -.28 -.36 
radiation li-YR .01 .48' .20 -.31 .13 -.23 

-20-0 .12 .64 I ·I .29 -.13 .04 -.04 
-20+ 10 .05 .54 I .21 -.14 .03 -.05 
0+30 -.20 -.09 -.15 

-20+30 -.17 -.07 -.12 

Rainfall S-11 .10 -.19 -.01 .35 .27 .33 
li-YR .21 -.40 -.02 .28 .14 .22 
-20-0 -.12 -.61 + + -.33 .01 -.09 -.05 

-20+ 10 -.16 -.69 I+ -.39 .05 -.15 -.07 
0+30 .20 .02 .li 

-20+30 .13 -.04 .03 

RI-I S-1-1 .09 -.32 -.07 .31 .30 .33 
I-I-YR .01 -.41 -.15 .12 .15 .15 
-20-0 .01 -.44 -.13 -.05 -.08 -.08 

-20+ 10 0 -.38 -.12 -.15 -.17 -.17 
0+30 -.01 .03 .02 

-20+30 -.09 .02 -.03 

IVI' S-H .18 -.12 .07 .41 .32 .38 
I-I-Yl{ .16 -.41 -.05 .26 .15 .21 
-20-0 -.15 -.62 I; -.36 -.01 -.10 -.07 

-20+ 10 -.20 -.70 I· t· -.42 .04 -.14 -.07 
0+30 .20 -.03 .08 

-20+30 .15 -.05 .04 

and climatic factors can be proved by 
using germination temperatures of I0°C 
and 20°C. 

Calculated from first harvest samp­ 
les in Table 2, dormant seed as a mean of 
the three cultivars was 13.2% at l0°C and 
65.6% at a germination temperature of 
20°C. This means an increase of 5.2% 
dormant seed per l .0°C higher germina­ 
tion temperature. The comparable re­ 
sults for the two barley cultivars were 
4.9% (Strand 1989a), and for the three 
wheat cultivars 3.9% (Strand 1989b). The 
annua I variation in seed dormancy of the 

oat cultivars was of the same magnitudc 
as that for the barley and the wheat cul­ 
tivars. 'I'hus, both the intcnsity of seed 
dormancy and its manifcstation in oats 
are as equally strong in barley and wheat 
cultivars. In oats, however, using germi­ 
nation tempera tures of l 0°C and 20°C 
rcvealed fewer effects of environmental 
factors than in barley and wheat. 
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Table 5. Correlation coefficient.s between durmancy parameters and climatic parameters in different 
developmental periods for ev. Svea 

Climatic factors and HTl I-IT2 
developmental periods 10°c 20°c Dl 10°c 20°c Dl 

Temp. S-11 -.53 -.59 -.61 -.52 -.75 I I -.69 I· 

H-YR .57 .62; .64+ .53 .70 I .65 I 

-20-0 .57 .56 .61 .56 .54 .55 
-20+ 10 .51 .58 .58 .55 .61 .59 
0+30 .48 .71 ' .641 

-20+30 .54 .71' .66' 

Global S-11 -.41 ._I() -.31 -.46 -.46 -.48 
radiation I-I-YR .43 .59 .53 -.01 .16 .09 

-20-0 .42 .50 .48 .05 .17 .14 
-20+ 10 .58 .66' .64 I .20 .34 .29 
0+30 .48 .721 

' .65 I 

-20 + 30 .32 .53 .47 

Rainfall S-H .30 .17 .26 .01 .02 .01 
H-YR -.56 -.58 -.60 .08 -.06 0 
-20-0 -.74 t· + -.58 -.72+ -.14 -.15 -.14 

-20+10 -.79 t· + -.66+ -.791• ·I -.27 -.35 -.32 
0+30 -.21 -.32 -.28 

-20+30 -.19 -.26 -.24 

RH S-H -.13 -.08 -.12 .10 .23 .22 
H-YR -.31 -.35 -.35 -.14 -.19 -.16 
-20-0 -.52 -.63+ -.60 -.25 -.30 -.26 

-20+ 10 -.55 -.65' -.62 -.25 -.32 -.28 
0+30 -.25 -.34 -.29 

-20+30 -.27 -.35 -.31 

H/1' S-11 .44 .34 .43 .18 .26 .23 
li-YR -.60 -.62 -.65; -.01 -.16 -.li 
-20-0 -.76 I t -.61 -.75 t I -.21 -.21 -.20 

-20+ 10 -.80·1 ' -.68' -.81 I I -.32 -.38 -.35 
0+30 -.23 -.35 -.31 

-20+30 -.23 -.30 -.28 

The influence of climatic [actors in dif­ 
ferent deuelopmental periods on the in - 
tensity of seed dormancy 
The investigations in barley and wheat 
(Strand 1989a, 1989b) showed that the in­ 
fluence of climatic factors on seed dor­ 
mancy commenced approximately three 
weeks prior to the stage of yellow ripe­ 
ness and continued for at least four weeks 
after yellow ripeness. Climatic factors al­ 
so had a significant effect on seed dor­ 
mancy for at least 40-50 days beyond the 
termination of climatic observations. For 
the oat cultivars in this study such effects 

of climatic factors on seed dormancy were 
hard to prove, probably because of the ge­ 
nerally low correlation coefficients be­ 
tween dormancy and clirnatic factors. For 
the same reason, most probably, no signi­ 
ficant effects of climatic factors on the 
ratio between the dormancy observed at 
the two germination tcrnperatures or on 
the ratio of dormant seed of the first and 
the second harvests, could be proved. 

In Table 6 correlation coefficients be­ 
tween dormancy parameters and climatic 
data for a 30-day period prior to harvest 
are calculated for the three oat cultivars. 
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Tab le 6. Correlation coefficients in three out cultivars between dormancy parameters and climatic para­ 
meters of the 30-day period prior to the two harvest times (-20 + 10 for IIT I and 0 + 30 for HT 2) 

Cultivars and 
climatic Iactors 

Mustang Temperature 
Global rad. 
Rainfall 
Air humid i ty 
R/f ratio 

T'itus Tempera ture 
Global rad. 
Rainfall 
Air humid i ty 
R/f ratio 

Svea 'I'emperature 
Global rad. 
Rainfall 
Air humidity 
R/f ratio 

HTI HT2 
10°c 20°c 10°c 20°c 

-.32 .27 -.30 .15 
-.41 .24 -.19 .li 
.13 -.35 .10 -.35 
.13 -.19 .05 -.08 
.15 -.34 .06 -.34 

.39 .47 -.04 .17 

.05 .541 -.14 .03 
-.16 -.691 + .20 .02 
0 -.38 -.01 .03 

-.20 -.701• ·I .20 -.03 

.51 .58 .48 .71 + 

.58 .66+ .48 .72+ + 
__ 79++ -.66+ -.21 -.32 
-.55 -.651 -.25 -.34 
-.80 + + -.681

• -.23 -.35 

The figures in Table 6 il lust.rate very 
clearly the different dormancy responses 
of thcse cultivars to climatic factors du­ 
ring the 30-day period prior to harvest. 
For ev. Mustang no significant correla­ 
tion coefficient was obtained. It should be 
noted, however, t.hat the corre lation coef­ 
ficients bctween bot.h temperature and 
radiation and percentage of dor mant seed 
at a germination temperature of I 0°C 
were all negative, while all ofthose obtai­ 
ned at 20°C were positive. For the mois­ 
ture factors the reactions were the oppo­ 
si te. 

The dormancy of ev. T'itus was 
strongly related to all climatic factors in 
the first harvest samples germinated at 
20°C. Cv. Svea reacted in the same way, 
and in addition the first harvest I 0°C cor­ 
relation coefficients and the second har­ 
vest temperature and radiation correla­ 
tion coefficients were significant.The 
reactions of the cvs. Titus and Svea show 
very clear ly that high temperature and 
radiation values increascd seed dorman­ 
cy, and that high meisture factor values 
reduced seed dormancy in oats. These 
reactions are the opposite of those found 

for barley cultivars and also for most 
wheat cultivars,(Strand 1989a,1989b). In 
this connection it should also be borne in 
mind that for the ev. Mustang there are 
strong indications that the dormancy 
reactions to climatic factors are the oppo­ 
site at germ i nation tempera tures of I 0°C 
and 20°C. 

Efficiency of different methods for lesting 
cultiuar differences in seed dormancy 
When testing cultivars and breeding 
material it is important to have methods 
by which the genetically controlled seed 
dormancy can be determined precisely 
and cheaply. The seven methods for tes­ 
ting seed dormancy described in Section 
Il were compared and the results are gi­ 
ven in Table 7. The F-value from the ana­ 
lysis of variance, i.e. the ratio between 
the cultivar variance and the cultivar x 
year interaction variance, is assumed to 
be the best criterion for determining the 
efficiency of the different methods. 

Table 7 indicates that a germination 
temperature of 20°C gave better differen­ 
tiation than I 0°C. The best combination 
of time of harvest and germination tem- 
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Table 7. The efficiency of' methods for testing cul­ 
tivar differences in seed dorrnancy. F-values in 
tests of differences between eight cultivars grown 
for seven years 

Mcthods Perccnt dormant F-valucs 
seed. Means 

HTl 10°c 18.8 2.81 
20°c 71.6 9.33 
Dl 36.4 3.73 

HT2 l0°C 7.4 4.31 
20°c 35.9 11.59 
Dl 16.9 9.02 

Mean 01 26.8 8.38 
Mean for IITI 45.2 6.07 
Mean for IIT 2 21.7 7.95 
Mcan for 10°C 13.1 3.56 
Mean for 20°C 53.8 10.46 

For P = .05 F' = 2.24 
ForP=.01 F = 3.10 

perature was at the second harvest with a 
germination Lemperature of 20°C. The 
comparatively low F-value for the Dor­ 
mancy I ndex (DI) at the first harvest is 
most probably due to cultivar x germi­ 
nation temperature interactions. 

The mean percent dormant seed va­ 
ried from 7.4 to 71.6 with the different 
methods. In an investigation of the inten­ 
sity of seed dormancy for best differentia­ 
tion between cultivars (Strand 1991) it 
was shown that the best differentiation 
between culti vars was obtained when the 
mean percentage of dormant seed of the 
material was 30-40 bul good dif­ 
ferentiation was secured in the whole 
range of 15 - 75% dormant seed. Accor­ 
ding to th is, the low Fvvalues for the I 0°C 
germination test may be due to the low 
manifestation of dormancy at this Lem­ 
perature or, more corrcct.ly, that the dor­ 
mancy test was too strong in relation to 
the dormancy leve! of the material. 

MAIN CONCLUSIONS 

One interesting and surprising result of 
the investigation is that the effects of 
climatic factors on seed dormancy in oat 

cultivars may be the opposite of the reac­ 
tions found in barley and wheat culti­ 
vars. For two barley cultivars investiga­ 
ted earlier (Strand 1989a) high ternpe­ 
rature and high global radiation during 
the ripening period very consistently re­ 
duced seed dormancy, while high rainfall 
and high air humidity increased it. Also, 
three wheat cultivars reacted in the same 
way (Strand 1989b). However,for some of 
the wheat cultivars there were streng in­ 
dications that dormancy reactions to el i­ 
matic Iactors could be the opposite at ger­ 
mination tempera tures of 20°C compared 
with l0°C 

Of the three oat cultivars in this stu­ 
dy ev. Mustang had the most similar 
reaction to those of the barley and wheat 
cultivars when germinated at a tempera­ 
ture of 10°C, but displayed an opposite 
reaction at 20°C. However, none of the 
correlation coefficients reached a signifi­ 
cant level. 

For ev. 'l'itus no significant correla­ 
Lion coefficients between dormancy para­ 
meters and climatic factors were obtai­ 
ned for samples germinated at J0°C, 
while the dormancy parameters from the 
20°C gern1ination tcsts showed strong 
correlations. In all cases the effects of cli­ 
matic factors on seed dormancy were the 
opposite of those observed for barley and 
wheat. 

For cv. Svea the dormancy reactions 
Lo climatic factors were similar to those of 
ev. Titus and, in addition, the r-esults of 
the I 0°C germination tests were also sig­ 
nificant. 

These and earlier investigations 
(Strand 1989a, 1989b) show very clearly 
that seed dormancy is a very complex 
character. Besides genetical control, seed 
dormancy is strongly affected by environ­ 
mental factors during the ripening pe­ 
riod. Furthermore, it is strongly inlluen­ 
ced by temperature and moisture con­ 
ditions during manifestation of the dor­ 
mancy, i.e. during germination tests or 
when the grain is exposed to ear-sprou­ 
ting conditions in field. 



Studies on seed dormancy in small grain species 59 

REFERENCES 

Strand, E.1965. Studies on seed dormancy in barley. 
Meld. fra Norges landbrukshøgskole 44 (7): 1-23. 

Strand, E.l 989a. Studies on seed dormancy in small 
grain species. I. Barley. Norwegian Journal of Agri­ 
cultural Sciences 3: 85-99. 

Strand, E.l 989b. Studies on seed dormancy in small 
grain species. Il. Wheat. Norwegian Journal of 
Agricultural Sciences 3: 101-115. 

Strand, E. 1991. The intensity of seed dormancy in 
small grain cultivars. Norewegian Journal of Agri­ 
cultural Sciences 5: xx-xx. 





Evaluation of the feeding value offresh 
forages, silage and hay using near infrared 
reflectance analysis (NIR) 

Ill. Effects of sample preparation, maturity stage and 
species 
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Crude protein (CP), crude fibre (CF>, digestible crude protein (DCP>, in vitro 
DMD (IVDMD) and fat.lening feed units <fo'U) in samples of frush herbage, 
silage and hay were determined by traditiona l methods or by near infrarcd 
retlectance (NIR) analysis. The samples for NIR analysis were prepared in 
different ways, and the NIR predictions for each of these wcre compared with 
the traditionally determined values by regression. Chemical values (CP and 
CF) and DCP wer e predicted with higher accuracy (){2 = 0.92 - 0.94) than 
va lues for IVDMD !R2 = 0.77) and FU (R2 = 0.71 ). Undried hay samples were 
predicted with a lower degrec of accuracy than oven-dried hay samples. Diffe­ 
rent types of mil Is inlluenced the accuracy of the prud ict.iuns. The r esults indi­ 
cated that samples with va lues «utside the range r cprusentud in the Nil{ 
equat.ions wcre pred ict.ed wit.h a luwor dcg-rt.•c ofaccurury. The resu h.s under­ 
line the importancc ufhaving calibration scts and stets for prucucal Nil{ ana­ 
lysis which cover the same range, and with buth cont.aini11g the same type ul 
samples. 

Key words: Chemical composition, feeding value, [rush herbage, hay, near 
infrared reflectance analysis, sample preparation procedure, si lage. 

Nils Petter Kjos, Agriculturai University of Norway, Department of Animal 
Science, P.O. Box 25, N-1432 As-NL/-1, Norway 

N ear infrared reflectance analysis (NIR) 
is a rapid and non-labourious analytical 
method, and one of its applications is to 
predict the feeding value of forages. The 
predictions are made from calibration 
equations which are based on samples 
where the feeding value is determined in 
a traditional way (reference method). A 
good calibration equation must consist of 
the total range of the samples which are 
later going lo be predicted by the equa­ 
tion. lf the purpose is to predict samples 

of different maturity stages and different 
kinds of meadow crops, then a so-called 
broad-based calibration equation which 
covers the aclual diversity of samples 
should be developed. 

Such is the case whcn NIR is used lo 
predict the feeding value of forage samp­ 
les from farms throughout Norway. For 
this purpose the National Association of 
Milk Producers in Norway (NM L) has de­ 
veloped calibration equations for fresh 
forage (pasture), silage and hay. These 
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equations are made as broad-based as 
possiblc. llowever, relatively few early­ 
or late-cut samples were available, and so 
the calibration sets consist mainly of 
samples covering the «medium» range of 
quality. 

This study was carried out to find out 
how well samples of different species, 
harvesled al different maturity stages, 
werc prcdicted by these equations. The 
effects of mill type were also considered. 

MATERIALS AND METHODS 

Forage samples 
The forage samples in this study compri­ 
sed a variety of the most common mea­ 
dow crops, preserved as fresh frozen her­ 
bage, silage and barn-dried hay. The 
samples were the same as those described 
by Kjos (1990a). The different forage 
samples are given in 'I'able 1. 

Chemical analyses 
Crude protein (CP) and crude fibre (CF) 
were determined according to the Ween- 

de method (A.O.A.C. 1980). Digestible 
crude protein (DCP) and fattening feed 
unit (FU) were calculated from digestibi­ 
lity experiments with sheep. For the cal­ 
culations of FU, crude fibre deductions of 
1.0 kcal/g for fresh herbage and 1.5 kcal/g 
for hay were used. For silage, the value 
number 0.80 was used. In vitro digestibi­ 
lity of dry matter (IVDMD) was deter­ 
mined according to the method described 
by Tilley & Terry (1963). All analyses 
were run in duplicate and the results gi­ 
ven as mean values. 

Preparation of the NIR samples 
Each of the forage samples was divided 
into two subsamples for different drying 
procedures. In addition, there was a sub­ 
set of hay samples without further drying 
(undried). After drying, each of these 
subsets (with the exception of the hay 
samples) was ground on three different 
mills. All of the mi lis were equipped with 
a 1.0 mm aperture screen. The different 
preparation procedures are given in 
Table 2. 

Ta ble 1. The different samples of meadow crops preserved by different methods 

Spee i es of meadow crop 

Num ber of samples of the different qualities 
Fresh herbage Silagc Hay 

Total Total Total 

Mcadow grass 
Mcadow fescue 
Cocksfoot 
Smooth broomegrass 
Timothy 
Rye grass 
Red clovcr 
Meadow fescue/T'imot.hy 

(Poa pratensis) 
(Festuca pratensis) 
( Dactylis glomerata) 
(Bromus i11ermis) 
(Phleum pratense) 
(Lolium perenne) 
(Trifolium pratense) 

5 
8 
2 
4 
6 
4 
4 
3 

5 
6 
2 
4 
7 
4 
4 

4 
4 
2 
4 
5 
4 
3 

Cut: 
Early cut (one wcek prior to heading) 
Normal cut (at heading) 
Late cut (at flowering) 
Second cut 

15 
5 

13 
3 

15 
2 

15 

12 
I 

13 

Total 36 32 26 
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Tab le 2. Preparalion of the NI R samples 

Orying proccdure Grinding procedure Number of samples 
in the test sets 

Fresh herbage 60°C, 24 hours Rei.sch cutting mill ( RODG0) 27 
Christy & Norris hammer mill (JIM ODti0) 3611 
Tecator cyclone mill (CM ODtlO) 27 

70°C, 24 hours Retsch cutting mill ( ROD70) 27 
Christy & Norris hammer mill (IIM 0070) 26 
Tecator cyclone mill <CM OD70) 27 

Silage 60°C, 24 hours Retsch cutting mill ( l{ODG0> 21 
Christy & Norris hammer mill (HM OOG0) 3211 
Tecator cyclone mill (CM ODG0) 21 

70°C, 24 hours Retsch cutting mill ( 1{0070) 21 
Christy & Norris hammer mill <HM 0070> 21 
Tecat.or cyclone mill (CM 0070> 21 

Hay 60°C, 24 hours Retsch cutting mill ( ROO60) 19 
Christy & Norris hammer mill (1-IM 0060) 2) li 

70°C, 24 hours Christy & Norris hammer mill (HMOD70) 19 
No further dry ing Christy & Norris hammer mill (JIM HD ) 2611 

11 Only these preparation procedures include all the samples in this study. 

Table 3. The calibration equations used in this study (NML 87, personal communications) 

Equation Forage samples Constituents to be predicted Wavelengths (nm) 

GRA7 Presh herbage Crude protein(% of dry matter) 1632 1824 1856 2136 2192 
Digestible crude protein (g/kg dry matter) 1632 1824 1856 2136 2192 
fri oitro DM digestibility (%) 1104 2204 2228 2248 2256 

SUR4 Si lage Crude protein(% of dry matter) 1720 1832 2152 2188 
Digestible crude protein (g/kg dry malter) 1712 1824 2156 2188 

SUR7 Silage Fattening feed unit (per I 00 kg dry malter) 1208 1264 1676 1684 2124 

HOlO t-lay Crude protein(% of dry matter) 1372 1748 2144 2200 
Crude fibre(% of dry matter) 2296 2332 2356 2472 
Digestible crude protein <g/kg dry matter) 2124 2188 2268 2436 
Fattening teed unit(pcr 100 kg dry matter) 1676 1740 1884 1908 2040 

NIR analyses 
The NIR analyses of the samples were 
carried out at a forage laboratory ( «Grov­ 
forlaborator iet») run by the NML. The 
samples were scanned using a Technicon 
500 monocrornator connected to a Hew­ 
lett Packard HP 1000 computer. Absor­ 
bances (log l/R) were measured for every 
4th nm in the wavelenglh range of 1100 - 

2500 nm, and the NIR spectrum for each 
sample was stored on a floppydisk. Each 
of the samples was run in duplicate. 
From the NIR spectra the nutritive value 
of each sample was predicted by means of 
calibration equations developed and used 
by the forage laboratory. These equations 
are described in Table 3. The calibration 
samples were oven-dried at 60°C, and 
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ground with a Retsch mill ora hammer 
mill. 

Statistical analyses 
The chemically determined (LAB) values 
were cornpared with the NIR-predicled 
(NIR) values. This was carried out using 
SAS (1982). The results are given as 
mean values for each sample sel, the ave­ 
rage difference between LAB and NIR 
values (BIAS), standard error of pre­ 
diction (SEP), mean corrected standard 
error of prediction (SEP(C)) and the de­ 
termination coefficient (R2) between 
LAB and Nl R values. 

SEP was calculated as the square 
root of the residual mean square, and 
SEP(C) was calculated according to the 
equation 

SEP(CJ = I/(n-1 J v [L<LAB, - NIR, - BIAS>21 

Where n = number of samples, LABi 
chemically determined value and NIRi 
= NIR-predicled value of the i-th sample. 
The correlations are also shown in figu­ 
res where NIR values are plotted against 
LAB values. 

The NIR prodict.ions obtained for the 
different grinding procedures were also 
compared. The results are given as the 
mean corrected standard error of diffe­ 
rence (SEO(C)). No significant effect of 
the NIR duplicates was found, and 
therefore the mean value for each of the 
NIR samples was used in the statistical 
tests. The effects of preparation procedu­ 
res were tested according to a n x 6 fac­ 
torial design, where n = number of fora­ 
ge samples. The tests were performed 
using the mode! 

i= 1 - n 
j = 1 - 6 

where Yi· = the mean of the NIR-esti­ 
mated vaiue, µ = the overall mean effect, 
ai = the effect of forage sample and bj = 
the effect of preparation procedure. The 
analyses of variance were carried out by 
PROC GLM in SAS (1982). 

RESULTS 

Chemical analyses. 
Some mean values from the chemical 
analyses are given in 'l'able 4. A full 
survey of the chemical composition of the 
samples is given by Kjos (]990a). 

Effect of preparatiori procedure on the 
NIR predictions 
In Table 5 the mean values of the NIR 
predictions for the different preparation 
procedures are gi ven. The significance 
leve Is for the effect of preparation proce­ 
dure on the NI R predictions are also gi­ 
ven. 

The effect of preparation procedure 
was significant for all of the predictions, 
with the exception of CP in the hay samp­ 
les. 

The different oven-drying temperatu­ 
res (60°C or 70°C did not affect the mean 
of the predicted values, except for 
IVDMD in the fresh herbage samples, 
and FU in the hammer-milled silage 
samples. However, a tendency toward 
more accurate predictions for the samples 
dried at 60°C was observed. U ndried and 
oven- dried hay samples gave predictions 
with different mean values. The oven­ 
dried hay samples were predicted with a 
greater degree of accuracy than the 
undried samples (cf. Table 6). 

The effect of mill type was different 
for the different predictions. The means 
of the predicted values for CP and DCP in 
the hammer-milled and cyclone-milled 
samples of dried fresh herbage were not 
significantly different. For silage and 
hay, this was the case for CP and DCP 
predictions of Retsch-milled and ham­ 
mer-milled samples. In general, sample 
preparation using different mills seemed 
to have an influence on the prediction 
levels of the samples. The accuracy of the 
predictions for samples prepared in the 
different mi lis, irrespective of dry ing pro­ 
cedure, is given in Table 7, and the 
relationship between pairs of correspon­ 
ding samples prepared on different mills 
in Table 8. 
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Tab le 4. Nutritive value, given as average values for the different maturity stages, for the material in this 
study 

Maturity Fresh herbage Silage Ha:z: 
stage Mean Range Mean Range Mean Range 

Crude protein Early cut 26.1 17.8 - 36.9 23.0 17.1 - 31.0 24.1 17.9- 33.0 
(%ofDM) Normal cut 15.9 12.0 - 18.7 13.8 10.8 - 16.8 14.2 

Late cut 12.6 8.9 - 19.6 10.6 6.9 - 16.6 10.5 6.4 - 17.6 
Second cut 17.8 14.8 - 22.6 
Total 19.0 8.9 - 36.9 16.8 6.9 - 31.0 16.9 6.4 - 33.0 

Digestible Early cut 211 127 - 317 186 133 - 253 193 136 - 260 
crude protein Normal cut 118 81 - 141 99 61 - 131 103 
(gperkg DM) Late cut 80 49 - 137 65 34 - 113 64 31 132 

Second cut 125 95 - 183 
Total 144 49 - 317 125 34 - 253 125 31 2fi0 

In oitro DM Early cut 74.4 64.3 - 81.2 
digestibility Normal cut 67.4 62.3 - 73.2 
(%) Late cut 62.2 58.3 - 66.4 

Second cut 68.1 63.5 - 72.6 
Total 68.5 58.3 - 81.2 

Crude fibre Early cut 24.7 19.3 - 30.8 
(%of DM> Normal cut 30.8 

Late cut 34.7 26.3 - 38.0 
Total 29.9 19.3 - 38.0 

Fattening Early cut 79.6 58.1 - 86.8 78.4 67.9 - 91.4 
feed unit Normal cut 75.5 73.9 - 77.1 70.5 
(per 100 kg OM) Late cut 62.9 52.8 - 71.3 51.7 41.9 - 65.0 

Total 71.5 52.8 - 86.8 64.8 41.9 - 91.4 
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Tab le 5. The mean va lues of the Nl R predictions oftest set.s prepared by different procedures 

Preparation Crude Digestible Crude fri vitra DM Fau.ening 
procedure-' protein crudc protein fibre digestibility feed unit 

%ofDM g per kg DM %ofDM % per 100 kg DM 

Fresh hcrbage ROD60 17.6• 119• 69.8 
(n = 27JIJ ROD70 17.9• I 21• 69.lb 

HMOD60 16.9b 112b 68.8b 
HM OD70 16.7b I I0b 68.0• 
CMOD60 17.0b I 13b 67.9• 
CMOD70 17.0b us- 66.9 

p<0.001 p<0.001 p<0.001 

Silagc ROD60 17.0• 126• 76.3•h 
(n = 21)1> ROD70 17.0• 126• 75.9b 

HM OD60 16.7• 124• 77.7c 
HM 0070 16.7• 124• 77.0•d 
CMOD60 15.9b 119b 77.2cd 
CM OD70 is.i> 121b 76.9•d 

p<0.001 p<0.01 p<0.001 

Hay ROD60 16.8• 131• 30.3 66.9 
(n = 19)1> HMOD60 16.2• I 27• 31 .9• 68.6• 

HMOD70 16.3• 128• 31 .8• 68.5• 
HMBD 16.2• 113 28.8 63.7 

NS p<0.001 p<0.001 p<0.001 

Il Only forage samples with all of the prcparation procedures are compared. 
2> Abbrevations for preparation procedure, see Table 2. 
a, b, c, d - Same letters indicate non-signilicant dilTcrence (p <0.05) between pairs ofprediction sets. 
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'fable 6. Accuracy of'the NIR prediclions ofthe hammer-milled foragc samples!' 

Standard error Mean correcled standard 
of prediclion er ror of prcd iction Reia live 

n BIAS SEP SEP<C) R2 percentage-' 

Crude ~rolein Fresh hcrbage 36 2.5 3.18 2.02 0.94 47 
(%ofDMl Si lage 32 0.4 2.06 2.07 0.93 75 

Hay, oven-dr ied 26 1.0 2.40 2.23 0.92 65 
Hay, undried 26 1.0 2.73 2.61 0.92 62 

Digeslible Fresh herbagc 36 34 41.76 24.23 0.92 31 
crude ~rolein Silage 32 3 20.62 20.77 0.93 75 
(g/kg DM) Hay, ovun-dr ied 26 -1 16.86 17.13 0.94 77 

Huy, undried 26 12 25.35 22.75 0.93 62 
Crude fibre Hay, oven-dried 26 -0.9 2.92 2.83 0.92 54 
(%of DM> Hay, undried 26 2.1 3.92 3.38 0.87 46 
In vitro DM 
digeslibilil:i, Fresh herbage 36 -0.1 3.65 3.57 0.77 72 

(%) 
Fattening Si lage 32 -5.9 8.31 5.97 0.71 47 
feed unit, Hay, oven-dricd 26 -4.5 9.33 8.34 0.71 31 
(per 100 kg DM) Hay, undried 26 0.0 9.20 9.38 0.69 35 

ll Samples of fresh herbage and silage were oven-dried al 60°C. Hay samples were oven-dr ied al 60°C or 
undried. 

2l For crude prolein and crude fibre: Relative percentagc of samples with NIR va lues within 2 units from 
reference. 
For digestible crude protein: Relative percentage of samples with NIR values within 20 units from 
reference. 
For in uitru DM digeslibility and fatlening feed unit: Relative pcrcentage of samples wit.h NIR values 
within 4 units from reference. 
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Table 7. Accuracy of the NIR predictions offorage samples, oven-dried at 60°C or 70°C and ground with a 
Rei.sch mill (R), hammer mill (HM) or cyclone mill (CMl. The oven-dried samples are pul togethor in one 
group 

Standard error Mean corrected standard 
of prediction er ror of pred iction 

Mill n 131AS SEP SEP(C> Rl 

Fresh herbaK!! Crude protein R 54 1.3 2.21 1.82 0.93 
(%ofDM> HM 53 2.1 2.75 1.82 0.92 

CM 54 2.1 2.72 1.78 0.94 

Digestible I{ 54 25 32.95 21.99 0.73 
crude pro lei 11 IIM 53 31 37.29 20.72 0.90 
(g/kg DM) CM 54 32 38.31 21.94 0.92 

In vi tro OM R 54 -0.9 3.42 3.34 0.73 
digestibility IIM 53 0.1 3.70 3.73 0.72 

(%) CM 54 1.2 3.61 3.45 0.73 

Silage Crude protein R 42 0.0 2.49 2.52 0.90 
(%of OM> HM 42 0.3 2.07 2.08 0.92 

CM 42 0.9 2.54 2.40 0.93 

Digestible R 42 0 25.72 26.03 0.90 
crude protein HM 42 2 21.73 21.86 0.91 
(g/kg DM) CM 42 6 25.82 25.30 0.92 

Fattening R 42 -5.0 8.27 6.71 0.57 
feed unit HM 42 -5.9 8.42 6.07 0.67 
(per 100 kg DM) CM 42 -5.6 8.99 7.10 0.54 

Hay Crude protein R 19 -0.4 2.65 2.69 0.89 
(% of DM) HM 38 0.2 1.89 1.90 0.94 

Digestible R 19 -10 22.93 21.25 0.93 
crude protein HM 38 -6 15.24 14.08 0.96 
(g/kg OM) 

Crude fibre R 19 0.6 2.15 2.13 0.89 
(%of DM> IIM 38 -0.9 2.84 2.72 0.94 

Fattening I{ 19 -4.8 8.38 7.04 0.82 
feed unit JIM 38 -6.5 8.90 6.17 0.80 
(per 100 kg DM> 

Only the forage samples which are pre pa red by all mill types are used in this cornparison. 
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Table 8. The relationship between predictions of samples prepared in the different mi lis used in this 
experiment, cornpared with differences between Nil{ duplicates 

Samples to be 
compared!' 
X y 

Fresh herbage Silage Hay 
lmean corrected standarderror of difference (SEIJ(C))I 

Crude p_rotein 

Digestible 
crude erotein 

Crude fibre 

In vitro DM 
digestibility 

R 
R 
HM 
Duplicates-' 

R 
R 
HM 

HM 
CM 
CM 

HM 
CM 
CM 

Duphcatesø 

R HM 
Duplicatess' 

0.79 0.84 1.63 
0.63 0.86 
0.94 0.97 
0.56 0.51 0.47 

6.87 7.65 14.00 
5.45 7.06 
8.10 8.47 
4.79 4.46 4.68 

2.46 
1.12 

1.26 
1.02 
1.01 
1.11 

Fattening 
feed unit 

R HM 
R CM 
HM CM 
Duplicates-' 

R HM 
R CM 
HM CM 
Duplica tes?' 

3.81 
3.13 
2.30 
0.97 

2.64 

1.28 

Il Abbrevations are described in Tab le 2. 
2l Indicates the difference between the NIRduplicates. 

Table 7 shows that the accuracy of 
the predictions was different for the diffe­ 
rent mills. For fresh herbage, the Retsch­ 
milled samples produced the best predic­ 
tions. However, R2 was highest for the 
cyclone-rnilled samples. The best predic­ 
tions of the si lage samples were observed 
in the hammer-milled samples, but the 
Retsch-rnilled samples had the lowest 
BIAS. Also for silage, the cyclone-milled 
samples ga ve the highest R2 val ues, ex­ 
cept for FU. For hay, the best CP and 
DCP predictions were obtained for the 
hammer-rnilled samples, which also had 
the highest R2 values. 

From Table 8 it can be seen that for 
the NIR-predicted values, SED(C) be­ 
tween pairs of mills was higher than 
SED(C) between duplicates, except for 
some of the difTerences for the fresh her- 

bage samples (Retsch mill against cyc­ 
lone mill, and hammer mill against cyc­ 
lone mill for IVDMD). 

Accuracy of the N JR predictions ( effecls of 
maturity stage and species). 
The accuracy of the predictions made on 
hammer-mil led samples dried at 60°C is 
also given in Table 6. The NIR values are 
plotted against the LAB values in 
Figures 1-5. 

CP, DCP and CF were predicted with 
a relatively high level of accuracy. How­ 
ever, CP and DCP in the fresh herbage 
samples were strongly underestimated. 
IVDMD was predicted with a lower leve! 
of accuracy, and for FU the accuracy was 
lower still. For FU in the hay samples, 
and especially in the silage samples, the­ 
re was a strong tendency towards over- 
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estimation by the NIR prediction equa­ 
tions. 

In Table 9 the accuracy of the early­ 
or late-cut samples is given. For CP and 
DCP there was a tendency towards un­ 
derestimation for early-cut samples (high 
values). For CF there was a tendency 
towards overestimation for the late-cut 
samples, which all had a high CF con­ 
tent. For CP and DCP, late-cut samples 
were predicted with a higher leve! of 
accuracy than the early-cut samples. The 
accuracy of the CF predictions was some­ 
what similar for both of the maturity 
stages, while IVDMD was predicted with 
a relatively low accuracy leve) for both 
the early- and the late-cut samples. For 
FU, the best predictions were obtained 
for the early-cut silage samples, and the 
late-cut hay samples. However, the late­ 
cut samples of both si lage and hay were 
strongly overestimated. 

Because of a small number of obser­ 
vations for each of the species, it was dif­ 
ficult to find any effect of species on the 
accuracy of the predictions. However, R2 
between LAB and NIR values seemed to 

be lowest for the red clover and smooth 
bromegrass samples. 

In Tab le I 0, the effects of species on 
the accuracy of the predictions of CP and 
DCP for all preservation methods taken 
together are given. Meadow grass, mea­ 
dow fescue and tirnothy were Laken as a 
whole since they gave predictions of ap­ 
proximately the same accuracy. This 
table shows that when samples of red 
clover, and also smooth bromegrass or 
rye grass were added, the accuracy of the 
predictions became altered. 

In Table 11 it is indicated how dif­ 
ficult it is to find any distinct tendency 
attributable to species. For the early cut 
herbage, rye grass seemed to have the 
highest bias values. The late-cut red clo­ 
ver samples of fresh herbage also had 
high bias values. 
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Tab le 9. Accuracy of the NlR predictions of forage samples harvested at early or lute stage of maturity!' 

Standard crror Mean corrcctcd standard 
Maturity of prcd iction er ror of prcd iction 
stage Il BlAS SEP S~~l'!CJ 1{2 

Fresh herba~ Crudc protein Early 15 3.2 3.98 2.47 0.77 
(%ofDM) Late 13 l.6 2.06 1.36 0.86 

Digestible Early 15 48 54.21 26.66 0.77 
crude protein Late 13 20 23.10 12.17 0.82 
(g/kg DM) 

In vitro DM Early 15 -2.0 4.46 4.15 0.41 
digestibility Late 13 -1.2 2.96 2.83 0.40 
(%) 

Silage Crude protein Early 15 1.2 2.69 2.49 0.59 
(%of DM) Late 15 -0.5 1.22 1.14 0.86 

Digestible Early 15 14 27.06 24.04 0.56 
crude protein Late 15 -9 12.47 9.26 0.83 
lg/kg DM) 

Fattening Early 15 -2.7 4.96 4.29 0.69 
feed unit Late 15 -9.9 11.05 5.00 0.19 
(per 100 kg DM) 

Hay Crude protein Early 12 1.8 3.22 2.82 0.64 
(%ofDM) Late 13 0.3 l.30 1.33 0.80 

Digestible Early 12 5 21.02 21.33 0.79 
crude protein Late 13 -8 12.64 10.49 0.80 

Crude fibre Early 12 0.7 2.21 2.19 0.79 
(%ofDM) Late 13 -2.3 3.50 2.73 0.80 

Fattening Early 12 0.6 7.84 8.16 0.04 
feed unit Late 13 -10.0 10.69 4.01 0.62 
(per 100 kg DM) 

Il Hammer-milled samples dried at 60°C. 
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Ta ble 10. Accuracy of the predictions of samples 1) of the different species of fresh herbage, silage and hay together 

Standard errur Mean correcled standard 
Maturily of predict.ron er ror of prediction 
stage Spocies li BIAS SEP SEPICI R2 

Crude l:!rote111 Early Basrc group2) 21 2.4 :J.19 2.03 0.67 
1%ofDMI and Cocksfoot 24 2.3 3.03 1.98 0.71 

and Smooth bromegrass 27 2.2 3.2:J 2.44 0.55 
and Red clover 26 1.8 3.00 2.37 0.56 
and Rye grass 27 3.0 3.76 2.32 0.81 

Late Basic group2l 20 -0.1 !.:JO 1.33 0.61 
and Cocksfoot 23 -0.1 1.32 1.35 0.59 
and Smooth brornegrass 26 -0.2 1.21 l.22 0.69 
and Red elever 26 0.4 l.64 1.62 0.82 
and Rye grass 26 0.1 1.47 1.48 0.46 

Digestible Early Basic group2l 21 29 36.49 23.31 0.57 
crude Erotern and Cocksfoot 24 28 35.52 22.97 0.59 
(g/kg DM! and Smooth bromegrass 27 25 36.02 26.81 0.42 

and Red clove r 26 23 34.97 26.80 0.43 
and Rye grass 27 31 41.62 28.30 0.66 

Late Basic group2) 20 3 15.18 )5.'.J6 0.34 
and Cocksfoot 23 2 16.02 16.W 0.W 
and Smooth bromegrass 26 3 14.20 14.19 11.46 
and Red dove r 26 0 16.18 ie.so 0.65 
and Rye grass 26 0 16.58 l6.91 0.25 

l) Hammer rmlled samples dried al 60°C. 
2) Meadow grass, meadow fescue and lirnotby are put together in one gru up, ca lied basic group. 

Ta ble 11. BIAS va lues for the predictions of samples of early cut or late cut of the different species 1) 

Fresh herbage Silage Ha 
Crude Digestible In uitro DM Crude Digestible Crude Digestible Crude 

Cut Species protein crude protein digestibility prote in crude protein protein crude protein fibre 

Early Meadow grass 4.6 70 -2.2 1.6 15 4.2 22 2.1 
Meadow fescue 2.8 45 0.2 2.3 30 3.8 23 0.3 
Cocksfoot 2.2 47 0.6 0.2 10 0.9 4 l.:J 
Smooth bromegrass 3.0 37 5.9 2.2 20 2.3 -25 1.6 
1'imothy 2.6 34 -4.1 0.3 4 1.3 18 0.8 
Red clover 0.9 27 -4.2 -1.5 -14 -2.2 -26 4.~ 
Rye grass 6.8 89 -7.0 2.9 28 4.2 I 2.0 

Late Meadow grass 1.0 16 2.3 -1.7 -20 -0.1 9 l.'I 

Meadow fescue l.3 13 -0.6 -0.5 -12 0.5 li -3.6 
Cocksfoot 2.2 32 -3.4 -0.7 -5 -1.0 -16 -1.5 
Smootb bromegrass -0.4 2 1.6 0.1 3 -0.5 JO -4.1 
Timothy 1.0 19 1.2 -1.5 -13 0.8 3 3.3 
Red clover 3.4 29 -5.5 0.7 0 2.2 -4 -1.4 
Rye grass 3.0 33 -0.2 0.2 -2 0.2 -10 3.l 

1) Hammer-mtlled samples Jrie<l at 60°C. 
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DISCUSSION 

Effects of preparation procedure 
The results from this experiment confirm 
those described by Kjos (1990b) obtained 
on some of the samples from this ex­ 
periment. Samples dried at 60°C or 70°C 
have approximately the same predicted 
values, while the predicted values for 
samples prepared in different mills were 
somewhat different. There were no ap­ 
preciable differences in the accuracy of 
the predictions of sets prepared in dif­ 
ferent mi lis, with the exception of the hay 
samples. The results indicate that the 
effect of mi 11 type infl uences the accuracy 
of the predictions in different ways for 
the different calibration equations. The 
SED(C) values are highest between pre­ 
dictions of samples ground with a ham­ 
mer mill ora cyclone mill. 

Although the samples prepared in a 
mill type other than the one used for the 
calibration samples can give acceptable 
predicted values, the best results can be 
expected when calibration samples and 
prediction samples are prepared in the 
same way. A fine and homogeneous par­ 
ticle size, as in the samples prepared in 
the cyclone mill, is favourable. This has 
been discussed previously by Kjos 
(1990b). 

U ndried compared with ooen-dried hay 
samples 
For hay, the undried samples are pre­ 
dicted with a lower leve I of accuracy than 
the oven-dried samples. The undried 
samples had a lower moisture content 
than the oven-dried samples (87% DM vs 
95% DM), and many of them are there­ 
fore outside the DM range represented in 
the calibration equation. The higher 
degree of accuracy of the prcdictions for 
low moisture samples is confirmed by 
Winch & Major (1981) and Fales & Curn­ 
mins (1982). According to Winch & Major 
(1981), who had two moisture levels (5- 
8% and 9-13%), the moisture content had 
no great effect on the predictions of nitro­ 
gen in the samples, hut the predictions of 

in oitro and in uiuo digestibility were af­ 
fected. Fales & Cummins (1982) predic­ 
ted AOF in sets of samples with different 
moisture levels by a prediction equation 
based on oven-dried samples, and they 
found that the accuracy of the predictions 
was lower for samples with a moisture 
con tent of 8.9% and 11.7% than for samp­ 
les with less than 5% moisture. It is pos­ 
sible to make calibration equations for 
samples covering a wide range of meis­ 
ture content (fx. undried hay samples), 
hut there are problems associated with 
among other things swelling of the fibre 
fraction in the high moisture samples, 
and also the moisture content itself. 
These factors cause an altered spectra 
compared with dried samples. According 
to Coleman et al. (1985), some of these 
effects can be eliminated by using mois­ 
ture in the sample as covariate to the 
NIR spectra, hut the best calibrations 
will possibly be obtained by using dried 
samples. 

Accuracy of the NIR predictions 
The accuracy of the NIR predictions in 
this study is rather low compared with 
what is commonly found in the Iitera­ 
ture, among others: Hellamaki (1983), 
Hellamak i & Moisio (1983), Bengtsson & 
Larsson (1984), Kowitsch et al. (1985), 
Marten et al. (1985), Valdes et al. (1985), 
Murray (1986), Redshaw et al. (1986), 
Brown & Moore (1987), Wetherill & 
Murray (1987), Lindgren (1988) and 
Surprenant & Michaud (1988). The SEP 
and R2 values reported for CP, DCP, CF 
and in uitro digestibility are most.ly in 
the given ranges: CP: 0.4-1.6; 0.88-0.99 
(0.80- 0.97 for silage); DCP: 11; 0.89 (one 
reference); CF: l.30- 3.80; 0.72-0.91; and 
in uitro digestibility: 2.0-5.0; 0.64- 0.92. 
No predictions for FU are reported, hut 
for metabolizable energy (ME) deter­ 
mination coefficients in the range 0.40- 
0.90 are obtained. Higher SEP values, 
and lower R2 values are often reported for 
silage samples, compared with fresh her­ 
hage and hay. The SEP values for CF and 
in uitro digestibility in this study are 
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within the range of the reported values, 
while prediction of CP has a somewhat 
highcr SEP va lue. The predictions of che­ 
mical composition (CP and Cl◄') have 
higher determination coefficients than 
the predictions of animal responses (in 
vitro digestibil ity, FU), because of a 
higher variabi l ity in the animal respon­ 
ses. The determination coefficient for the 
prediction of DCP, however, is in the sa­ 
me range as CP. Similar results are re­ 
ported by Redshaw et al. (1986). With the 
exception of the hay equations, the wave­ 
lengths used to predict CP and DCP were 
nearly the same. The predictions of CP 
and DCP are probably closely related, 
and therefore DCP can be predicted with 
a higher level of accuracy than other ani­ 
mal responses. 

He llårnåk i & Moisio (1983) reported 
that 95% of the ir CP predictions and 84% 
of their CF predictions on si lage samples 
differed from the chemical values by less 
than 2 units. The percentages reported 
for the predictions in this study are lo­ 
wer, especially for the fresh herbage 
samples. For the prediction of in oitro or­ 
ganic matter digestibility, Brown & 
Moore ( 1987) reporled that 58% of the 
predictions were found within a 4 unit 
difTerence of the wet chemistry values, 
white the corresponding percentage in 
this study was 72%. 

The underestimation observed for CP 
and DCP in fresh herbage was partly due 
to a correction being made for the CP and 
DCP values in the calibration samples. lf 
the same correction was used on the fresh 
herbage samples in this study, the fol­ 
lowing values for BIAS and SEP(C) 
would be obtained. 

CP: BIAS = 0.6 and SEP(C) = 1.71 
DCP: BIAS = 20 and SEP (C) = 19.44 
R2 was not affccted by this correction. 

The high leve I of error in the predictions, 
compared with the literature, is partly 
caused by relative heterogeneous predic­ 
tion sets (different maturity stages and 
different species), and partly by the fact 

that the calibration equations are made 
on sets with relatively few samples of 
early or late maturity stages. The rela­ 
tionship between the different calibra­ 
tion sets and prediction sets is given in 
Table 12. CP and DCP in the early-cut 
samples are predicted with a relatively 
high leve! of error, while the SEP values 
for the late-cut samples are within the 
reported range. The early-cut samples 
(especially the samples of fresh herbage) 
had a very high content of CP and DCP, 
and therefore the values of CP and DCP 
in these samples were more extreme 
than, for example, the values for CF con­ 
tent. To make better estimates of the 
early-cut samples, more of these samples 
should be included in the calibration 
equations. The low detcrmination coeffi­ 
cient observed for the predictions of 
IVDM D in early-cut fresh herbage 
samples is caused by two outlier samples. 
If these are omitted, the following SEP 
and R2 values for early-cut samples are 
obtained: 3.07 and 0.62. A low determina­ 
tion coefficient was also observed for the 
FU in early-cut hay samples, and if the 
three samples with the poorest pre­ 
dictions are omitted , SEP and R2 values 
of 4.17 and 0.63 respecti vely, are obtai­ 
ned. 

The high BIAS values observed for 
the prediction of FU in the late-cut samp­ 
les of si lage and hay can be explained by 
the fact that samples with such FU va- 
1 ues are poorly represented in the cali­ 
bration sets. This underlines the impor­ 
tance of having samples for prediction 
which are within the range of the calibra­ 
tion samples. 

No clear conclusion can be drawn 
from this study concerning the effect of 
species on the accuracy of the predictions. 
The high BIAS values observed for the 
early-cut rye grass samples can be ex­ 
plained by the extreme laboratory values 
obtained for these samples compared 
with the other samples. However, the dif­ 
ference in the predictions of legurnes and 
grasses which are indicated is also re­ 
ported in the literature. Grass samples 
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are best predicted by calibration equa­ 
tions made on grass samples only, and 
when mixed calibration sets (containing 
bot.h grass and legurne samples) are used, 
the grass samples are predicted with a 
lower R2 value and a higher SEP value, 
according to Winch & Major (I 981) and 
Bengtsson & Larsson (1984). However, 
the -rnixed- calibration equation give a 
smaller number of samples with large 
errors ofprediction when used on a mixed 

calibration set, compared with -grass­ 
equations. Also, Brown & Moore (1987) 
report that specific calibrations, made on 
samples of the same species, gave more 
accurate predictions than a general equa­ 
tion, when used on the specific samples. 
The difTerence in the accuracy of the pre­ 
dictions made by the two kinds of equa­ 
tions was higher for in oitro digestibility 
than for CP. The difference in accuracy 
when CP was predicted was almost neg- 

Tab le 12. A comparison between the different calibration set.s and test set.s in this study 

Standard Test set relative toll 
Mean deviat.ion Range R2 calibration sel 

Calibration set % 
Crude [Jrotein Fresh herbage 15.4 4.1 6.7 - 25.7 0.98 
(% of DM) Silage 13.0 3.2 5.2- 19.9 0.94 

Hay 13.l 4.0 7.5 - 23.l 0.97 

Test.sel Lower Adequate Higher 
Fresh herbage 19.0 7.1 8.9- 36.9 0.94 80 20 
Silage 16.8 6.8 6.9- 31.0 0.93 66 34 
Hay 16.9 7.7 6.4- 33.0 0.92 80 20 

Calibration set 
Digestible Fresh herbage 99 35 24- 188 0.98 
crude [Jrotein Silage 91 29 22- 163 0.93 
(g per kg DM) Hay 88 38 40- 184 0.97 

Test sel Lower Adequate Higher 
Fresh herbage 144 69 47- 317 0.92 75 25 
Silage 125 66 32- 254 0.93 69 31 
Hay 125 72 21- 262 0.94 8 67 25 

Crude fibre Calibration sel 
(%of DM) Hay 32.8 4.3 21.7 - 40.0 0.94 

Test set Lower Adeguate l-ligher 
Hay 29.9 6.0 19.3 - 38.0 0.92 20 80 

Calibration set 
Fatt.ening Fresh herbage'v 75.0 8.2 56.0- 90.0 0.87 
feed unit Silage 75.1 4.7 62.6- 85.4 0.76 
(per 100 kg l-lay 60.0 8.1 44.3- 83.0 0.89 
DM) 

Test set Lower Adeguate l-ligher 
Fresh herbage-' 76.5 13.1 53.3 -110.6 6 80 14 
Si lage 71.5 10.3 50.5 - 87.2 0.71 37 54 9 
l-lay 64.8 14.8 37.8- 93.4 0.71 8 52 40 

11 Percentage of samples in the lest sets which are lower, adequate or higher than the range of the 
calibration sets. 
21 The range of the i11 uitro digestibility for the fresh herbage calibralion samples was not available, 
therefore fatt.ening feed unit is used for the comparison. 



ligible. Minson et al. (1983) included in­ 
formation on the forage species in the 
calibration equation, since BIAS is often 
associated with the species to be pre­ 
dicted. In <loing so, they observed a redu­ 
ced leve! of error in the predictions. How­ 
ever, the effect of this kind of bias must 
be examined more closely before any re­ 
commendation can be made on its pr.u.­ 
tical use. The BIAS connected to species 
can be reduced, but not eliminated, by 
increasing the number of samples in the 
caiibration equation (M inson & Butler 
1983). Kowitsch et al. (1985) developed a 
calibration equation for CF based on nine 
species and mixtures of species, and 
found that cocksfoot and white clover we­ 
re not predicted with sufficient accuracy. 

The conclusion here is that when mi­ 
xed sample sets consisting of different 
species of grass and legurnes are to be 
predicted, a calibration equation based 
on a mixed set consisting of the same 
kind of samples should be used. The pre­ 
dictions of samples containing species 
which are expected to give a high leve! of 
error should be examined carefully. 

SUMMARY 

1. Crude protein (CP), crude fibre (CF), 
digestible crude protein (DCP), in 
vitro DMD (IVDMD) and feed units 
(FU) were predicted by NIR in samp­ 
les of fresh herbage, silage and hay, 
using NIR equations obtained from 
samples dried at 60°C and ground by 
means of a cutting mill or a hammer 
mill. There were samples of different 
species of meadow crops harvested at 
different stages of maturity. 

2. The samples for NIR analysis were 
either undried (hay samples) or oven­ 
dried at 60°C or 70°C. They were 
ground by Retsch cutting mill, 
Christy & Norris hammer mill or 
Tecator cyclone mill. The accuracy of 
the NIR predictions was assessed by 
comparison with traditionally deter- 
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mined values. The effect of prepara­ 
tion procedure was also studied. 

3. CP, DCP and CF were predicted with 
the highest leve! of accuracy by the 
NIR equations, with R2 = 0.92-0.94. 
For CP and DCP, late-cut samples 
were predicted with a higher degree 
of accuracy than early-cut samples, 
the latter being underestimated. For 
CF, the late-cut samples were overes­ 
timated. 

4. In general, NIR predicts animal res­ 
ponses with a lower degree of accura­ 
cy than it predicts chemical consti­ 
tuents. IVDMD (fresh herbage samp­ 
les) in this study was predicted with 
R2 = 0.77, while FU (silage and hay) 
was predicted with R2 = 0.71. The 
NIR equations for FU used hcre gave 
poor predictions for many of the 
samples. 

5. There was hardly any effect on the 
accuracy level of drying at 60°C ver­ 
sus 70°C. The undried hay samples, 
however, were predicted with a lower 
leve! of accuracy than the ovendried 
hay samples. NIR equations can be 
made from undried samples, but such 
equations are expected to result in 
less accurate predictions than oven­ 
dried samples. The type of mill used 
had an cffcct on the accuracy of the 
NIR prcdictions. 

6. It was difficult to lind any distinct 
tendcncies attributable to effect of 
species in this study. llowever, some 
indications of differences between 
predictions of grass and legurnes wc­ 
re observed, 

7. Compared with equations in the 
literature, the NIR equations used 
here resulted in predictions with a 
slightly lower leve! of accuracy. An 
explanation for t.his may be that he­ 
terogeneous sets of samples, and a 
relalively high number of samples 
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with values outside the range repre­ 
sentcd in the N IR equations were 
used. 'I'his underlines the importance 
of having calibration sets and test 
sets covering the same range, and ha­ 
ving the same type of samples in both 
sets. 
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The value offield-margins for enhancing natura! enemy populations in arable 
land was tested using six transects ofgutter-traps set up at I, 5, 10, 25, 35 and 
50 m from the field-margins in two oatfields. Three trapping lines caught 
predators moving into the fields and three caught those mo ving out. The traps 
were emptied each week and predators were identilied in each catch. More 
predator species occurred out to 10 rn from the tie Id-margins; 68-85 % of the 
species were aphid-feeders. Also, a greater early season abundance ofseveral 
predator groups occurred in that 10 m zone. The distributions evened out 
through the season and traps detected a net rnovement of individuals into the 
lield up until that stage. Predation of freeze-killed aphids placed next to each 
trap related to the patte ms of predator abundance. Overall, tie Id-margins en­ 
hanced the numbers of predator species and their abundance in adjacent ce­ 
reals at the time of aphid population establishment. 

Key words: Abundance, aphid populations, urt.hropods, field-margins, pre­ 
dators, spatial dynamics, species-r ichness. 

Peter Dennis, Institute of Terrestrial Ecology , Bush Estate, Penicuik, 
Midlothian, EJ/26 UQB, Scotland. 

The arthropod predators which occur in 
arable land in Norway (Andersen 1982) 
closely resemble the range of species 
found in cereals in Sweden (Ekbom & 
Wiktelius 1985). In Sweden, a combina­ 
tion of field-manipulation of field-densi­ 
ties ofpredators (Chiverton 1986), analy­ 
sis of diet using the enzyme-linked im­ 
munosorbent assay (ELISA) and gut dis­ 
section (Chiverton 1987) and behavioural 
studies (Chiverton 1988) was used to 
identify those predators which fed on the 
bird-cherry oat aphid Rhopalosiphum 
padi W. when its populations were estab­ 
lishing in cereals in spring. Furthermore, 
the grain aphid Sitobion auenae (F.) af- 

fected cereals in Norway (Dennis unpubl. 
data) and therefore ELISA and gut dis­ 
section studies carried out in Britain 
(Sunderland et al. 1987) were used to se­ 
leet those aphid antagonist species which 
occurred in Norway. 

In the present study, gutter traps 
were used to detect the spatial and tem­ 
poral activity of the predators, selected 
on the basis of their aphid-feeding beha­ 
viour. This activity was monitored across 
cereal fields from the grassy field-mar­ 
gins to the een tre of the crop. The layout 
of the traps was such that the following 
questions could be raised. In Norway, 
what proportion of predatory arthropods 
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active in cereals are aphid antagonists? 
How do numbers of these species change 
away from field-margins? Does their sea­ 
son of activity correspond to the time of 
early aphid population development in 
cereals before yield loss occurs? Does pre­ 
dator abundance correlate with the oc­ 
currence of the natura) vegetation of the 
field-rnargin? Is there a link between the 
predatory pressure exerted on baits pla­ 
ced in the field and their vicinity to field­ 
margins? 

MATERIALS AND METI--1OOS 

Two oatfields were chosen for size and the 
presence of a uniform grass-strip on at 
Ieast one of the field-margins. A I 00 m 
section of field-rnargin with uniform 
structure and vegetation was chosen. Six 
transects, 15 m apart, were used out from 
the field-margin. Gutter-traps comprised 
a 1.2 m length of 10.2 cm wide plastic 
guttering fitted with an end piece with a 
down junction. A plastic pitfall cup was 
attached on the outside of this downward 
drainage tube. When dug into position, a 
large hole around the pitfall cup allowed 
easy sample collection and resetting 
without disturbance to the trapping ed­ 
ges of the guttering. A 20% ethanol solu­ 
tion was used as a preservative in the 
pitfall cup. The traps were dug in so that 
only one face of the gutter-trap, providing 
a 130 cm surface catchment-area, would 
catch ground-active beetles. A partial 
barrier was created on the other side by 
placing soil from the trap ditch over a 
c.60 cm wide strip parallel to the gutte­ 
ring. 'I'his made the traps sensitive to the 
direction of movement of ground-active 
arthropods. Catches of three transects 
discriminated for movement out from the 
field-margins and three for movement to­ 
wards them. Traps were placed at 1, 5, 
10, 25, 35 and 50 m from the field-margin 
on all transects. Trapping took place from 
27 May to 20 July and samples were col­ 
lected once a week. The arthropods were 
identified at x50 and counted with x6 

magnification using a binocular micro­ 
scope. 

Once identified, species were corn­ 
pared with the lists of aphid-feeding pre­ 
dators from previous studies (Sunderland 
et al. I 987; Chiverton 1987). The spatial 
and temporal distribution of aphid-fee­ 
ding predators (abundant in catches in 
the present study) was presented and the 
differences in catch of individuals out 
from the field-margins were tested for 
each direction. 

At the time of aphid activity in the 
crop (13 July) the predation pressure 
exerted by the predatory species observed 
was measured by placing baits adjacent 
to the 36 traps on each site. Ten freeze­ 
killed aphids were set out on a 9 cm dia­ 
meter filter paper protected by a waxed­ 
paper cover held above the ground on two 
10 cm long nails. After 24 h the remai­ 
ning aphids were counted. 

RESULTS 

Dislribution of predatory species 
The num ber of species known to be aphid 
predators was greater at the edge of fields 
adjacent to grassy field-margins (Fig. 1 a; 
.Es,266 = 7.88; r.<0.001). The pattern of 
distribution was similar for total arthro­ 
pod predators (Fig. I b; F5 266 = 5.99; 
r< +0.001) and comprised '68-85% (95% 
confidence range) aphid feeders (Fig. la). 
The overall abundance of aphid-feeding 
species was greater at the field edge until 
mid-June, after which the appearance of 
high numbers of ladybirds within the 
field reversed this pattern. 

Distribution of individuals 
Trapping showed that several species are 
more abundant at the edge of the field {1- 
10 m), especially in J une when their po­ 
pulations were highest (Figs. 2-5). Some 
species (e.g. Clivina fossor, Fig. 3d) do not 
use field-rnargin habitats and spend their 
lue-story in the cultivated (disturbed) 
parts of the agricultural landscape, sho­ 
wing early and even distribution across 
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Fig. I. Num ber of a. aphid-feeding and b. predatory species of arthropod in cereal crops from field-margin 
to field-centre (50 m) during 1989. c. Distribution and abundance ofpredatory individuals in cereal fields 
out to 50 m from grassy field-margins 

fields (Es 266 = 0.63; NS). Pterostichus 
spp. (Fig. 3c) were active in the field later 
in the season and move in from a larger 
area; their size and speed of movement 
allows them to cover greater distances 
than the other ground-walking species 
(Wallin & Ekbom 1988). 

The distribution patterns of aphid­ 
feeding groups could be divided into nine 

2 
Juoe 

15 29 
Dale 

13 
July 

20 

categories based on time of activity rela­ 
ted to aphid population growth (Fig. 6) 
and spatial pattern across the field from 
the field-margin (Figs. 2-5). The aphid­ 
feeding groups were divided up into these 
categories to distinguish those with the 
potential to regulate aphid populations 
(Table 1). 

Ta ble l. Categories of aphid-feeding predators defined by per i od of activity and pattern of dist.ribution into 
cereal fields inwards from the field-margin. I. Bembidion spp.; 2. Trechus spp.; 3. Pterostichus spp.; 4. 
Clioina [ossor; 5. Other Carabidae; 6. Stenus biguttatus; 7. Other Staphy linidae; 8. Ada lia septempu11ctata; 
9. Linyphiidae; 10. Lycosidae; 11. Opiliones; 12. Chilopoda; 13. Syrphidae larvae; 14. Formtca sp.; and 15. 
Cantharidae 

Resident 

Period ofactiv ity 
Aphid population growth stage 

Establishment Expunentiul 

Gragarious 
Field-edge 
In-fie ld 

4 
2, 10 

4,5,7 
1,6,9, 14 

6,3,9, 13, 15 
5, 11, 12 
8, 15 
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Fig. 2. Distribution and abundance of a. Bembidion spp.; b. Stenus biguttatus; c. Linyphiidae; and d. 
Trechus spp. in cereal fields out to 50 m from grussy field-margins 

Fig. 3. Distribution and abundance of a. Other Carabidae; b. Other Staphy linidae; c. Pterostich us spp.; and 
d. Cliuina [ossor in cereal fields out to 50 m from grassy field-margins 
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Fig. 4. Distr ibution and abundance of a. Lycosidae; h. Opiliones; c. Cantharidae; and d. Chilopoda in cereal 
fields out to 50 m from grassy field-margins 
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Fig. 5. Distrihution and ahundance of a. Adalia septempuctata; h. Syrphidae larvae; and c. Formica sp. in 
cereal fields out Lo 50 m from grassy field-margins 
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Directionality 
Catches up until 29 J une were different 
for some of the known aphid predator 
groups in the traps which descriminated 
between two directions (Fig. 7a-c). Traps 
which caught arthropods moving into the 
field at 1 and 5 m contained more of the 
four aphid-feeding groups which included 
Trechus secalis, Bembidion lampros, B. 
quadrimaculatum (Carabidae), Lycosi­ 
dae (Araneae) and Formica spp. (Forrni­ 
cidae) (Fig. 7a). The differences in catch 
were less marked at 10 and 25 m (Fig. 76) 
and 35 and 50 m (Fig. 7c). However, for 
total individual predators a significant 
difference in out or back catch (1•'1 78 
9.68; .e_ <0.01) was shown at l ~d 5 m 
and 10 and 25 m (Fig. 7d). 
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Fig. 7. Numbers of predators caught in traps discriminating direction of movcment at a. I and 5 m; b. I 0 
and 25 m and c. 35 and 50 min cereal fields with grassy field-margins. 1. Bembidion spp.; 2. Trech.us spp.; 
3. Pterostichus spp.; 4. Clioina [ossor; 5. Other Carabidae; 6. Stenus biguttatus; 7. Other Staphylinidae; 8. 
Adalia septem punctata; 9. Linyphiidae; 10. Lycosidae; 11. Opiliones; and 12. Chilopoda. d. Total predator 
catch at three distance categories 



Predation press ure 
Predation rates of aphid baits (placed at 
the same distances from the field-mar­ 
gins as the traps on 13 July) related to 
the patterns of abundance of the aphid­ 
feeding species (Fig. 8). 

DISCUSSJON 

Regarding sampling, the use of gutter­ 
traps forfeiled the measure of density 
(Greenslade 1964) but gave a continuous 
and comparative measure of activity be­ 
tween distances into cereals from field­ 
margins. Catch should have been unaf­ 
fected by the habitat surrounding each 
trap because all traps were in oatfields at 
the same growth stage. Catches of pre­ 
dators are greater in autumn-sown com­ 
pared with spring-sown crops (Pauer 
1975; Jensen et al. 1989. Capture effi­ 
ciency of different groups could have hid­ 
den their relative abundances. Some pre­ 
dators can detect trap edges, so avoiding 
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Aphids taken 
12 
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4 

Predator no. 
40 

30 
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0 +----,----,--------,---,---r-----t- 
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Fig. 8. Predation of aphid bait.s and numbers of 
aphid-feeding individuals in cereal fields out Ul 
50 m from grassy field-margins on 13 July (r12 = 
0.622; f <0.05) 
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capture, or they fly or climb out of the 
trap after capture (Halsall & Wratten 
1988). In general, processes which cause 
the observed trapping patterns cannot be 
identified by trapping. However, the use 
of direclional traps did disprove some hy­ 
potheses and further inferred others. 

Field-margins influenced the number 
of species active in cereal crops (Fig. 1 a 
& b). The significanlly (E, < 0.00 l) higher 
numbers of both total predators (Fig. 1 b) 
and aphid-feeding species (Fig. la) indi­ 
cated that field-margins provide condi­ 
tions in the field-edge that are not found 
from l 0 m outwards. The present work 
cannot idenlify the process. Predator spe­ 
eies may aggregate around field-margins 
because the vegetalion makes the micro­ 
climate in the adjacent crop more favour­ 
able (Pollard et al. 1974); the exlra spe­ 
eies may also use flighl dispersal and ag­ 
gregate around field-margins as wind­ 
breaks (Lewis 1969). It could be due to 
the edge effect between the crop and 
field-margin habitats, where predators 
restricted to field-margins wander into 
the crop for short distances; illuslraled in 
beetle communities of limestone islands 
surroundcd by peat moorland (Bauer 
1989). 

Grealer (aphid-feeding) specics rich­ 
ness al the field-edge could prcvent pest 
populations from reaching damaging le­ 
veis bacause greater links are forged 
between the pest and the predalors' tro­ 
phic leve! (van Emden & Williams 1974). 
Indeed, Chambers et al. ( 1982) found that 
aphid populations across a field were 
non-random and that numbers were 
greater away from the field-edges, corre­ 
lating inversely lo numbers of predators 
in pitfall catches. The trend could be dri­ 
ven by the number of species as opposed 
to abundance of individual species, prov i­ 
ding greater polenlial for consistent pre­ 
dation rates between generations compa­ 
red with fewer species away from the 
field-margin. 

The patterns of abundance of some 
predator groups were aggregated at the 
field-edge in the early season but levelled 
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out through the season (Table 1 and 
Wallin 1985), although the numbers of 
predatory species remained highest adja­ 
cent to field-margins (Fig. la & b). Two 
forms of dispersal were inferred from pit­ 
fall and vacuum-net catches on transects 
into cereal fields (Coombes & Sotherton 
1986): a wa ve of dispersal outwards from 
overwintering habitats in the field-mar­ 
gins by spccics which walk and a rapid 
dispersal across the whole field by flight 
dispersing species from the same over­ 
wintering sites. Neither process can be 
proved from the sampling data of Coom­ 
bes & Sotherton (I 986) or Jensen el al. 
(1989), which fit several alternative hy­ 
potheses. From both these studies it is 
assumed t.hat adjacent field-margins sup­ 
ported source (overwintering) popula­ 
tions of the predator groups. However, 
the observed patterns could result from 
other factors which could have an in­ 
fluence on species number (see above). In 
particular, the microclimate effect (Lewis 
1969; Pollard et al. 1974) could produce 
the spatial dynamics observed by trap­ 
ping without the field-margin being the 
overwintering habitat. Predators could 
disperse from overwintering habitats 
other than field-margins into fields and 
distribute around field-margins due to 
microclimatic constraints of the crop at 
early growth stages. This has been 
disproved by the net outward movement 
of predatory individuals in directional 
traps early in the season (Fig. 7d). On a 
!arger than field scale, field-margins 
could act as corridors from overwintering 
to crop habitats adjacent to the field-mar­ 
gins. In this way, dispersal would be 
greatest into the most favourable crops 
(Jensen et al. 1989). For this hypothesis, 
densities of overwintering predators in 
the field-margin would not account for 
the nurnbers in the observed distribution. 
The crop would be a sink for populations 
of predators from siles outside the 
field/field-margin system and continual 
flux of immigration would occur through 
the field-rnargin until equilibrium was 
rcached with adjacent fields. 

Predatory species number and abun­ 
dance peak in late June when aphid 
populations increase to damaging levels. 
In July, predation was shown to relate 
well to the abundance of the predators 
(Fig. 6). Predation would delay or remove 
the need to spray an insecticide if enough 
aphid-feeding occurred early in the aphid 
population development (Chambers el al. 
1982; Dennis & Wratten 1990). The rate 
offeeding would have to match the rate of 
reproduction of the aphids at that stage of 
their development (mid-June). Both the 
number of aphid-feeding species and 
their abundance peak at 0-10 m at that 
time. Not spraying that zone could be a 
sensible practice to maximise natura! 
control of aphids and reduce pesticide in­ 
puts. Greater numbers of predator spe­ 
eies at 0-10 m will prevent the prey (pest) 
population increasing to levels likely to 
cause crop-yield loss at the field-edge 
(Fig. la; Chambers el al. 1982). The prac­ 
tice could protect adjacent natura! bio­ 
topes from insecticide drift and encoura­ 
ge the proliferation of general arthropod 
diversity both of direct nature conserva­ 
tion value and as food to other wildlife. It 
would also provide a pool of natura! ene­ 
mies available to reinvade the insecticide 
sprayed crop and feed on aphids, reducing 
the risk of population resurgence after 
spraying. 

SUMMARY 

The data do not show that field-margins 
act as refugia for predators although this 
has been shown in other work for several 
species (Coombes & Sothørton 1986; 
Jensen el al. 1989; Dennis 1989). 1-low­ 
ever, the presence of field-margins does 
influence the distr ibution and abundance 
of predators across cereal ficlds. A high 
proportion of these predators were known 
to feed on aphids. In effect, crop areas 
next to these natura! habitats may have 
much less potential for pest outbreaks be­ 
cause of the greater richness of predators. 
When considering the economic value of 
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predators along with the value of the 
same habitats tonature conservation (sec 
above) and the role of field-margins in 
preventing pollutants reaching water­ 
courses (Schlosser & Karr 1981) and pre­ 
venting soil erosion (Forman & Baudry 
1984), the arguments for maximal field­ 
size in efficient crop production give way 
to evidencc that optimal field-size would 
be a betler policy for sustainable agri­ 
culture. 
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Five soil zinc extractants - DTPA, ammonium acetate - EDTA (AA- EDTAl, 
0.2 N HCI, 0.5 M Mg(NO3)2 and H2O - were compared using non-calcareous 
soil samples collected from l 09 barley fields in southeastern Norway. 
The extructiun power of the five extractants followed the order: I !Cl > AA­ 
EDTA = OTPA > Mg(NO~)2 > H2O. DTPA-extractablc zinc contcnt was 
found to be highly correlated with AA-EDTA (r = 0.9895) and HCl-extract­ 
able zinc content, (r = 0.9014), white Mg(NO3l2-extractable zinc content was 
found to be more closely related to H2O-extractable zinc content ( r = 0.7023 l. 
The soil zinc extractability estimated by DTPA, AA-EDTA and HCI was not 
significantly influenced by the soil properties studied, white that estimated by 
Mg(NO~l2 and H2O decreased and the soil zinc bulforing capacity estimators 
increased with increasing soil alkalinity (SA), exchangeable base cation 
concentration (UC), eat.ion exchange capacity (Cl<~C) and soil organic carbon 
content (Co/o). The magnitude of the influence followed the sequence: BC > SA 
> CEC > Co/o > clayo/o. 

Key words: Non-calcareous soils, soil properties, zinc bulforing capacity, zinc 
extractability, zinc extractants. 

Xiaofu Wu, Central South Forestry University, Shuzhou, ll unan, China 
(P.R.C) 

Zinc deficiency has been recognized as 
one of the most wide-spread problems li­ 
miting plant growth in many countries of 
the world (Jahiruddin & Hoque 1983, 
Ponnamperuma et al. 1981, Liu et al. 
1983), and various extraction methods 
have been used under different soil condi­ 
Lions for predicting soil zinc availability 
(Cox & Kamprath 1972, Lindsay & Cox 
1985, Viets & Lindsay 1973). Lindsay & 
Cox (1985) have given a list of the extrac­ 
tants used in soil micronutrient testing, 

which includcs various concentrations 
and combinations of IICI, H2S04, DTPA, 
EDTA, Nll40AC, Nal-lC03, NH4I◄', dithi­ 
zone, KCI and CaCl2. In general, the ex­ 
tractants used can be grouped, according 
to their chemical properties, into neutral 
salts, acids, bases and chelating agents. 

Neutral salts having cations with an 
electronic structure similar to that ofzinc 
have been chosen mainly for determining 
the intensity leve) ofzinc in the soil solu­ 
tion (John & Evans 1968, Lcvesque & 
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Mathur 1986, Mathur & Levesque 1988, 
Stewart & Berger 1965). More powerful 
extractants, such as dilute acids and che­ 
lating agents, have been used for esti­ 
mating both the potentially available 
quantities and the mobile reserves of soil 
zinc. 

Among acid extractants, 0.1 N HCI 
(Nelsonetal.1959, Tucker& Kurtz 1955, 
Wear & Sommer 1947) and 0.2 N HCl 
(Ellis et al. 1964) have been used most.ly 
on acid soils. For soils with a pli above 7, 
the incl usion of other soil properties beco­ 
mes important or even essential in addi­ 
tion to the acid-extractable zinc for pre­ 
dicting soil zinc availability. 

One of the generally adopted chela­ 
tion rnethods for zinc is the DTPA-TEA­ 
CaCl2 extraction method, which was ori­ 
ginally developed for calcareous soils by 
Lindsay et al. (1967) and Lindsay & 
Norvell (1969); it was further modified by 
Lindsay & Norvell (1978), Soltanpour & 
Schwab (1977) and Baker & Amucher 
(1981) for simultaneous determination of 
zinc, manganese, iron and copper, and for 
several other purposes. Other studies ha­ 
ve shown that the DTPA extractable zinc 
level is closely correlated with the soil 
zinc labile pool or soil zinc quantity (Gra­ 
ham 1973, Lindsay & Cox 1985, Page et 
al. 1982). 

Another chelating agent, EDTA, and 
its combination with other reagents, has 
also been tested for determining the 
availability of micronutrients including 
zinc in many studies (Alley et al. 1972, 
Haynes 1983, Lakanen & Ervio 1971, 
Leclaire et al. 1984, Gupta & Mittal 
1981, Ponnamperuma et al. 1981). Gene­ 
rally, ammonium acetate-EDTA was 
found to be comparable with the DTPA 
method. 

Khasawneh (1971) emphasized the 
importance ofthree factors - intensity, re­ 
plenishment and relative intensity - in 
determining the functional relationship 
between the ion uptake by plants and the 
status of ions in the growth media. The 
interaction of soil zinc intensity (I), quan­ 
tity (Q) and buffering capacity (8) in re- 

lation to soil properties, soil zinc adsorp­ 
tion and soi I zinc availability has been 
studied by Maskina et al. (1980), N air 
(1984), Nair et al. (1984), Pasricha et al. 
(1987), and Menge! (1982) with different 
extraction methods. 

Based on a relatively large number of 
samples, the present investigation was 
carried out to compare five different ex­ 
tractants for assessing zinc availability 
in non-calcareous soils and to study the 
influence of soil properties on soil zinc ex­ 
tractability and bufferingcapacity. 

MATEHIALSAND METHODS 

Plant and soil samples 
Barley plants and corresponding soil 
samples were collected from 109 farm 
fields in different districts of southeas­ 
tern Norway during the plant growing 
season between stages 10.0 and l0.1 
(Feekes scale, Large 1954). The sampling 
sites were carefully selected to ensure 
that the samples would be sufficiently re­ 
presentative of the major cereal produc­ 
tion area of southeastern Norway, con ta i­ 
n ing broad variations in soil pl-I, soil tex­ 
ture and in the level of the concerned 
micronutr ients in both plants and soils. 

Depcnding on the plant growth sta­ 
tus, the sampling area of each barley 
sample varied from 0.094 to 0.25 m2. The 
plants werc cut to a height of about 4 cm 
above the ground with precautions being 
taken to avoid contamination. The soil 
samples, about 1 kg of soil each, were ta­ 
ken from the 20-cm surface horizon in the 
same area where the barley plants werc 
collected. The plant samples were dried 
at 70° C for· 48 hours and milled to pass 
through a 0.8 mm sieve. After careful re­ 
moval of the plant roots, the soil samples 
were air-dried and passed through a 2- 
mm sieve. In order to analyse the total 
zinc content and the soil organic carbon 
content, 10 g of each soil sample was 
further ground into fine particles to ob­ 
tain homogeneity. 
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Total zinc content 
The total zinc content in both plant and 
soil samples was determined as follows: 
Two grams of a ground plant sample, ora 
I g sample of ground soil was heated in 
an oven at 550° C for 6 hours. After ash­ 
ing, 5 ml of a concenlrated HNO3-I-ICL 
(1 :3) mixture was added and the solution 
was gently heated on a thermoplate until 
cornpletely dry. The residual was dissol­ 
ved in 5 ml of 6 N IICl and transferred 
through an S&S blue ribbon filter paper 
into a 50 ml volumetric flask using deio­ 
nized water. The zinc concentration of the 
solution was determined by atomic ab­ 
sorption spectrophotometry (AAS). The 
analysis of total zinc content in plant 
materials was repeated twice. 

Extractable zinc content 
Five extractants - DTPA, ammoni­ 
um acetate-EDTA (AA-EDTA), HCl, 
Mg(NO3h and l-12O - were selected for 
determining extractable zinc levels in 
the soil samples: 

DTPA: 

AA-EDTA: 

HCI: 
Mg(NO3l2: 

1120: 

0.005 M DTPA + 0.1 M 
TEA + 0.01 M CaCl2 (Lind­ 
say & Norvel l 1978). 
1 M ammonium acetate- 
0.02 M EDTA (Levesque & 
Mathur 1988. 
0.2 NI-I Cl (Ell is et al. 1964). 
0.5 M Mg(NO3)2 (Solbraa & 
Selmer-Olsen 1981). 
Deionized water. 

The soil samples were shaken with the 
above extractants for a certain period 
(Table 1), centrifuged and then fillered 

with an S&S blue ribbon filter paper and 
the zinc content measured by AAS. Pa­ 
rallel analyses were carried out for all 
five extractants. 

Relevant soil properties 
Soil pl-I was determined using a I :2 
soil:water volume ratio. Soil titratable 
alkalinity (TA), defined as the milliequi­ 
valents of an acid required to acidify a 
soil to a specific pH (pH 5), was deter­ 
mined using the procedure given by 
Nelson et al. (1959). The ammonium ace­ 
tate (pl I 7) method was used for delermi­ 
n ing the soil potential cation exchange 
capacity (CEC). Soil organic carbon con­ 
tent was determined by a carbon deter­ 
minator, and soil mechanical analysis 
was carried out using the hydrometer 
method. 

To obtain the soil volume:weight ra­ 
tio, 10 ml of each air-dried soil sample 
was measured and weighed five times 
and the average value was used. The soil 
zinc content and relevant soil factors are 
all expressed on an oven-dry soil volume 
basis by conversion using the volume: 
weighl ratio. 

Soil zinc extractabiliiy and buffering 
capacity 
The soil zinc extractability with respect 
lo different extractants is defined, as 

I<>D = l00(ZnD/ZnT) 
E-A = 1 00(ZnA/ZnT) 
I◄:-I-1 = lO0(Znll/ZnT) 
E-M = l00(ZnM/ZnT) 

'I'able I. Soil weight, solution volume and shaking time used for different extraction methods 

(l ), 
(2), 
(3), 
(4), 

DTPA AA-EOTA HCI Mg(NO)2 H2O 

Soil weight (g) 4 4 4 8 10 
Solution volwne (ml) 40 40 40 40 20 
Shaking time (h) I I I 2 24 
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and E-W = 1 00(Zn W /ZnT) (5) 
where ZnO = DTPA-extractable 

zinc con tent, 
ZnA = AA-EDTA-extract- 

able zinc content, 
ZnH = HCl-extractable zinc 

con tent, 
ZnM = Mg(NO3)2-extract­ 

able zinc con tent, 
Zn W = water-extractable 

zinc con tent and 
ZnT = total soil zinc con­ 

tent (more properly ,. 
the HNO3-HCl-sol­ 
uble zinc content). 

The soil zinc content was given as mg 1-1. 

Based on the extraction functions of 
the extractants, the soil extractable zinc 
contents obtained by DTPA, AA-EDTA 
and HCI were regarded as estimators of 
soil zinc quantity (Q, the reversibly ex­ 
changeable fraction), and those obtained 
by Mg(NO3h and water as estimators of 
soil z inc intensity (I, the soluble plus rea­ 
dily exchangeablc fraction). The soil zinc 
buffering capacity (8), which is general­ 
ly defined as the derivative ofQ with res­ 
pect to I, was estimated as 

B-D = d(Q-D)/ I = ZnD/ZnM (6), 
B-A = d(Q-A)/ I = ZnA/ZnM (7), 

and ll-11 = d(Q-11}/I = Znll/ZnM (8). 

Here B is assumcd to be a constant for a 
given soil but to vary with soil types. 

Statistical analysis 
Analyses of variance, correlation, regres­ 
sion and scatter plotting were carried out 
using SAS (Statist.ical Analysis System) 
programs on an IBM computer. The des­ 
criptive statistics and the correlation 
matrix for the soil properties are given in 
'fables 2 and 3, respectively. 

RESULTS AND OISCUSSIONS 

Extraction power and correlations 
The extraction power of the five extrac­ 
tants was found to follow the order (Table 
4): 
HCI > AA-EDTA > DTPA > Mg(NOa>2 > HiO. 

On average, AA-EDTA extracted a 
slightly higher amount of zinc from the 
soils than DTPA. The difference between 

Ta ble 2. Descriptive stat.istics of the soil properties (number of samples= 109) 

Variable• Mean SD Minimum Maximum 

pH 6.35 0.587 4.55 7.89 
TA(meq. I00ml-1) 2.00 1.47 0.02 9.15 
BS(%) 66.8 16.69 17.83 99.74 
EA (meq. 100 ml-I) 8.77 6.19 0.10 53.39 
E-Ca (meq. 100 ml-I) 15.89 8.31 2.15 52.94 
BC(meq. l00ml-lJ 18.32 8.62 2.97 54.88 
CEC (meq. 100 ml-I) 27.09 9.25 10.25 75.88 
C<%l 3.03 2.14 1.10 22.8 
Clay<%> 10.30 5.51 4.00 36.4 
Silt(%> 46.02 17.49 7.40 85.8 
Sand ( % ) 43.67 19.43 6.00 87.2 

a: TA = titratable alkalinity, BS = base saturatinn 
EA = exchangeable acidity, E-Ca = exchangeable calcium 
BC = exchangeable base cation concentration 
CEC = ca tinn exchange ca pac i ty, C = soi l organic carbon 
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Tab le 3. Correlation matrix of soil properties (n = 109) 

pH TA BS EA E-Ca BC CEC C% 
-- 

pH 1.00 
TA8 0.83 1.00 
BS 0.83 0.91 1.00 
EA -0.81 -0.70 -0.85 1.00 
E-Ca 0.54 0.68 0.73 -0.42 1.00 
BC 0.53 0.67 0.72 -0.39 0.99 1.00 
CEC 0.12 0.33 0.31 0.12 0.84 0.86 1.00 
C% 0.05 0.23 0.16 0.13 0.57 0.58 0.72 1.00 
Clay% -0.17 -0.16 -0.13 0.28 -0.08 -0.01 0.15 l.00 
Silt% 0.03 -0.00 0.02 -0.01 0.03 0.05 0.06 -0.08 
Sand% 0.02 0.05 -0.00 -0.09 -0.01 -0.04 -0.09 0.10 

Clay% Silt% Sand% 

Clay% 1.00 
Silt% 0.22 1.00 
Sand% -0.48 -0.96 1.00 

a: See notes below Table 2. 

Table 4. Means and variation ranges of soil zinc contents (mg 1-1) determined by different methods 
(n= 109) 

Variable Mean SD Minimum Ma x imurn 

ZnT• 149.69 79.54 15.89 432.98 
ZnD 2.89 3.66 0.29 27.93 
ZnA 3.44 4.20 0.35 32.63 
Znll 9.07 8.21 0.94 44.52 
ZnM 0.53 0.48 0.00 2.65 
ZnW 0.17 0.14 0.00 0.67 

a: ZnT = total zinc con tent, ZnD = DTPA-extractable zinc content, 
ZnA = ammonium acetate-EDTA-extractable zinc content, 
ZnH = HCl-extractable zinc content, 
ZnM = Mg(NO3)2-extractable zinc content, 
ZnW = water-extractable zinc content. 

Table 5. Coellicient (r) of the correlations bctween soil zinc contents determined by different mctho<ls 
<n=l09l 

ZnT• ZnD ZnA Znll ZnM ZnW 

ZnT 
ZnD 
ZnA 
ZnJ-1 
ZnM 
ZnW 

1.0000 
0.6458 
0.6458 
0.7709 
0.5213 
0.4673 

1.000 
0.9895 
0.9014 
0.6369 
0.4269 

1.000 
0.9137 
0.5722 
0.3924 

1.000 
0.6438 
0.4690 

1.0000 
0.7023 1.0000 

a: See not.es below Tab le 4. 
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the two extractants, however, is not sig­ 
nificant (P > 0.1 ). 

The leve Is of correlation between the 
extractable zinc and the total zinc (more 
properly, the HNO3-HCl-soluble zinc) 
were found to be in the sequence (Table 
5): 

ZnJ-1 > ZnD = ZnA > ZnM > ZnW 

Again the difference between the coef­ 
ficient values for ZnD and ZnA is very 
small. The highest r values obtained for 
the correlation between ZnH and ZnT 
suggest that the HCl-extractable zinc is 
less influenced by other soil properties. 

The five extractants can be divided 
into two groups according to their mutual 
correlation levels: (I) H Cl, DTPA and 
AA-EDTA and (2) Mg(NO3h and H2O. 
The three extractants in the first group 
are correlated with each other at extre­ 
mely high levels ofsignificance with r va­ 
lues higher than 0.9 (Table 5). As shown 
in Figure la and lb, the behaviours of 
DTPA, AA-EDTA and HCl are quite si­ 
milar, indicating that these three extrac­ 
tants extracted zinc from approximately 
the same soil zinc pool. Relatively !arger 
variation is noticeable in the I-ICl-DTPA 
plot (Fig. 1 b), which suggests the occur­ 
rence of significant variation in carbona­ 
te levels among the present samples, na- 

me ly, HCI may have extracted more zinc 
than DTPA from the soils r icher in carbo­ 
nates. 

The two extractants in the second 
group are also closely correlated with 
each other (Table 5) but with much grea­ 
ter variations as evidenccd by the scatter 
plotting (Fig. Id). The r val ues of the cor­ 
relations between extractants in diffe­ 
rent groups are much lower than those 
within each group (Table 5 and Fig. le) 
The variation in behaviour of the five ex­ 
tractants should be explainable by varia­ 
Lions in soil proper ties or by variations in 
soil zinc extractability and buffcring ca­ 
pacity. The mean values and the varia­ 
tion range of the estirnated soil zinc ex­ 
tractabil ity (E) and buffering capacity 
(B) are shown in Table 6. The r values of 
the correlations between soil zinc extract­ 
ability, buffering capacity and relevant 
soil properties are given in 'I'able 7. 

Total soil zinc conlent (ZnT) 
Because of the extremely low r va lues, 
the influence of the total soil zinc content 
(ZnT) on soil zinc extractabilities estima­ 
ted by DTPA, AA-EDTA and HCI (E-D, 
E-A and E-I-1) is alrnost eliminated (Table 
7). The slightly negative correlations be­ 
tween the extractability by Mg(NO3)2 
and l-12O (E-M and E-W) and the total 
soil zinc contcnt (ZnT) imply that the re- 

Ta ble 6. Means and variation ranges of estimated soil zinc extractability (E) and bulfering capacity (8) 
(n=l09) 

Variable• Mean SD Minimum Maximurn 

E-D = ZnD/ZnT (%) 1.96 1.78 0.36 12.74 
E-A = ZnA/ZnT (%) 2.32 1.88 0.41 11.31 
E-H = ZnHflnT (%) 5.90 3.43 1.41 17.23 
E-M = ZnM/ZnT(%) 0.40 0.38 0.03 2.29 
E.w = ZnWflnT<%> 0.12 0.10 0.00 0.49 
- 
8-D = Znl>/ZnM 6.83 6.72 2.21 42.41 
8-A = ZnA/ZnM 8.66 10.40 2.60 72.52 
8-H = Znl 1/ZnM 24.92 29.30 4.91 202.01 

a: See notes beluw Tab le 4. 
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Table 7. Coefficient (r) of correlations between soil zinc extractability (E), buffering capacity (B) and soil 
properties (n = 109) 

Extractability Buffering capacity 

DTPA AA-EDTA HCI Mg(N03)2 I-120 DTPA AA-EDTA HCI 

E-D• E-A E-I-1 E-M E-W B-D B-A B-H 

ZnT 0 0 0 0.50 0.50 0.52 
pH _b 0 -0.49 -0.38 0.45 0.42 0.49 
TAc 0 -0.44 -0.44 0.66 0.58 0.69 
BS 0 -0.51 -0.42 0.54 0.53 0.56 
EA + + 0 0.24 + -0.42 -0.40 -0.43 
E-Ca + + + -0.47 -0.46 0.75 0.76 0.72 
BC + + + -0.48 -0.46 0.75 0.77 0.72 
CEC 0 0 0 -0.39 -0.31 0.48 0.52 0.44 
C% + + 0 -0.32 0.40 0.46 + 
Clay% 0 0 

a: See Tuble 4 for the definitions ofE-0, E-A, E-H, E-M, E-W, 8-U, 8-A and B-H. 
b: -: -0.30 < r < -0.20, +: 0.20 < r < 0.30, 0: lrl < 0.19. 
c: See nates below Ta ble 2. 

lative (not the absolute) leve! ofwater-so­ 
luble plus readily exchangeable zinc 
tends to decrease with increasing soil to­ 
tal zinc content, suggesting that in soils 
with a higher total zinc content, relative­ 
ly !arger arnounts of zinc may be present 
in reserve forms than in soluble and 
readily exchangeable forms. The positive 
correlations between ZnT and the buffe­ 
ring capacity factors (B-D, B-A and B-H) 
indicate, as expected, that soils richer in 
native zinc will have a higher zinc buffe­ 
ring capacity. 

Soil alkalinity (SA) 
The next four factors in Table 7, soil pH, 
soil titratable alkalinity (TA), base satu­ 
ration (BS) and soil exchangeable acidity 
(EA), are mutually dependent variables. 
They represent, or closely relate to, soil 
alkalinity conditions (Table 3). As a ge­ 
neral trend, the soil alkalinity was found 
to have a negative influence on soil zinc 
extractability anda positive influence on 
soil zinc buffering capacity (Table 7). In 
comparison, however, the effect of soil al­ 
kalinity factors on the extractability es­ 
timated by DTPA (E-O), AA-EDTA (E-A) 
and HCI (E-H) is much less pronounced. 

Among the soil alkalinity factors, soil tit­ 
ratabie alkalinity (TA) tends to be more 
closely related to soil zinc buffering capa­ 
city than BS, EA and pH. 

A decrease in soil zinc availability 
with increasing soil alkalinity isa gene­ 
rally recognized phenomenon. Low soil 
zinc solubility, low soil zinc diffusity and 
high zinc distribution coefficients asso­ 
ciated with alkaline conditions are attri­ 
buted to high levels of zinc adsorption 
and fixation (Bar-Yosef 1979, Bruemmer 
et al. 1988, Cavallaro & McBride 1984, 
Clarke & Graham 1968, Harter 1983, 
Kinniburg & Jackson 1982, McBride & 
Blasiak I 979). The following reaction can 
be used to describe the reversible cation 
exchange processes, 

Soil-Hj + Zn2+ ~ Soil-Zn + 2H + (R-1). 

Assuming equilibrium condition, the 
reaction constant, K, will be given as 

K = (Soil-Zn)(H +)2/(Soil-H2)(Zn2+) (9). 

lf using Q (zinc quantity) to denote the 
exchangeable quantity of zinc associated 
with the soil solid phase, (Soil-Zn), I to 
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denote the soluble zinc concentration in 
solution, (Zn2 + ), and X to de note the 
available adsorption si tes at equilibrium, 
(Soil-Hy), then Equation 9 becomes 

Q = Kl(I0)2pHX (10), 

where 1Q2pH = 1/(H +)2_ T'hen, the zinc 
bu.fTering capacity will be 

B = dQ/dl = K(I0)2pHX (11), 

which indicates that B is positively 
related to two factors, the soil pH and the 
available adsorption sites, X. Based on 
Equation 3, it can be concluded that the 
coefficient of the correlation between soil 
zinc bufTering capacity and pH for a gi­ 
ven X will be positive, 

r(B, pHjX) > 0 (12), 

and likewise that between soil zinc buffe­ 
ring capacity and X (the adsorption capa­ 
city) fora given pH, 

r(B, XjpH) > 0 (13). 

Notice that the correlation between B 
and X may not be positive(> 0) ifsoil pH 
or soil alkalinity varies. 

The dependence of soil zinc buffering 
capacity on soil alkalinity <loes not neces­ 
sarily indicate that the soil zinc buffering 
capacity is negatively related to soil zinc 
availability. Like soil alkalinity factors, 
soil zinc buffering capacity (B) alone can­ 
not be considered as an index to reflect 
the soil available zinc level. In general, 
for soils with the same level of intensity 
(I), the uptake of zinc by plants will be 
higher in soils with higher B values be­ 
cause of t.he ir higher zinc quantity (Q), 
while for soils with the same leve I of zinc 
quantity, the uptake of zinc by plants 
will be lowcr in soils with higher B va­ 
lues because of their lower intensily. 
Thus, fora given I, the plant uptake will 
be positively related lo soil zinc buffering 
capacity, while for a given Q, the plant 
uptake will be negatively related lo soil 

zinc buffering capacity. Presumably, this 
should also hold for the relationship be­ 
tween zinc uptake and soil alkalinity. 
For inslance, if soil pH had no other in­ 
fl uence on plant growlh, zinc uplake 
might also be positively correlaled with 
pH in soils having the same zinc inten­ 
sity level, since higher pH levels are asso­ 
ciated with higher levels of soil zinc 
quantity. 

The low degree of dependence of the 
DTPA-, AA-EDTA- and HCI- extractable 
zinc contents on soil alkalinity conditions 
may infer certain degrees of inadequacy 
in applying these extractants for predic­ 
ting soil zinc availability on non-calca­ 
reous soils with significant variation in 
alkali ni ty. In fact, even for calcareous 
soils with nearly constant soil pH levels, 
Nelson et al. (1959) showed that the in­ 
clusion of soil titratable alkalinity (TA) 
is of importance in differentiating be­ 
tween zinc deficient and non-deficienl 
soils. 

Exchangeable base catioa concentration 
(BC) 
In the present soil samples, exchangeable 
calcium {E-Ca) conlributes a major por­ 
tion of the exchangeable base cation con­ 
centration (BC). Thus the two variables, 
E-Ca and BC, were found to be highly 
correlated with each other (r=0.9921, 
Table 3), and their influence on soil zinc 
extractability and buffering capacity was 
found to be consistenl (Table 7). The ex­ 
changeable base cation concentration, 
BC, was also found to be positively corre­ 
laled with soil alkalinity factors (Table 
3), indicating that among the present soil 
samples, soils with high levels of exchan­ 
geable base cations are mostly alkaline 
in reaction. llowever, the influence of BC 
did not always appcar to be consistent 
with thal of soil alkalinity. As seen in 
Table 7, like the soil alkalinity variables, 
BC is negatively related to the two zinc 
extractability factors estimated by the 
Mg(NO3)2 and water methods, E-M and 
E-W, and positively related to the three 
soil zinc buffering capacity factors, B-A, 
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B-D and B-H, but unlike the soil alka­ 
linity variables, BC has a slightly positi­ 
ve effect on the extractability factors esti­ 
mated by the DTPA, AA- EDTA and HCI 
methods, E-A, E-D and E-H. 

Despite the close relationship be­ 
tween exchangeable base cation concent­ 
ration, BC, and base cation saturation, 
BS, BC is not necessarily correlated with 
soil alkalinity because soils with high 
amounts of exchangeable base cations 
may also contain large amounts of ex­ 
changeable hydrogen and aluminium 
ions. Thus, soils (e.g. a sandy soil and a 
loamy soil) with the same pl-I leve! may 
differ considerably in their exchangeable 
base concentrations while soils (e.g. a 
loamy soil anda clay soi l) with the same 
levels of BC may also vary considerably 
in their alkali ni ty conditions. 

In soils with nearly the same total 
zinc level, the positive effect of BC on the 
three soil zinc extractability factors, E-A, 
E-D and E-I-1, may suggest that soils re­ 
taining more exchangeable bases also 
have an ability to retain more zinc in ex­ 
changeable or reserve forms. If so, the 
increase in BC may not be a cause of bul 
rather an event associated with the in­ 
crease in soil zinc quantity or the soil zinc 
labile pool. In fact, BC itself is also a 
quantity factor and represents the base 
cation exchange capacity. 'I'hus, it should 
be expected that for a given total zinc le­ 
vet, soils retaining a higher amount of 
exchangeable bases will also retain a 
higher amount of exchangeable zinc in 
the labile pool. 

Cation exchange capacity (CEC) 
The effect of soil eat.ion exchange capa­ 
city (CEC) on the extractability and buf­ 
fering capacity of soil zinc can be approxi­ 
mately described by either 

Effect ofCI~C = Effect of BC 
+ Effect of EA 
or 
EffectofCEC = EffectofBS 
+ Effect ofEA 

(I 4), 

(15) 

(Table 7). This agrees fair ly well with the 
quantitati ve definition of CEC 

CEC = EA + BC = EA + (CEC) (BS) 
= (EA)/(1-8S) (t 6). 

As both the base saturation, BS, and the 
exchangeable acidity, EA, have little in­ 
fluence on E-D, E-A and E-H, the three 
soil zinc extractability variables are 
nearly independent ofCEC. The negative 
effect of CEC on E-M and l~-W ca used by 
the residual effect of BS indicates that 
Mg(N03b and I-l20 extracted relatively 
lower arnounts of exchangeable zinc from 
soils with higher cation exchange capaci­ 
ties. 

Due to the counteraction between the 
exchangeable base concentration, BC, 
and the exchangeable acid i ty, EA, the r 
values for correlations of buffering capa­ 
city variables with CEC are much lower 
than those with BC. Although the soil 
zinc buffering capacity (B) and the soil 
cation exchange capacity (CEC) both re­ 
present the ability of a soil to retain eat­ 
ion or cations in exchangeable forms, the­ 
se two parameters are not necessarily 
correlated with each other. The main rea­ 
son for this is that the soil zinc adsorption 
is highly pH-dependent and one fraction 
of CEC, EA, determines the soil acidity 
condition. Apparent.ly, in soils with high 
CEC values, the ratios of the adsorbed 
zinc to the soluble zinc will be low if EA 
levels are high. Thereby the soil zinc buf­ 
fering capacity (B) will only increase 
with increasing soil CEC at a given EA 
level, which is actually equivalent to an 
increase in B with increasing BC. 

The fact that the soil zinc buffering 
capacity, B, will be more closely related 
to the exchangeable base cation concent­ 
ration, BC, than to CEC can be demon­ 
strated as follows: 

Since CEC = BC + EA 
for a given EA, the correlatidn between 
the buffering capacity, B, and CEC, r(B, 
CECjEA), is equal to the correlation be­ 
tween Band BC, 
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r(B, CECIEA) = r(B, BC + EAjJ<:A) 
= r(B, BCjEA (17). 

However, fora given BC, the correlation 
between B and CEC can be negative be­ 
cause the incrcase in CEC is equivalent 
to the increase in f<~A, namely, 
r(B, CECIBC) = r(B, BC + EAjBC) = r(B, 
EAjBC) 

Ata given BC level, zinc adsorption will 
decrease with increasing EA (namely, 
decreasing pil), Thus, 
-rn, EAIBC) < 0, 
and then r(B, CECIBC) < 0 ( 18). 

Furthcrrnorc, fora given CEC, the varia­ 
tion in soil zinc buffering capacity, B, 
cannot be explained by the variation in 
CEC, while the correlation between B 
and BC will still be positive as it is pro­ 
portional to the correlation between B 
and minus EA, 

r(B, BCICEC) = r(B, CEC-EAICEC) = 
= r(B, -EAICEC) > 0. 

Thus, in general, 
r(B, CEC) < .tn. BC) (19). 

Equation 17 is comparable with Equa­ 
tion 13, considering that a given pli level 
is equivalent toa given soil exchangeable 
acidity (EA) level. Based on Equation 11 
as well as on Equations 17, 18 and 19, it 
can be argued that the exchangeable base 
concentration, BC, is a hetter estimator 
of the X factor (the adsorption site factor) 
than CEC simply because the effects of 
pH (or EA) and X are not additive. 

Soil organic carbon content (C%) and clay 
conlenl (Clay%) 
The soil organic carbon content (C%) was 
found to be highly correlated with CEC 
in the present soil samples (r=0.72, Tab­ 
le 3). 'I'hus, the effect of C% on soil z inc 
extractability (E) and buffering capacity 
(B) variables resembles that of CEC. As 
Co/o has alrnost no influence on the ex­ 
tractability estimated by HCl (E-H) and 
a slightly negative influence on that est.i- 

mated by Mg(NO3b (E-M), the r value of 
the correlation between the bu.ffering ca­ 
pacity determined by HCl (B-H) and Co/o 
approaches zero (Table 7). This may east 
some doubt on the use of the HCI method 
for soils with high levels of organic mat­ 
ter since it is known that organic matter 
plays an important role in complexing 
and thus buffering the soil zinc intensity 
leve I. 

The extractability and the buffering 
capacity of soil zinc was found to be little 
affected by the soil clay content (Clayo/o). 
Lins & Cox (1988) reported that the 
critical leve] of z inc deficiency was not 
influenced by the soil clay content while 
in some other studies, clay soils were 
found to have higher adsorptive capa­ 
cities, higher binding energies and 
higher zinc buffering capacities than 
sandy soils (Menge! 1982, Shuman 1975). 

Co/o and clay% are two major factors 
positively related to CEC. As soils with 
high C%, clayo/o and CEC levels are gene­ 
rally rich in adsorptive sites, these three 
soil properties may be regarded as soil 
adsorption capacity factors. For this rea­ 
son, the influences of these three factors 
on soil zinc buff ering capacity are expec­ 
ted to be similar. Since the correlation 
between zinc buffering capacity, B, and 
CEC is lower than that between B and 
the exchangeable base cation concentra­ 
tion, BC, it should follow that, 

and 
r(B, Co/o) < -rs. BC) 
r(B, Clayo/o) < r(B, BC) 

(20), 
(21 ). 

This may explain why the effects of CEC, 
Co/o and Clayo/o on soil z inc adsorption 
and availability were found to be incon­ 
sistent in other investigations (Harter 
1983, K urdi & Doner 1983, Lins & Cox 
1988). 

In the present soil samples, BC is 
highly correlated with CEC (r = 0.86) 
and Co/o (r = 0.58) (Table 3). Thus, the 
positive effect of CEC and C% on B may 
mainly represent the effect of BC. On the 
other hand, the correlation between BC 
and the soil texture factors, clay, silt and 
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sand contents, is very low with r values 
below 0.1 (Table 3). The clay effect on the 
soil zinc status is apparently masked by 
the soil alkalinity condition. 

The influence of soil alkalinity (SA), 
exchangeable base eat.ion concentration 
(BC), cation exchange capacity (CEC) 
and soil organic carbon content (C%) on 
soil z inc extraclability (E-M and E-W) 
and buffering capacity (B-D, B-A and B­ 
li) are further illustrated in F'igures 2, 3, 
4, 5 and 6. In general, the two extracta­ 
bility (E) variables decrease and the 
three buffering capacity (B) variables in­ 
crease with increasing SA, HC, C[,:C and 
C%. Compared to the close relationship 
between B, BC and SA, the trends of 
increasing soil zinc buffering capacity 

towards increasing CEC and C% are not 
so distinctive. 

One noticeable outlier, marked as A 
in Figures 2, 3, 4, 5 and 6, represents a 
loamy soil sample collected from an area 
free of liming. Because of its extremely 
low leve! of BC (the lowest) and relatively 
high levet of EA (next to the highest), pH, 
TA and BS (base saturation) of this 
sample are the lowest in the present soil 
samples. The presence of this outlier 
shows the interactions between soil zinc 
buffering capacity (B), pl-I, titra ta ble al­ 
kalinity (TA) and exchangeable base ca­ 
tion concentration (BC). The influence of 
pH, BC and TA on the quantitative rela­ 
tionship between soil zinc quantity and 
intensity will be discussed further in the 
next paper. 
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