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3 Abstract 
The	use	of	high-density	single	nucleotide	polymorphism	(SNP)	genotypes	enables	us	

to	perform	highly	accurate	parentage	assignment.	However,	dependence	between	

loci	often	results	in	using	a	subset	of	the	data	to	obtain	independent	loci	(likelihood-

based	parentage	assignment),	or	just	a	fraction	of	the	genotypes	may	be	informative	

(exclusion-based	parentage	assignment).	In	this	thesis,	a	novel	method	is	suggested	

to	perform	parentage	assignment	using,	at	its	core,	genomic	relationships	which	are	

estimated	without	the	assumption	of	independence	between	the	loci.	Thus,	all	

information	from	the	SNP	genotypes	is	used.	In	Paper	1,	we	show	that	the	suggested	

method,	called	genomic	relationship	likelihood	(GRL),	obtains	high	accuracies	when	

applied	to	high-density	genotypes.	The	accuracy	obtained	by	GRL	is	similar	to	the	

one	obtained	by	the	exclusion-based	method	we	used	for	comparison,	however	with	

some	differences	as	noted	in	Paper	1.	

Genotyping	triploid	individuals	who	inherit	two	chromatids	from	the	mother	and	a	

single	chromatid	from	the	father	may	be	useful	for	species	where	escapees	are	an	

issue,	such	as	in	aquaculture.	Genotyping	triploids	may	also	be	useful	for	breeding	

programs	where	triploids	are	part	of	the	product	portfolio	because	genetic	traits	

may	differ	between	triploids	and	diploids.	In	Paper	2,	we	suggest	a	novel	way	of	

calling	genotypes	for	triploids,	and	we	use	the	called	genotypes	to	assign	the	parents	

of	triploid	offspring.	Due	to	the	special	inheritance	pattern	between	mother	and	

triploid	offspring,	direct	assignment	of	mothers	is	shown	to	be	both	possible	and	

useful.	In	addition,	this	inheritance	pattern	allowed	us	to	map	maternal	crossovers	

which	have	occurred	during	meiosis.	

In	some	situations,	genotyping	may	be	restricted	to	one	category	of	a	binary	trait	

(cases),	for	example	when	there	is	a	disease	outbreak	in	a	commercial	population.	In	

Paper	3,	we	show	that	it	is	possible	to	estimate	heritability	and	to	predict	genomic	

breeding	values	even	when	using	case-only	genotypes	in	combination	with	their	

parental	genotypes.	The	proposed	method,	called	transmission	disequilibrium	

genomic	prediction	(TDGP),	is	essentially	a	genome-wide	generalization	of	the	

transmission	disequilibrium	test	(TDT),	with	many	of	the	same	pros	and	cons.	
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4 Norsk sammendrag 
Bruken	av	høytetthets	enkelnukleotid-polymorfisme	(SNP)	genotyper	muliggjør	

foreldretilordning	med	høy	presisjon.	Derimot	så	resulterer	ofte	avhengighet	

mellom	loci	i	bruk	av	en	delmengde	av	dataen	for	å	oppnå	uavhengige	loci	

(sannsynlighetsbasert	foreldretilordning),	eller	så	kan	bare	en	brøkdel	av	

genotypene	være	informative	(eksklusjonsbasert	foreldretilordning).	I	denne	

avhandlingen	foreslås	en	ny	metode	for	bruk	i	foreldretilordning	som,	i	dens	kjerne,	

bruker	genomiske	slektskap	estimert	uten	antagelse	om	uavhengige	loci.	Dermed	

blir	all	informasjon	fra	SNP	genotypene	brukt.	I	artikkel	1	viser	vi	at	den	foreslåtte	

metoden,	kalt	genomisk	slektskapssanssynlighet	(GRL),	oppnår	høye	nøyaktigheter	

når	den	blir	anvendt	med	høytetthets-genotyper.	Nøyaktigheten	oppnådd	av	GRL	er	

lignende	den	som	blir	oppnådd	av	den	eksklusjonsbaserte	metoden	vi	brukte	til	

sammenligning,	men	med	noen	forskjeller	som	er	nevnt	i	artikkel	1.	

Genotypering	av	triploide	individer	som	arver	to	kromatider	fra	mor	og	én	kromatid	

fra	far	kan	være	nyttig	for	arter	hvor	rømlinger	er	et	problem,	slik	som	i	akvakultur.	

Genotypering	av	triploider	kan	også	være	nyttig	for	avlsprogrammer	hvor	triploider	

er	del	av	produktporteføljen	fordi	genetiske	egenskaper	kan	være	forskjellige	for	

triploider	og	diploider.	I	artikkel	2	foreslår	vi	en	ny	måte	å	avgjøre	genotyper	for	

triploider,	og	vi	tilordner	foreldrene	til	triploide	avkom.	På	bakgrunn	av	det	

spesielle	nedarvingsmønsteret	mellom	mor	og	triploid	avkom	blir	det	vist	at	direkte	

tilordning	av	mødre	er	mulig	og	nyttig.	I	tillegg	tillot	dette	nedarvingsmønsteret	oss	

å	kartlegge	rekombinasjoner	som	skjedde	under	meiosen	til	mødrene.	

I	noen	situasjoner	kan	genotypering	være	begrenset	til	én	kategori	av	en	binær	

egenskap	(tilfeller),	for	eksempel	når	det	er	et	sykdomsutbrudd	i	en	kommersiell	

populasjon.	I	artikkel	3	viser	vi	at	det	er	mulig	å	estimere	arvegrad	og	å	predikere	

genomiske	avlsverdier	selv	når	det	bare	er	brukt	tilfelle-genotyper	i	kombinasjon	

med	deres	foreldregenotyper.	Den	foreslåtte	metoden,	kalt	transmisjonslikevekt	

genomisk	prediksjon	(TDGP),	er	i	hovedsak	en	genom-bred	generalisering	av	

transmisjonslikevekt	testen	(TDT),	med	mange	av	de	samme	fordelene	og	

ulempene.	
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5 Synopsis 
In	all	breeding	programs	the	goal	is	to	achieve	genetic	gain	for	selected	traits	over	

time.	Some	of	the	breeding	candidates	are	selected	as	parents	of	a	new	generation,	

the	offspring	of	these	parents	then	become	new	breeding	candidates	for	the	next	

generation,	and	so	on.	New	information	is	gathered	each	generation,	which	can	be	

used	to	increase	the	accuracy	of	selection	and	thus	increase	the	genetic	gain.	

Genotyping	large	numbers	of	individuals	for	use	in	a	breeding	program	has	become	

increasingly	common.	Selection	candidates	and	individuals	included	in	disease	trials	

or	slaughter	tests	are	thus	often	genotyped,	and	genotyping	individuals	over	

multiple	generations	results	in	both	parents	and	offspring	having	genotypes.	

Genomic	parentage	assignment	can	then	be	performed,	and	some	of	the	reasons	for	

doing	so	are	discussed	in	this	thesis.	In	addition	to	the	rapid	increase	in	number	of	

genotyped	individuals	in	recent	years,	the	density	of	the	genotypes	is	also	

increasing.	In	2010	the	cost	of	whole	genome	sequencing	was	$50,000[1],	while	the	

current	costs	have	been	significantly	reduced	[2],	potentially	resulting	in	whole	

genome	sequencing	replacing	SNP	genotypes	in	the	relatively	near	future.	However,	

when	using	medium/high-density	genotypes	or	whole	genome	sequences,	there	will	

be	substantial	dependencies	(linkage	disequilibrium	and	co-segregation)	among	

loci.	

The	methods	for	calling	the	genotypes	are	generally	developed	for	diploid	

individuals.	In	salmon	production,	triploids	are	sometimes	used	since	they	are	

sterile	and	therefore	cannot	interbreed	with	wild	salmonids,	which	protects	the	

wild	salmon	populations	from	genetic	introgression.	However,	triploids	may	still	

migrate	into	rivers	and	potentially	disturb	reproduction	of	wild	salmon	(see	below).	

Furthermore,	traits	observed	in	triploids	may	differ	from	the	same	traits	observed	

among	their	diploid	conspecifics	[3],	potentially	also	involving	genetic	differences.	

Selective	breeding	must	in	any	case	be	performed	within	the	diploid	population	due	

to	triploids	being	sterile,	but	may	benefit	from	using	triploid	training	data,	which	

requires	a	proper	method	of	genotyping	triploids.	Such	benefits	may	come	from	
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using	both	triploids	and	diploids	for	prediction	of	genomic	breeding	values,	or	for	

parentage	assignment.	

The	last	topic	studied	in	this	thesis	is	binary	traits,	for	which	only	one	of	the	binary	

categories	(cases),	and	their	assigned	parents,	are	available	for	genotyping.	In	such	

situations,	a	method	for	estimating	heritability	and	predicting	genomic	breeding	

values	using	genomic	data	of	cases	and	their	parents	may	be	beneficial.	

To	solve	the	problems	of	parental	assignment	using	high-density	(and	thus	highly	

multicollinear)	genotypes,	calling	of	triploid	genotypes	and	the	use	of	case-only	data	

in	genomic	prediction,	three	methods	were	invented:	1)	parentage	assignment	using	

genomic	relationship	likelihoods	(GRL),	2)	triploid	genotype	calling	and	3)	a	

transmission	disequilibrium	genomic	prediction	(TDGP)	model	for	estimation	of	

genomic	heritability	and	prediction	of	genomic	breeding	values	using	case-only	

genotypes,	in	combination	with	parental	genotypes.	The	latter	is	a	case-parental-

control	model.	To	the	best	of	my	knowledge,	all	three	methods	are	novel.	
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5.1 Introduction 

5.1.1 Why perform parentage assignment? 

Parentage	assignment	is	a	useful	tool	to	infer	pedigree	relationships	for	use	in	

breeding	programs	(e.g.	[4])	and	to	identify	origin	of	escaped	farmed	fish	(e.g.	[5]).	

The	subject	of	escaped	farmed	fish	is	of	special	importance	as	AquaGen,	a	salmonid	

breeding	company,	in	2014	launched	a	new	product	called	TRACK™.	The	TRACK™	

product	requires	AquaGen	to	genotype	all	parent	individuals	of	eyed	Atlantic	

salmon	(Salmo	salar)	egg	deliveries	using	a	medium	density	SNP	chip	(50-70k	SNP	

markers).	Any	genotyped	escapee	that	originates	from	a	TRACK™	delivery	can	thus	

be	assigned	parents.	However,	applying	classical	assignment	methods	on	dense	SNP	

chip	data	has	some	pitfalls,	such	as	assumption	of	independence	between	markers,	

genotyping	errors	and	missing	genotype	calls	(i.e.	“no-calls”).	With	this	in	mind,	

AquaGen	wanted	to	increase	their	knowledge	about	parentage	assignment	methods,	

especially	when	using	dense	genotypes,	which	is	why	it	is	a	research	subject	in	this	

thesis.	

The	risks	of	having	fish	escaping	from	a	fish	production	facility	include:	1)	farmed	

escapees	are	in	some	cases	known	to	migrate	into	rivers	where	their	wild	

conspecifics	are	spawning	and	disturb	their	spawning	rituals	and,	to	some	extent,	

cause	nest	destruction	[6],	2)	farmed	escapees	can	successfully	spawn	with	their	

wild	conspecifics,	resulting	in	genetic	introgression	of	“farmed”	alleles	into	the	wild	

populations	[7],	3)	little	is	known	about	how	farmed	escapees	affect	the	oceans,	

however,	higher	abundance	of	sea	lice	has	been	observed	in	captured	escaped	

Atlantic	salmon	after	one	sea	winter	[8],	and	4)	the	production	facility	may	not	be	

aware	that	fish	are	escaping,	or	the	escape	may	be	detected	a	long	time	after	the	

incident	(e.g.	at	slaughter),	if	at	all	(e.g.	[9]).	The	TRACK™	product	aims	to	address	

the	above	points	by	assigning	unknown	escapees	to	known	parents	and,	

consequently,	tracking	where	they	have,	or	should	have,	been	during	their	

production	cycle.	

In	addition	to	identifying	escaped	farmed	fish,	parentage	assignment	is	also	useful	

for	breeding-	and	documentation	purposes.	Examples	include:	1)	filtering	genotypes	
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or	markers	based	on	deviances	from	Mendelian	inheritance	laws	(e.g.	[10]),	which	is	

only	possible	given	known	parentage,	2)	performing	transmission	disequilibrium	

testing	(TDT)	comparing	offspring	and	parental	genotypes	for	genome-wide	

association	studies	(GWAS)[11],	3)	mixing	offspring	groups	before	individual	

tagging	is	possible	for	use	in	breeding	selection	programs,	4)	performing	

benchmark	studies	comparing	different	genetic	stocks	mixed	before	tagging	is	

possible,	and	5)	predicting	genomic	breeding	values	using	case-only	genotypes	(e.g.	

disease-affected	individuals)	and	their	parents	as	proposed	in	Paper	3.	

5.1.2 Traditional parentage assignment methods 

Traditionally,	parentage	assignment	is	performed	using	two	main	categories	of	

methods:	exclusion-based-	and	likelihood-based	parentage	assignment	[12].	

Parentage	assignment	can	be	done	using	various	non-DNA	methods	such	as	

biochemical	markers	or	blood	groups	[13].	However,	I	will	focus	solely	on	the	use	of	

DNA	markers	in	this	thesis.	

In	likelihood-based	parentage	assignment,	the	likelihood	ratio	(LR)	conditional	on	

two	different	hypotheses	is	often	used	(the	following	equation	is	a	special	case	of	

the	model	used	by	Marshall	et	al.	in	[14]):	

!" =
$(&!|&", &# , )$)

$(&!|)%)
	

where	&!	is	the	child	genotype,	&"	and	&#	are	the	genotypes	of	the	candidate	sire	and	

dam,	respectively,	)%	is	the	null	hypothesis	(often	that	the	candidate	parents	are	

random	individuals	from	the	population)	and	)$	is	the	alternative	hypothesis	that	

the	candidate	parents	are	the	true	parents	of	the	child.	Thus,	for	LR	>	1	the	

alternative	hypothesis	is	more	likely,	and	for	LR	<	1	the	null	hypothesis	is	more	

likely.	As	in	[14],	a	LOD	score	may	be	used	across	independent	loci:	!+, =

log(∏ !"&& ) = ∑ 23&(!"&)& ,	where	i	is	locus.	A	threshold	is	used	by	Marshall	et	al.	in	

[14]	for	the	statistic	Δ = !+,$ − !+,'	to	assign	parents,	where	!+,$	and	!+,'	are	

the	scores	for	the	most	likely	and	second-most	likely	set	of	parent	candidates,	

respectively.	A	threshold	for	the	LR,	or	for	Δ,	at	which	the	null	hypothesis	is	rejected	

may	be	found	empirically	by	analyzing	multiple	datasets	or	by	simulation	as	in	[14].	

However,	in	human	forensics	the	weight	of	the	LR	may	be	set	intuitively	given	all	of	
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the	evidence	[15].	Parents	can	be	assigned	categorically	(i.e.	yes/no)	or	fractionally	

(i.e.	assigns	partially	to	multiple	parent	candidates	based	on	relative-	or	posterior	

likelihoods)	using	likelihood-based	methods	[12].	If	the	true	parents	are	not	in	the	

dataset,	their	genotypes	can	be	imputed	using	parental	reconstruction	[e.g.	12,	16].	

As	noted	by	Jones	et	al.	in	[12],	the	genetic	markers	used	in	likelihood-based	

parentage	assignment	are	most	often	assumed	to	be	independent	due	to	the	

complexity	that	arises	when	non-independence	is	assumed.	Thus,	markers	used	in	

likelihood-based	methods	should	be	filtered	in	such	a	way	that	there	is	no	

dependence	between	them.	Consequently,	the	number	of	markers	is	effectively	

reduced	from	potentially	tens-	or	hundreds	of	thousands	to	tens	or	hundreds.	To	

compensate	for	some	of	the	loss	in	information	due	to	the	requirement	of	marker	

independence,	highly	polymorphic	markers	such	as	microsatellites	may	be	used	in	

likelihood-based	parentage	analyses	[e.g.	17,	18].	Due	to	the	relatively	low	number	

of	microsatellite	loci	used,	genotyping	errors	can	decrease	the	accuracy	of	parentage	

assignment	[19].	Small	SNP	panels	of	(relatively)	independent	SNPs	has	been	shown	

to	be	effective	for	parentage	assignment	[20].	SNPs	are	generally	less	prone	to	

genotyping	errors	and	mutations	compared	to	microsatellites	[21],	although	more	

SNPs	are	generally	needed	to	achieve	the	same	power	due	to	the	SNPs	being	less	

polymorphic.	However,	using	multiple	linked	SNP	markers	as	‘super’	markers	to	

increase	the	polymorphism	is	also	an	option	[22].	Bayesian	posterior	probability	

models	can	be	used	to	incorporate	the	possibility	of	the	candidate	parent(s)	not	

being	present	in	the	dataset,	e.g.	if	the	fraction	of	sampled	parents	to	the	total	

number	of	parents	is	known	or	can	be	estimated	[23].	The	Bayesian	framework	also	

incorporates	the	possibility	of	including	other	population-level	variables	such	as	

age,	sex	or	location.	Such	models	are	called	full	probability	parentage	assignment	

models	[12,	24].	A	Bayesian	likelihood-based	method	with	assumption	of	

independent	loci	where	several	hypothetical	relationships	are	compared	with	the	

hypothesis	of	“offspring-parent”	was	developed	by	Whalen	et	al.	in	[25]	(based	on	

the	work	by	Huisman	in	[26]).	The	parental	assignments	done	by	Whalen	et	al.	in	

[25]	had	overall	high	accuracy,	with	increasing	accuracy	with	increasing	number	of	

SNPs	and	genotype	by	sequence	(GBS)	coverage.	However,	the	rate	of	false	positives	

was	high	when	true	parents	were	excluded	from	the	dataset,	and	increasingly	so	
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when	the	number	of	loci	increased	towards	50	000,	well	beyond	what	can	be	

considered	as	a	set	of	independent	loci.	

The	other	method	of	parentage	assignment	is	by	exclusions.	Exclusions	are	

observed	deviations	from	Mendelian	laws	of	inheritance	between	offspring	and	

candidate	parent(s)	[12].	For	duos	of	a	single	parent	and	its	offspring,	opposite	

homozygotes	are	not	possible	by	laws	of	Mendelian	inheritance.	A	single	exclusion	is	

in	theory	enough	to	reject	a	parent	candidate	as	the	true	parent.	However,	

genotyping	errors	or	mutations	may	introduce	false	exclusions.	Because	of	this,	a	

threshold	on	the	number	of	allowed	exclusions	must	be	chosen,	where	any	

candidate	parent-offspring	pair	exceeding	this	threshold	is	rejected	as	a	true	parent-

offspring	duo.	The	threshold	on	the	number	of	exclusions	may	be	estimated	

empirically	by	using	sets	of	known	offspring-parent	duos,	or	by	simulation	[e.g.	27].	

Another	way	of	estimating	the	exclusion	threshold	is	by	plotting	the	number	of	

exclusions	for	the	three	most	likely	parent	candidates	of	each	offspring	when	at	

least	some	offspring	are	expected	to	have	one	or	both	parents	in	the	dataset.	In	this	

situation,	at	least	two	distinct	distributions	should	be	observed,	i.e.	one	where	the	

top	parent	candidate(s)	is/are	the	true	parent(s)	(few	exclusions)	and	one	or	more	

where	the	parent	candidates	are	false	(more	exclusions).	Thus,	the	exclusion	

threshold	is	estimated	to	be	somewhere	between	the	two	(hopefully	separated)	

distributions,	as	was	done	in	Paper	2.	The	expected	number	of	exclusions	between	

true	offspring-parent	pairs	is	dependent	not	only	on	genotyping	errors,	but	on	call-

rate	as	well.	For	any	reduction	in	call-rate,	the	number	of	expected	exclusions	

decreases	for	all	duos	of	offspring	and	parent.	Consequently,	it	is	useful	to	divide	the	

number	of	exclusions	by	the	number	of	called	genotypes,	i.e.	using	exclusion	ratios	

(ERs)	instead	of	number	of	exclusions	to	reject	false	duos	of	offspring	and	parent	

candidates:	

6" =
#89:2;<=3><
#:?22<

	

ER	was	used	in	place	of	exclusions	in	papers	1	and	2.		

Only	duos	of	parents	and	offspring	have	been	mentioned	so	far,	however	trios	of	

mother-father-offspring	are	also	possible	to	use	in	both	exclusion-	and	likelihood-
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based	parentage	assignments.	For	such	trios,	as	with	duos,	offspring	should	not	be	

oppositely	homozygous	to	any	of	its	parents.	In	addition,	offspring	where	both	

parents	are	the	same	homozygote	should	be	homozygous	for	the	same	allele,	while	

offspring	of	two	opposingly	homozygous	parents	should	be	heterozygous.	Any	

deviation	from	these	rules	results	in	an	exclusion.	Thus,	trios	contain	more	

information	than	duos	for	both	exclusion-	and	likelihood-based	parentage	

assignments.	Because	exclusion-based	methods	do	not	use	information	from	

heterozygous	parents,	likelihood-based	parentage	assignments	are	more	powerful	

than	exclusion-based	assignments.	However,	exclusion-based	assignments	are	

considered	more	easily	interpretable	compared	with	likelihood-based	assignments	

[e.g.	28].	A	key	difference	between	exclusion-	and	likelihood-based	parentage	

assignments	is	that	exclusions	are	summed	while	likelihoods	are	multiplied	across	

loci.	Factors	such	as	genotype	errors,	call	rates	and	relatedness	between	offspring	

and	candidate	parent(s)	affect	both	the	exclusion	sums	and	the	likelihood	products.	

However,	the	interpretation	of	the	likelihood-products	depends	on	the	model	used,	

and	especially	on	the	common	assumption	of	independence	between	markers,	while	

no	such	assumption	is	used	in	the	exclusion-based	assignment.	Thus,	when	using	

medium-	or	high-density	marker	panels	for	parentage	assignments,	exclusions	(or	

ERs)	are	commonly	used	due	to	the	complications	that	arise	for	dependent	markers	

[e.g.	29].	

Using	traditional	methods,	inbreeding	will	tend	to	increase	the	likelihoods	and	

decrease	the	number	of	exclusions	when	considering	close	non-parental	relatives	as	

candidate	parents.	For	example,	if	a	candidate	parent	is	an	uncle	or	aunt	of	an	

inbred	offspring.		

While	likelihood-	and	exclusion-based	methods	are	predominant	in	parentage	

assignments,	there	is	another	method	that	uses	linear	regression	of	the	offspring	

genotypes	on	the	parental	candidate	genotypes	[30].	Because	the	offspring	genotype	

is	expected	to	be	equal	to	the	average	of	the	two	parental	genotypes,	a	threshold	can	

be	used	for	the	linear	regression	slope	between	the	parental-	and	offspring	

genotypes	to	perform	parentage	assignment.	Such	a	threshold	has	to	be	chosen	

much	the	same	way	as	the	threshold	for	exclusion-based	assignment.	The	method	of	
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regressing	offspring	on	parental	genotypes	is	interesting,	but	as	it	is	relatively	new	

it	still	remains	unclear	if	it	can	challenge	likelihood-	or	especially	exclusion-based	

parentage	assignment	methods.	

5.1.3 Background on triploid salmon production 

Triploid	salmon	are	sterile,	and	therefore	they	are	used	by	the	aquaculture	industry	

to	limit	the	impact	of	escaped	farmed	salmon.	Triploid	farmed	salmon	are	produced	

by	pressurizing	newly	fertilized	salmon	eggs	to	prevent	the	second	polar	body	from	

leaving	the	secondary	oocyte	during	meiosis	[31,	32].	Thus,	a	pair-set	of	sister	

chromatids	are	passed	down	for	each	chromosome	from	the	mother	to	the	triploid	

offspring,	while	a	single	set	of	chromosomes	is	passed	down	from	the	father.	The	

sister	chromatids	passed	down	from	the	mother	are	identical	except	for	any	

recombinations	that	might	have	happened	during	the	prophase	of	the	meiosis	in	the	

mother.	

Even	though	genetic	introgression	of	farmed	triploid	salmon	alleles	into	wild	

populations	is	impossible	due	to	the	sterility	of	triploids,	some	may	still	escape	from	

sea	net	pens	and	migrate	into	rivers	[33].	Here,	the	escapees	may	cause	damage	to	

the	wild	salmon	spawning	grounds,	they	may	decrease	the	success	rate	of	spawning	

wild	salmon	by	taking	up	space	in	the	river,	or	triploid	males	may	even	initiate	

spawning	in	wild	diploid	females	[34].	Therefore,	it	is	important	to	also	being	able	

to	track	triploid	escapees,	e.g.	by	parentage	assignment.	However,	assigning	parents	

to	a	triploid	offspring	is	non-trivial	since	the	methods	of	genotype	calling	and	

parentage	assignment	of	diploids	do	not	apply	to	triploids	without	major	

modifications.	

Trait	differences	between	diploids	and	triploids	have	been	shown	to	exist	in	

salmonids	[35-37].	Parentage	analysis	has	been	done	by	Taylor	et	al.	by	use	of	

microsatellite	marker	genotypes	[38].	Prior	to	the	work	done	in	Paper	2,	there	has,	

to	my	knowledge,	been	no	work	done	which	directly	compares	the	quantitative	

genomics	of	different	ploidies	by	use	of	SNP	genotypes.	However,	the	differences	in	

trait	genetics	of	diploid	and	triploid	salmonids	has	been	analyzed	by	use	of	known	

families	[38-42]	or	by	use	of	transcriptomics	[43,	44].	To	be	able	to	study	the	
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differences	in	trait	genetics	between	diploids	and	triploids	using	SNPs,	a	method	for	

calling	SNP	genotypes	of	triploids	is	needed.	

5.1.4 Brief summary of some traditional prediction methods used in 

breeding 

Phenotypic	selection	

The	most	basic	way	of	selection	for	breeding	purposes	is	phenotypic	selection,	also	

called	mass	selection,	where	parents	for	the	next	generation	are	selected	using	own	

phenotype	only.	Phenotypic	selection	is	often	normally	based	on	traits	that	are	

easily	recorded	on	individual	breeding	candidates,	such	as	growth	[e.g.	45,	46,	47].	

Phenotypic	selection	has	been	done	for	thousands	of	years.	The	phenotype	is	a	

relatively	accurate	predictor	of	the	true	breeding	value	for	traits	of	high	heritability,	

while	the	accuracy	is	poor	with	low	heritabilities.	Furthermore,	phenotypic	

selection	is	also	restricted	to	traits	that	can	be	measured	on	individuals	that	can	

subsequently	be	used	as	breeders.	For	example,	resistance	against	specific	

infectious	diseases	is	typically	not	suited	for	phenotypic	selection.	

Pedigree-based	selection	

The	covariance	between	phenotypes	and	family	relatedness	can	be	used	to	increase	

the	accuracy	of	selection	compared	to	simply	using	the	phenotype	as	the	predicted	

breeding	value.	Training	data	that	include	known	half-	and	full-sib	groups	can	be	

phenotyped	to	accurately	predict	family-based	breeding	values	by	estimating	

family-	(or	dam-	and	sire-)	effects.	Family-based	breeding	values	enables	selection	

for	invasive	traits,	such	as	carcass	traits.	Henderson	formulated	the	mixed	model	

equations	(MME)	through	his	groundbreaking	papers	from	1953	[48]	and	1959	[49]	

(see	[50]	by	Searle	for	an	overview	of	Henderson’s	work).	Henderson’s	work	built	

on	the	work	done	by	Crump	[51,	52]	and	Eisenhart	[53].	This	work	allowed	joint	

estimation	and	prediction	of	fixed	and	random	effects,	respectively,	to	obtain	best	

linear	unbiased	predictions	(BLUP)	of	breeding	values,	using	the	pedigree	to	form	a	

random	covariance	structure.	Assuming	that	variance	components	are	known,	it	is	

possible	to	predict	breeding	values	despite	the	n	<	p	problem	where	there	are	more	

unknow	variables	than	observations.	Consequently,	breeding	experiments	designed	
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to	produce	equally	sized	half-	and/or	full	sib	groups	are	not	needed	to	predict	family	

breeding	values	as	long	as	there	is	a	pedigree	describing	the	numerator	relationship	

between	all	included	individuals.	It	can	be	noted	that	any	pedigree-based	method	

will	produce	identical	predicted	breeding	values	for	all	full-sibs	that	do	not	have	

phenotypes	or	phenotyped	offspring.	When	this	is	the	case,	within-family	genetic	

variation	is	not	captured,	limiting	the	maximum	obtainable	accuracy	to	~0.71	[54].	

Marker-assisted	selection	(MAS)	

SNPs	in	LD	with	Quantitative	trait	loci	(QTLs),	or	indeed	the	QTLs	themselves,	can	

be	used	to	select	individuals	in	a	breeding-	or	production	program.	Genome	wide	

association	studies	(GWAS)	can	be	used	to	identify	such	genetic	markers.	For	

example,	a	QTL	explaining	most	of	the	genetic	variance	in	infectious	pancreatic	

necrosis	(IPN)	in	Atlantic	salmon	was	found	by	Houston	et	al.	[55],	and,	in	parallel,	

found,	confirmed	and	fine-mapped	by	Moen	et	al.[56].	The	IPN	QTL	was	

subsequently	included	in	the	AquaGen	breeding	program	by	use	of	MAS.	Different	

methods	for	GWAS	can	be	used	depending	on	the	available	information.	For	

example,	for	high-density	SNP	data,	each	candidate	SNP	can	be	tested	for	

significance	by	including	it	as	a	fixed-	[e.g.	57]	or	random-	[e.g.	58,	59,	60]	effect	in	

the	model	and	adjusting	for	polygenic	effects.	Another	example	is	analysis	of	case-

only	data,	i.e.	where	genotyping	is	restricted	to	individuals	having	a	certain	

phenotypic	condition	(e.g.	mortalities	during	a	disease	outbreak)	and	their	parents.	

In	such	situations,	the	transmission	disequilibrium	test	(TDT)	can	be	used	to	test	for	

deviations	from	parental	expectation	in	Mendelian	inheritance	of	alleles	in	the	case-

individuals	[11].	

Integrating	MAS	into	a	breeding	program	in	combination	with	conventional	(e.g.	

genomic)	breeding	values	is	an	option	when	the	goal	is	to	obtain	changes	in	specific	

QTL	allele	frequencies	[61].	

Genomic	prediction	using	GBLUP	

The	genomic	best	linear	unbiased	prediction	(GBLUP)[62],	using	dense	genome-

wide	SNP	markers,	has	in	recent	years	been	increasingly	used	due	to	its	improved	

accuracy	compared	with	traditional	pedigree-based	BLUP	(described	above)	[e.g.	
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63,	64,	65].	GBLUP	also	provides	the	possibility	of	predicting	individual	genomic	

breeding	values	even	for	individuals	without	own	phenotypes	or	recorded	offspring.	

In	many	cases,	this	allows	individual	prediction	early	in	life,	e.g.	even	before	

phenotypes	are	available	for	offspring	or	even	siblings.	In	its	simplest	form,	genomic	

prediction	(as	GBLUP)	simply	replaces	the	pedigree	relationship	matrix	in	the	mixed	

model	equation	(MME)	system	with	a	genomic	relationship	matrix	(GRM).	The	GRM	

is	a	matrix	of	genomic	relationships	between	duos	of	all	genotyped	individuals	

estimated	using	e.g.	one	of	VanRaden’s	[66]	methods.	Thus,	GBLUP	uses	individual	

information	(within-	and	between	family	information),	as	opposed	to	regular	BLUP	

which	uses	pedigree	information.	The	general	model	used	in	GBLUP	is:	

@ = AB + D + E	

where	y	is	a	vector	of	phenotypes,	X	is	an	incidence	matrix	linking	the	fixed	effects	

with	the	phenotypes,	B	is	a	vector	of	fixed	effects,	D	~	H(I, J('K)	is	a	vector	of	

random	individual	effects	having	covariance	structure	G	(=GRM)	scaled	by	the	

genetic	variance	J('	and	E	~	H(I, J)'L)	is	a	vector	of	residuals	with	common	residual	

error	variance	J)'.		

SNP-BLUP	and	its	equivalence	with	GBLUP	

While	GBLUP	predicts	individual	effects	(i.e.	genomic	breeding	values),	a	non-

weighted	SNP-BLUP[67]	predicts	marker	effects	using	the	model:	

@ = AB +MN+ E	

where	y,	X,	B	and	E	are	as	above,	M	is	a	matrix	of	genotypes	adjusted	for	two	times	

the	allele	frequency	and	N	~	H(I, J*' L)	is	a	vector	of	marker	effects	where	each	

marker	effect	is	assumed	to	be	identically	and	independently	distributed,	and	J*' =

+!"
',´(/0,),	where	O	is	a	vector	of	allele	frequencies	and	J(

'	is	as	above.	In	2009,	

Goddard	[68]	and	Strandén	&	Garrick	[69]	showed	that	the	product	MN	is	in	reality	

D	from	the	section	above.	Thus:	

@ = AB +MN+ E = AB + D + E	

Consequently,	SNP-BLUP	and	GBLUP	are	equivalent	statistical	models.	
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There	are	numerous	methods	that	expand	on	SNP-BLUP	which	are	not	explored	in	

this	thesis,	such	as	Bayes	A,	Bayes	B,	Bayes	C,	Bayes	D,	Bayes	R,	LASSO	and	Elastic	

net	[67,	70-73].	

Aims	

The	main	aim	of	this	thesis	is	to	use	parental	genomic	information	to	optimize	

breeding	programs,	with	an	emphasis	on	aquaculture	breeding	programs.	Modern	

breeding	programs	have	many	facets.	Consequently,	the	aims	were	focused	into	

three	directions:	(1)	creating	a	novel	method	for	parentage	assignment	using,	at	its	

core,	genomic	relationships	which	are	widely	used	in	modern	breeding	programs	to	

see	if	improvements	from	current	parentage	assignment	methodology	could	be	

found,	(2)	developing	a	method	for	calling	genotypes	in	triploid	Atlantic	salmon	and	

assigning	diploids	parents	to	triploid	offspring	and	(3)	developing	a	method	for	

estimating	heritability	and	predicting	genomic	breeding	values	using	genotypes	

from	only	cases	and	their	parents.	Although	the	emphasis	was	on	aquaculture	

breeding	programs,	an	overall	aim	was	to	generalize	the	methods	such	that	they	

may	be	used	in	non-aquaculture	breeding	programs,	and	even	by	geneticists	not	

involved	in	breeding	at	all.	

In	the	following	I	describe	(1)	a	method	for	parentage	assignment	using	genomic	

relationship	likelihoods	(GRL),	(2)	genotype	calling	for	triploids	using	a	modified	

version	of	the	mixture	models	implemented	by	the	‘mclust’	R	package,	parentage	

assignment	using	triploid	offspring	genotypes	and	other	uses	of	triploid	genotypes	

and	(3)	estimation	of	heritability	and	prediction	of	genomic	breeding	values	using	a	

case-parental-control	model	coined	transmission	disequilibrium	genomic	prediction	

(TDGP).	The	latter	three	numbered	points	address	the	three	numbered	aims	in	the	

previous	paragraph,	respectively.	Perhaps	deviating	from	most	other	PhD	

introductions	is	the	extra	emphasis	put	on	the	future	perspectives,	where	I	try	to	

explore	possible	topics	to	expand	on	the	work	done	in	the	thesis.	Thus,	the	future	

perspectives	should	not	necessarily	be	interpreted	as	testable	hypotheses,	but	

rather	directions	of	interest	which	may	or	may	not	be	explored	in	the	future.	
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5.2 Methods 

5.2.1 Parentage assignment using Genomic Relationship Likelihood 

(GRL) 

In	Paper	1,	we	present	what	we	believe	is	a	novel	method	of	parentage	assignment	

using	genomic	relationship	likelihoods	(GRL).	The	GRL	method	does	not	assume	

independence	between	loci	as	it	uses	genomic	relationships	at	its	core	(see	Paper	1	

for	a	reflection	regarding	normality	of	genomic	relationships).	Thus,	the	use	of	GRL	

with	highly	dependent	markers	such	as	with	high-density	SNP	panels	or	even	whole	

genome	sequences	is	possible.	In	theory,	the	GRL	method	can	work	with	all	types	of	

genetic	data	which	can	be	used	to	estimate	relationships	between	individuals.	

However,	in	Paper	1	we	have	used	VanRaden’s	[66]	first	method	of	calculating	

realized	genomic	relationships	based	on	SNP	data,	i.e.	

P&2 =
∑ (Q&3 − 2S3)(Q23 − 2S3)
!
3

2∑ S3(1 − S3)!
3

	

where	P&2 	is	the	realized	genomic	relationship	between	individuals	=	and	U,	Q&3	and	

Q23	are	the	genotypes	(0,	1	or	2)	for	individuals	=	and	U	at	locus	V,	respectively	and	

S3	is	the	allele	frequency	at	locus	V.	The	VanRaden	realized	genomic	relationship	

has	been	embraced	by	the	scientific	community	through	the	use	of	genomic	

prediction	(GP)	or	genome-wide	association	studies	(GWAS),	[e.g.	74,	75,	76].	

However,	studies	of	parentage	assignment	using	VanRaden’s	genomic	relationships	

seems	scarce.	In	Paper	1,	we	formed	residuals	by	subtracting	realized	genomic	

relationships	by	their	expectations	given	a	trio	structure	of	an	offspring	with	two	

true	parents:	

84,4 = P4,4 − 6WP4,4|X$Y = P4,4 − W1 + 0.5P6#,6"Y	

84,6# = P4,6# − 6WP4,6#|X$Y = P4,6# − 0.5WP6#,6# + P6#,6"Y	

84,6" = P4,6" − 6WP4,6"|X$Y = P4,6" − 0.5WP6",6" + P6#,6"Y	

where	84,4,	84,6# 	and	84,6" 	are	the	residuals	for	offspring	to	offspring,	offspring	to	

first	parent	candidate	and	offspring	to	second	parent	candidate,	respectively,	while	

P4,4,	P4,6# ,	P4,6" ,	P6#,6# ,	P6",6" 	and	P6#,6" 	are	the	realized	genomic	relationships	between	
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offspring	and	itself,	offspring	and	first	candidate	parent,	offspring	and	second	

candidate	parent,	first	parent	candidate	with	itself,	second	parent	candidate	with	

itself	and	between	first	and	second	parent	candidates,	respectively.	Note	that	

6WP4,4|X$Y,	6WP4,6#|X$Y	and	6WP4,6"|X$Y	are	the	expected	genomic	relationships	

between	offspring	and	itself,	offspring	and	first	parent	candidate	and	offspring	and	

second	parent	candidate,	respectively,	conditional	that	$$	and	$'	are	the	true	

parents	of	+	(TP	stands	for	true	parents).	A	property	of	using	such	residuals	is	that	

inbreeding	is	accounted	for,	e.g.	if	two	full	siblings	are	mated,	the	relationship	their	

offspring	has	with	itself	is	expected	to	increase	by	half	the	realized	relationship	

between	the	parents.	

The	genomic	relationship	likelihood	(GRL)	is	calculated	for	each	trio	of	offspring	

and	two	parent	candidates:	

]"! = −
1
2
(E − ^)7_0$(E − ^)	

where	E	is	a	3x1	vector	of	residuals	84,4,	84,6# 	and	84,6" ,	and	^ = 6(E)	is	the	

expected	values	of	the	residuals.	Note	that	the	form	of	the	GRL	statistic	above	is	the	

same	as	the	exponent	in	the	multivariate	normal	distribution	function.	Δ]"! =

]"!$ − ]"!'	is	a	second	statistic	used	by	the	assignment	procedure	where	]"!$	

and	]"!'	are	the	highest	and	second	highest	GRL	values	achieved	for	an	offspring	

across	all	candidate	parent-offspring	trios,	respectively.	A	threshold	for	Δ]"!	is	set	

at	6.9,	which	implies	that	the	most	likely	parent-pair	should	be	at	least	1000(≈ 88.:)	

times	more	likely	than	the	second-most	likely	parent	pair,	see	Paper	1.	Then,	a	two-

step	approach	where	step	1	(the	allele	dropping	step)	provides	the	initial	estimates	

for	^,	_,	and	the	final	estimate	of	the	]"!$	threshold,	while	step	2	(the	iteration	

step)	updates	^	and	_	until	the	number	of	assignments	starts	to	decrease.	Thus,	the	

test	dataset	can	be	used	directly	to	estimate	the	^,	_	and	]"!$	parameters	while	

performing	the	parentage	assignments,	removing	the	need	to	have	a	separate	

training	dataset	for	estimation	purposes.	However,	using	the	estimated	parameters	

on	future	datasets	is	only	possible	under	the	assumption	that	the	future	datasets	

have	a	similar	genotype	error	rate	as	the	dataset	used	to	estimate	the	parameters	
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(see	Paper	1).	When	estimation	of	the	parameters	is	done	using	the	test	dataset,	the	

GRL	method	is	robust	for	genotype	error	rates	of	at	least	3%,	as	shown	in	Paper	1.	

5.2.2 Genotyping triploids 

For	any	kind	of	genotype-based	genetic	analysis	we	first	need	to	call	the	genotypes	

of	the	individuals.	At	the	moment,	Thermo	Fisher’s	software	for	calling	genotypes	

does	not	support	triploid	DNA.	However,	triploid	allele	signal	intensities	can	still	be	

produced	the	same	way	as	for	diploid	individuals.	At	least	one	method	of	calling	

genotypes	using	the	allele	signal	intensities	of	polyploid	organisms	exists	[77,	78].	

However,	we	chose	to	build	on	the	functionality	in	the	R	package	‘mclust’	[79],	to	

create,	to	the	best	of	my	knowledge,	a	novel	way	of	calling	genotypes.	The	choice	of	

using	mclust	was	due	to	our	familiarity	with	its	functionality	and	its	substantial	

documentation,	frequent	updates,	and	extensive	use.	The	Bayesian	information	

criterion	(BIC)	[80]	and	the	integrated	complete	likelihood	(ICL)	[81]	statistics	may	

be	used	for	model	selection.	The	BIC	statistic	penalizes	complex	models	to	adjust	for	

overfitting,	while	ICL,	in	addition,	penalizes	clusters	which	are	not	well	separated.	

High	quality	SNP	markers	are	expected	to	have	clear	cluster	separation,	

harmonizing	well	with	the	ICL	penalization.	When	looking	at	multiple	models	for	

each	marker,	we	found	that	ICL	was	a	suitable	statistic	for	identifying	the	optimum	

model	for	genotype	calling	(see	Paper	2).	In	addition,	marker	quality	was	assessed	

by:	

Δab! = ab!$ − ab!'	

where	ab!$	and	ab!'	is,	respectively,	the	highest	and	second	highest	ICL	values	

achieved	using	different	number	of	genotype	clusters	for	a	specific	marker.	

Intuitively,	having	a	low	Δab!	means	that	the	top	two	models	having	different	

number	of	clusters	are	of	similar	quality,	and	thus	genotype	calls	will	be	uncertain.	

Oppositely,	having	a	high	Δab!	indicates	that	the	top	model	is	much	more	likely	to	

model	the	correct	number	of	genotype	clusters.	

5.2.3 Parentage assignment in triploids 

Parentage	in	triploids	can	be	assigned	in	much	the	same	way	as	for	diploids	using	

exclusions	(see	Background).	However,	the	triploid	genotypes	do	not	only	allow	us	
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to	assign	parents	to	the	triploids,	but	also	allow	us	to	distinguish	between	mothers	

and	fathers	in	the	assignment.	This	is	due	to	the	fact	the	triploid	offspring,	for	each	

locus,	inherits	two	alleles	from	the	mother,	but	only	one	allele	from	the	father.	

Hence,	the	sex	of	each	parent	can	be	identified	directly	from	the	genotypes	without	

using	sex	markers.	This	is	done	by	looking	at	the	heterozygous	genotypes	in	the	

triploid	offspring:	for	an	offspring	having	genotype	“AAB”	the	true	mother	has	

necessarily	contributed	with	at	least	one	“A”-allele,	implying	that	the	maternal	

genotype	cannot	be	“BB”.	Likewise,	for	an	offspring	having	genotype	“ABB”,	the	

maternal	genotype	cannot	be	“AA”.	However,	for	the	same	triploid	genotypes,	the	

father	contributes	a	single	allele	to	its	offspring	and,	considering	a	duo	exclusion,	

can	have	any	genotype	without	violating	the	laws	of	Mendelian	inheritance.	Such	

“mother-specific	exclusions”	were	used	to	construct	exclusion	ratios	by	dividing	by	

the	number	of	calls	in	mother	and	offspring,	and	coined	“mother.ER”.	

5.2.4 Maternal recombination linkage map using triploid inheritance 

pattern 

The	pressure-induced	triploid	salmon	offspring	carry	two	sets	of	alleles	inherited	

from	their	mothers,	where	the	sets	of	alleles	are	sister	chromatids.	This	means	that,	

prior	to	crossover	during	meiosis,	the	alleles	are	identical,	i.e.	“AA”	or	“BB”.	

However,	if	recombination	with	the	homologous	chromosome	occurs,	part	of	the	

sister	chromatid	is	swapped	for	a	different	homologous	chromatid,	possibly	ending	

up	with	two	different	alleles,	i.e.	“AB”.	Thus,	for	triploid	offspring-mother-father	

trios	at	loci	where	the	father	is	homozygous	(“AA”	or	“BB”)	and	the	mother	is	

heterozygous	(“AB”)	the	maternal	inheritance	in	the	triploid	offspring	can	be	

deduced	to	be	either	“AA”,	“AB”	or	“BB”.	Inheritance	of	an	“AB”	maternal	genotype	

implies	that	a	maternal	recombination	event	has	occurred	somewhere	between	the	

centromere	and	the	locus	in	question	because	both	the	maternal	alleles	are	

represented.	If	yet	another	maternal	crossover	occurs	further	away	from	the	

centromere,	the	offspring	again	inherits	maternal	alleles	of	either	“AA”	or	“BB”.	
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5.2.5 Transmission disequilibrium genomic prediction (TDGP) 

Using	a	categorical	trait	when	predicting	breeding	values	with	SNP-BLUP/GBLUP	or	

family-based	methods	normally	involves	the	sampling	of	individuals	from	at	least	

two	levels	(e.g.	deceased	and	survivors).	These	levels	must	be	assigned	a	value	on	a	

discrete	scale	(e.g.	1	and	0,	respectively)[63,	82,	83].	If	there	are	exactly	two	levels,	

the	trait	is	called	binary.		

In	Paper	3	the	afflicted	(case)	individuals	are	given	phenotype	1,	while	the	non-

afflicted	(non-cases)	are	given	phenotype	0.	Consequently,	for	SNP-BLUP,	the	right-

hand	side	of	the	MME	reduces	to	be	a	function	of	the	difference	between	the	

expected	allele	frequencies	(i.e.	for	entire	offspring	group)	and	the	allele	frequencies	

observed	in	the	afflicted	group.	However,	there	are	situations	when	only	individuals	

from	a	single	level	of	a	categorical	trait	are	practical	to	sample,	e.g.	sampling	

deceased	individuals	from	a	disease	outbreak,	as	described	further	in	Paper	3.	A	

novel	case-parental-control	model	was	therefore	developed	which	allows	analysis	of	

traits	where	genotyping	is	restricted	to	case-individuals	and	their	parents.	This	

method	was	coined	Transmission	Disequilibrium	Genomic	Prediction	(TDGP).	TDGP	

can	be	said	to	be	the	genomic	prediction-equivalent	of	the	transmission	

disequilibrium	test	(TDT)[11].	As	with	TDT,	TDGP	uses	the	genotyped	case-	(e.g.	

afflicted)	individuals	and	their	(genotyped)	parents	to	identify	deviations	in	

observed	inherited	alleles	in	the	cases	from	what	is	expected	given	the	parental	

genotypes.	Consequently,	TDGP	requires	known	and	genotyped	parents.	With	this	

condition	satisfied,	genotyping	controls	(non-afflicted	individuals)	is	not	needed,	

thus	saving	the	cost	of	genotyping	these.		 	
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5.3 Discussion 

5.3.1 Assigning parents using GRL 

The	results	from	Paper	1	shows	that	the	GRL	method	has	significantly	higher	true-

positive-	and	true-negative	rate	when	using	medium/high-density	SNP	data	

compared	with	Colony2	[84],	which	assumes	independence	of	the	loci.	GRL	has	very	

similar	results	compared	with	the	exclusion-based	approach	used	in	Paper	1.	

However,	the	GRL	parameter	estimation	procedure	was	used	to	estimate	the	proper	

ER	threshold	for	rejecting	a	candidate	trio,	which	capitalizes	on	the	GRL	method’s	

ability	to	estimate	parameters	using	the	test	dataset.	When	using	an	ER	threshold	

estimated	from	a	dataset	with	3%	genotyping	errors	on	a	dataset	with	1%	

genotyping	errors,	the	exclusion-based	method	had	a	small	increase	in	false	

assignments.	However,	under	the	same	circumstances,	the	GRL	method	chose	to	not	

assign	any	trios.	Thus,	when	doing	a	parentage	assignment	and	not	performing	

training	on	the	test	dataset,	a	decision	has	to	be	made	whether	a	small	(but	

unknown)	increase	in	assignment	error	is	acceptable,	or	if	all	trios	should	rather	be	

rejected.	In	situations	where	training	can	be	performed	on	the	test	dataset,	i.e.	the	

test	dataset	contains	a	sufficient	number	of	true	(but	unknown)	offspring-mother-

father	trios,	the	GRL	method	has	an	accuracy	near	100%.	

Existence	of	clones	is	a	particular	problem	with	respect	to	parentage	assignment.	

Ordinary	exclusion-based	methods	will	not	be	able	to	distinguish	between	a	true	

parent	and	a	clone	of	the	offspring	because	none	of	their	true	genotypes	will	inflict	

exclusions	when	compared	with	the	“offspring”.	In	contrast,	GRL	is	able	to	

distinguish	between	clones	and	true	parents,	as	the	relationship	between	the	

offspring	and	the	clonal	parent	candidate	will	deviate	from	expectation	(i.e.	

increasing	the	genomic	residual).	For	example,	if	a	non-inbred	clone	is	inserted	as	

the	first	parent,	the	genomic	relationship	between	offspring	and	the	“parent”	will	be	

P4,6# ≈ 1,	while	the	relationship	between	the	“parent”	and	itself	and	offspring	and	

itself	are	both	P6#,6# = P4,4 ≈ 1.	Consequently,	the	residual	between	offspring	and	

parent	(assuming	no	relatedness	between	offspring/p1	and	p2,	i.e.	P6#,6" = P4,6" ≈ 0)	

is	84,6# = P4,6# − 0.5WP6#,6# + P6#,6"Y ≈ 1 − 0.5(1 + 0) = 0.5 ≫ 0.	Thus,	the	residual	is	

inflated,	resulting	in	a	(very)	poor	GRL	value.	
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Future	perspective	–	duo	parentage	assignment	using	GRL:	

In	this	thesis,	parentage	assignment	using	GRL	has	been	restricted	to	situations	

where	genotypes	of	both	mother	and	father	are	available.	However,	it	is	

theoretically	possible	to	use	a	GRL-based	approach	to	perform	parentage	

assignment	of	duos	of	an	offspring	and	a	single	parent	using	the	relationship	

between	the	parent	candidate	and	the	offspring.	We	know	that	(using	the	notation	

from	above):	

6WP4,4|X$Y = 1 + 0.5P6#,6" 	

The	higher	the	relationship	between	the	parents,	the	more	inbred	their	offspring	is	

expected	to	be.	By	replacing	6WP4,4|X$Y	by	the	realized	P4,4	we	can	estimate	

P6#,6"(the	relationship	between	the	two	parents)	as:	

0.5P6#,6" = 6WP4,4|X$Y − 1	

⇒ P̂6#,6" = 2WP4,4 − 1Y	

where	WP4,4 − 1Y	is	the	realized	inbreeding	level	of	the	offspring.	Note	that	P̂6#,6"is	an	

estimate	for	the	relationship	between	the	true	parents	of	the	offspring	based	on	the	

offspring’s	own	genotype	and	does	not	depend	on	any	specific	parent	candidate(s).		

We	also	know	from	above	that	6WP4,6#|X$Y = 0.5(P6#,6# + P6#,6").	By	substituting	

P̂6#,6" 	into	the	latter	expression	we	get:	

84,6# = P4,6# − 6WP4,6#|X$, P6#,6" = P̂6#,6"Y = P4,6# − 0.5WP6#,6# + P̂6#,6"Y

= P4,6# − 0.5 fP6#,6# + 2WP4,4 − 1Yg = P4,6# − W0.5P6#,6# + P4,4 − 1Y	

Note	that,	using	duo	GRL,	there	is	no	way	to	separate	full-sibs	from	true	parents	

except	for	rare	cases	where	either	the	offspring	or	the	true	parent	are	severely	

inbred.	Still,	full-sibs	inserted	as	candidate	parents	will	be	excluded	with	the	duo	

exclusion	method.	A	clone	of	the	offspring	will	not	be	assigned	as	a	parent	using	duo	

GRL,	while	it	will	not	be	excluded	as	a	parent	using	duo	exclusions.	Consequently,	

using	both	duo	exclusion	and	duo	GRL	for	parentage	assignment	may	increase	the	

overall	assignment	accuracy.	Neither	duo	exclusions	nor	GRL	(except	in	rare	

inbreeding	cases)	can	identify	who	is	the	offspring	and	who	is	the	parent	when	
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generation	for	the	individuals	is	unknown.	Duo	parentage	assignment	based	on	GRL	

deserves	further	investigation.	

5.3.2 Calling genotypes in triploids 

Loci	having	a	large	Δab!	tend	to	have	fewer	uncalled	genotypes	(NoCalls)	and	lower	

ER,	i.e.	fewer	Mendelian	exclusions,	between	offspring	and	assigned	parents	(see	

Paper	2).	Genotypes	were	called	for	diploids	as	well	as	triploids	to	compare	the	

method	in	Paper	2	with	Affymetrix	Power	Tools	(APT),	the	(Thermo	Fisher)	

proprietary	software	used	for	calling	genotypes	in	diploids.	The	results	show	that	

the	method	in	Paper	2	needs	to	filter	out	~7,500	SNPs	by	using	the	Δab!	statistics	to	

obtain	similar	ER	as	when	using	APT	for	genotype	calling	in	diploids.	However,	the	

method	in	Paper	2	is	useable	both	for	diploids	and	triploids,	and	it	could	easily	be	

modified	to	call	genotypes	for	polyploids	as	well.	

Future	perspective	-	Can	ICL	be	used	by	the	EM	algorithm	to	improve	genotype	

calling	accuracy?	

The	“mclust”	R	package	[79]	uses	the	expectation-maximization	(EM)	algorithm	[85]	

to	estimate	parameters	for	Gaussian	finite	mixture	models.	For	each	model	that	is	

tested,	the	EM	algorithm	iterates	towards	a	local	maximum	likelihood	estimate	of	

the	model	parameters,	which	is	hopefully	the	global	maximum.	When	all	defined	

models	have	achieved	such	parameter	estimates,	the	models	are	penalized	by	the	

number	of	parameters	using	BIC	and	by	(lack	of)	cluster	separation	using	ICL	[81].	

Then,	the	model	having	the	highest	(log)	likelihood	after	penalization	may	be	

assumed	to	be	the	correct	model.	However,	the	chosen	model	might	be	misdirected	

by	outliers	or	noise	in	the	data	that	contributes	to	the	EM	algorithm	getting	stuck	

with	poor	local	maximum	likelihood	estimates.	It	would	be	interesting	to	see	if	

incorporating	the	ICL	penalization	directly	into	the	EM	algorithm	would	increase	the	

genotyping	accuracy.	Thus,	each	iteration	likelihood	can	perhaps	be	replaced	with	

an	iteration	score	which	includes	the	ICL	penalization,	or	the	use	the	ICL	

penalization	directly.	

Future	perspective	-	Quantitative	trait	differences	of	diploids	and	triploids:	

Triploid	and	diploid	individuals	have	previously	been	compared	using	family	

information	(see	“Background	on	triploid	salmon	production”	above).	However,	



	

27	

comparing	the	same	trait,	e.g.	growth,	in	diploids	and	triploids	using	medium-	or	

high-density	SNP	genotypes	has	to	my	knowledge	never	been	done	before	

publication	of	Paper	2.	Kjøglum	et	al.	[86]	used	genotyped	diploid	and	triploid	

individuals,	where	the	triploid	genotypes	were	called	using	the	results	from	Paper	2,	

to	show	that	growth	in	Atlantic	salmon	was	likely	the	same	genetic	trait	for	diploids	

and	triploids.	Kjøglum	et	al.	[86]	points	out	that	adjusting	for	the	difference	in	allele	

inheritance	from	sire	and	dam,	and	for	the	covariance	of	the	alleles	inherited	

maternally,	makes	triploid	quantitative	genetics	less	trivial	than	indicated	in	other	

studies	[e.g.	38,	40].	Even	though	growth	genetics	may	be	largely	the	same	for	

diploid	and	triploid	Atlantic	salmon,	it	is	not	necessarily	so	for	other	traits,	or	in	

other	species.	

Future	perspective	-	Can	triploids	be	used	to	investigate	dominance?	

Since	triploids	have	three	alleles,	the	assumption	of	additivity	of	allele	effects,	often	

used	by	genomic	selection	methods,	may	perhaps	be	more	precisely	investigated	by	

using	triploids	compared	with	using	diploids,	since	there	are	more	possible	

genotypes	and	thus	more	interaction	terms	between	different	genotypes.	Estimation	

of	allele	dominance	may	be	dependent	on	the	environment.	For	example,	for	IPN	

disease	in	salmon,	the	favorable	allele	for	reduced	mortality	in	the	challenge	test	

was	deemed	largely	dominant,	however	the	authors	stated	that	the	dominance	may	

be	subject	to	the	environmental	pathogen	dose	[87].	Thus,	having	an	additional	

allele	could	be	beneficial	when	making	inferences	as	to	the	degree	of	dominance	

displayed	in	one	or	multiple	different	environments.		

Future	perspective	-	Single	QTL	effect	differences	in	triploids	and	diploids:	

When	performing	a	genome	wide	association	study	(GWAS),	the	intention	is	to	

estimate	an	allele	substitution	effect,	and	identify	its	significance,	for	a	genetic	

marker,	e.g.	a	SNP.	The	method	may	adjust	for	effects	not	related	to	the	marker	such	

as	e.g.	sex,	location	or	relatedness	among	individuals.	It	would	be	interesting	to	

investigate	if	the	triploid	genotype	“AAA”	for	a	known	QTL	would	have	a	different	

effect	compared	with	the	diploid	genotype	“AA”	due	to	the	additional	“A”	allele.	

Similarly,	comparing	triploid-	(“AAB”	and	“ABB”)	with	diploid	(“AB”)	heterozygotes	

to	investigate	the	possible	ploidy-effect	of	heterozygosity.	If	an	allele	substitution	



28	

effect	is	truly	and	observably	additive	relative	to	diploids,	and	the	trait	is	the	same	

for	diploids	and	triploids,	the	addition	of	a	third	allele	in	the	triploids	should	

increase	the	genetic	variance.	If	this	is	the	case,	then	perhaps	GWAS-es	using	

triploids	can	be	more	powerful	when	contrasting	opposing	genotypes	“AAA”	versus	

“BBB”	than	when	using	diploids	and	contrasting	“AA”	versus	“BB”.	

5.3.3 Assigning parents to triploids 

After	a	strict	marker	quality	filtering,	13	906	SNPs	were	retained	from	a	total	of	

56	177	for	use	with	parentage	assignment	in	Paper	2.	Out	of	379	triploid	offspring,	

all	were	assigned	at	least	one	parent	and	304	were	assigned	both	parents.	Lacking	

assignments	were	likely	due	to	some	of	the	parents	being	absent	from	the	candidate	

parent	dataset.	The	assignment	of	mothers	and	the	maternal	recombination	linkage	

map	both	indicate	a	highly	accurate	parentage	assignment,	see	below.	

5.3.4 Assigning mothers to triploids 

When	the	maternal	assignments	were	compared	with	the	general	parentage	

assignment,	no	mothers	were	found	to	be	assigned	as	fathers,	or	vice	versa.	Out	of	

the	304	triploid	offspring	that	were	assigned	both	parents,	all	were	assigned	a	

mother	and	a	father	(i.e.	none	were	assigned	two	apparent	mothers	or	two	apparent	

fathers).	Out	of	the	75	triploid	offspring	that	were	assigned	a	single	parent,	14	were	

assigned	a	mother	and	61	were	assigned	a	father.	All	assigned	parents	were	

consistent	with	regards	to	sex.	These	results	indicate	that	triploid	parentage	

assignment	was	accurate,	and	the	sex	of	each	parent	was	accurately	predicted.		

5.3.5 Maternal recombination linkage map using triploid inheritance 

pattern 

The	rate	of	maternal	crossovers	observed	in	triploid	offspring	were	estimated	by	

the	fraction	of	maternally	inherited	heterozygous	alleles,	see	Methods	and	Paper	2.	

The	linkage	map	shown	in	Paper	2	coincides	well	with	the	findings	of	Lien	et	al.	in	

[88],	and	serves	as	a	validation	of	both	the	parental-	and	maternal	assignments	

which	were	both	necessary	for	this	analysis.	

Future	perspective	-	Differences	in	triploid	genetic	variance	due	to	distance	between	

QTLs	and	centromeres:	
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The	two	maternally	inherited	alleles	in	triploids	are	identical	sister	chromatids	

except	for	any	crossovers	that	might	have	occurred.	In	Paper	2	we	found	that	the	

chance	of	observing	a	maternal	crossover	near	the	centromere	is	low.	The	chance	of	

observing	a	maternal	crossover	seems	to	increase	from	~0%	to	~100%	when	

moving	away	from	the	centromere	along	the	chromosome.	Generally,	a	second	

crossover	seems	not	to	occur	except	for	in	the	larger	chromosomes,	indicating	

crossover	interference.	This	means	that	the	triploid	offspring	should,	generally,	be	

more	homozygous	around	the	centromere	and	more	heterozygous	further	away	

from	the	centromere.	Consequently,	traits	controlled	mainly	by	genes	close	to	the	

centromere	in	triploids	may	have	increased	genetic	variation	compared	with	traits	

mainly	controlled	by	genes	further	away	from	the	centromere.	However,	this	is	only	

true	if	the	causal	variants	of	the	traits	adhere	to	allele	additivity	relative	to	the	

diploids.	For	example,	a	QTL	genotype	of	“AAA”	in	triploids	would	then	be	expected	

to	give	a	more	extreme	effect	than	“AA”	in	diploids.	There	are	two	hypotheses	to	

investigate:	1.	if	the	genetic	variance	in	triploids	deviates	from	what	is	expected	if	

the	trait	adheres	to	allele	additivity	relative	to	the	diploids,	adjusted	for	crossover	

rate,	and	2.	whether	the	allele	substitution	effects	are	the	same	in	triploids	and	

diploids.	

	

Future	perspective	-	What	can	we	learn	by	studying	the	allele	inheritance	pattern	

between	induced	triploids	and	their	mothers?	

Imputing	SNP	genotypes	can	be	done	by	building	a	haplotype	library	and	identifying	

which	haplotypes	are	inherited	by	the	offspring	from	each	parent,	including	any	

possible	crossovers	that	might	have	occurred	during	parental	meiosis	[89].	

However,	the	haplotype	library	and	parental-	and	offspring	haplotype	prediction	

might	contain	errors.	Using	induced	triploids,	the	maternal	crossovers	can	be	

identified	directly	from	the	genotypes	for	markers	where	the	father	is	homozygous,	

and	the	mother	is	heterozygous.	This	information	may	be	used	to	predict	both	

maternal	and	triploid	offspring	haplotypes,	and	thus	increasing	phasing	accuracy.	In	

addition,	if	triploids	are	already	induced	and	genotyped,	as	they	were	in	Paper	2,	

this	facilitates	investigations	into	individual	female	(maternal)	variation	in	

recombination	rate.	
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5.3.6 Transmission disequilibrium genomic prediction (TDGP) 

From	Paper	3,	TDGP	seems	to	work	best	when	the	population	is	large	and	the	case	

incidence	is	low,	i.e.	a	sizeable	number	of	cases	despite	low	incidence.	This	is	likely	

due	to	the	cases	being	phenotypically,	and	thus	likely	also	genetically,	more	extreme	

with	regards	to	the	trait	in	question.	Such	extreme	cases	are	more	likely	to	be	

enriched	for	alleles	that	increase	the	probability	of	becoming	a	case.	

TDGP	performs	genomic	predictions	using	within-family	information	only.	The	

predicted	marker	effect	from	TDGP	depends	on	whether	a	systematic	deviation	

from	neutral	inheritance	is	observed	within	all	families	for	a	marker	due	to	LD	with	

QTLs	affecting	risk.	In	comparison,	ordinary	SNP-BLUP	(or	equivalently	GBLUP)	

uses	both	within-	and	between-family	information	(see	Paper	3	and	[e.g.	90]),	i.e.	

SNP	effects	may	not	only	capture	markers	in	LD	with	QTLs,	but	also	polygenic	family	

differences.	Consequently,	accuracy	of	SNP-BLUP	is	expected	to	decline	if	applied	to	

individuals	being	distantly	related	to	the	training	population.	Because	the	TDGP	

marker	effects	depend	on	LD	between	their	associated	markers	and	causative	QTLs,	

the	predictive	ability	is	not	expected	to	decline	with	decreasing	relationship	in	the	

same	fashion	as	for	SNP-BLUP.	

In	practical	use	of	TDGP,	genomic	assignment	of	parents	to	offspring	is	highly	

recommended	to	ensure	that	offspring	genotypes	are	matched	with	correct	parental	

genotypes.	

Future	perspective	–	Using	TDGP	with	high-density	SNP	chips	or	whole	genome	

sequencing:	

Ordinary	SNP-BLUP	uses	SNP	markers	to	fit	QTLs	affecting	the	trait	(using	markers	

in	LD	with	the	QTLs)	as	well	as	polygenic	family	effects,	using	markers	to	capture	

the	relationship	structure	in	the	population.	In	contrast,	TDGP	does	not	attempt	to	

capture	the	relationship	structure	of	the	population	but	rather	uses	markers	solely	

to	fit	QTL	effects	based	on	markers	in	LD	with	the	QTLs.	Thus,	one	may	hypothesize	

that	increasing	the	density	of	SNPs	may	increase	accuracy	of	TDGP,	as	the	QTLs	will	

be	more	likely	to	have	markers	in	close	LD.	However,	this	is	not	supported	by	the	

results	of	this	thesis.	Figure	1	shows	that	the	accuracy	of	TDGP	asymptotes	at	an	
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accuracy	of	0.70-0.75	at	around	15	000	SNPs	across	a	genome	of	30	chromosomes	

(1	Morgan/chromosome,	see	Paper	3	for	more	detailed	information).	This	

asymptote	is	regardless	of	whether	QTLs	are	included	among	the	SNPs	or	not.	

	

Figure	1:	Mean	accuracy	of	TDGP	for	SNP	densities	between	30	and	61,440.	The	red	and	blue	lines	indicate	

mean	accuracy	when	QTLs	are	included	and	not	included,	respectively,	among	the	SNPs	used	to	perform	the	

analysis.	The	three	column-wise	facets	are	from	the	same	populations	used	in	Paper	3.	Briefly,	mean	

accuracies	for	the	individuals	included	in	the	training	set	and	their	sibs	(left),	mean	accuracies	for	half-sibs	

of	the	training	population	(middle)	and	mean	accuracies	for	a	validation	population	distantly	related	with	

the	training	population	(right).	The	trait	is	binary	with	5%	case	incidence	and	100	000	individuals	in	total.	

Five	replications	were	done	to	calculate	the	mean	±	SE	of	the	accuracies	for	each	set	of	SNPs.	Accuracies	are	
calculated	as	the	correlation	between	predicted-	and	true	genomic	breeding	value.	

As	shown	in	Figure	1,	increasing	the	number	of	SNPs	when	the	QTLs	are	already	

included	on	the	SNP	chip	reduces	the	accuracy.	Although	TDGP	uses	LD-based	

information,	all	SNPs	are	a	priori	assumed	to	explain	a	fraction	of	the	genetic	

variance,	as	with	ordinary	SNP-BLUP.	Thus,	adding	more	SNPs	to	the	analysis	in	

addition	to	the	causative	QTLs	implicitly	means	that	the	actual	QTLs	a	priori	are	

assumed	to	explain	a	smaller	fraction	of	the	genetic	variance.	The	results	from	

Figure	1	indicate	that,	in	the	given	simulation,	the	highest	accuracy	can	be	achieved	

by	having	just	the	QTLs	in	the	dataset.	Consequently,	for	dense	markers,	combining	

TDGP	with	SNP	selection	algorithms	may	increase	the	theoretically	highest	

obtainable	accuracy	above	what	is	achieved	by	using	only	TDGP.	In	addition,	
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increasing	the	number	of	training	individuals	should	further	increase	the	obtainable	

accuracy.	

Using	within-	and	between	family	information	in	the	same	model	to	obtain	

increased	accuracy:	

The	SNP-BLUP	method,	through	equivalence	with	GBLUP,	deems	both	within-	and	

between	family	information	equally	important,	and	thus	both	sources	of	information	

are	implicitly	given	equal	weights.	As	discussed	in	Paper	3,	TDGP	uses	only	within-

family	information,	which	is	based	on	LD	between	SNPs	on	the	SNP	chip	and	QTLs	

which	might	or	might	not	be	on	the	SNP	chip.	

Assume,	for	a	moment,	a	scenario	where	we	create	a	SNP	chip	where	none	of	the	

SNPs	are	in	LD	with	any	QTLs	of	a	complex	trait.	In	this	unlikely	scenario,	the	TDGP	

method	would	not	be	expected	to	achieve	any	accuracy.	However,	SNP-BLUP	could	

achieve	higher	accuracy	than	the	pedigree-based	accuracy	by	(indirectly)	taking	the	

genomic	relationships	between	individuals	into	account,	which	can	be	estimated	

using	the	SNPs	having	no	LD	with	the	QTLs.	The	latter	point	is	supported	by	

Ødegård	et	al.	[91],	Tsai	et	al.	[92]	and	Correa	et	al.	[93]	who	all	achieved	

approximately	the	same	or	significantly	better	than	the	pedigree-accuracy	when	

using	GBLUP	with	0.5K-1K	markers.	When	so	few	markers	are	used	(<	1K),	much	or	

all	of	the	LD	with	QTLs	may	be	lost.	

Imagine	instead	a	second	scenario	where	we	make	a	SNP	chip	consisting	of	all	the	

true	QTLs	for	the	same	trait	as	above,	in	addition	to	having	SNPs	which	are	not	in	LD	

with	any	QTLs.	In	this	scenario,	the	TDGP	method	could,	in	theory,	predict	all	QTL	

effects	correctly.	However,	TDGP	would	still	not	achieve	100%	accuracy	as	genetic	

variance	is,	a	priori,	assumed	to	be	distributed	over	all	SNPs,	potentially	giving	the	

non-QTL	SNPs	some	apparent	effect	(see	Figure	1).	The	SNP-BLUP	method	uses	

both	LD-based-	and	family-based	information.	Thus,	in	a	scenario	where	all	QTLs	

are	among	the	SNPs	on	the	chip,	SNPs	that	are	not	in	LD	with	any	QTLs	may	still	

separate	good	families	from	bad	ones.	Consequently,	these	“family”	SNP	markers	

can	achieve	a	marker	effect	estimate	which	accurately	serves	to	predict	good	and	

bad	families	in	the	current	data	material.	Because	of	this,	SNP-BLUP	can	work	even	

without	having	any	LD	with	true	QTLs.	However,	the	“family”	SNP	effects	will	fail	to	
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predict	more	distant	families	who	were	not	part	of	the	marker	effect	estimate.	The	

“family”	marker	effects	may	be	the	very	reason	that	stops	SNP-BLUP	from	achieving	

100%	accuracy	when	the	true	QTLs	are	included	on	the	SNP	chip.	

Let	us	assume	a	third,	more	likely,	scenario	where	some	of	the	SNPs	are	in	LD	with	

some	of	the	QTLs,	and	perhaps	some	QTLs	are	even	found	on	the	SNP	chip,	i.e.	a	

combination	of	the	two	preceding	scenarios.	In	such	a	scenario,	not	all	QTLs	are	in	

LD	with	SNPs	on	the	chip,	and	some	QTLs	may	only	be	partly	in	LD	with	the	SNPs,	

thus	the	TDGP	method	will	not	be	able	to	predict	effects	for	all	QTLs.	Due	to	

relatedness	between	individuals,	the	SNP-BLUP	method	can	achieve	higher	accuracy	

than	TDGP	through	collinearities	between	SNPs	which	explains	relatedness	between	

families.	However,	such	false	SNP	effects	results	in	poor	predictions	of	genomic	

breeding	value	for	individuals	with	low	relatedness	with	the	training	population,	as	

shown	in	Paper	3.	Thus,	perhaps	a	weighing	factor	for	within-	vs.	between-family	

information	can	be	used	to	increase	the	overall	accuracy	for	both	highly-	and	lowly	

related	individuals.	This	idea	comes	as	a	result	of	discussions	with	Jørgen	Ødegård.	

Such	a	weighing	factor	could	be	estimated	using	cross	validation,	where	the	

estimate	used	is	the	one	that	achieves	the	lowest	root	mean	squared	error	of	

prediction	(RMSEP).	From	Paper	3:	

h = i−
1
2
(j; + j<)i=	

where	h	is	the	offspring	genotype	matrix	centered	by	mean	parental	genotypes,	i	

and	i>	are	the	genotype	matrices	(with	values	0,	1	and	2)	for	offspring	and	parents,	

respectively	and		j;	and	j<	are	appropriate	incidence	matrices	connecting	offspring	

with	their	sires	and	dams,	respectively	(see	Paper	3).	Using	ordinary	SNP-BLUP,	M	

rather	than	k	is	used,	where	M	is	a	genotype	matrix	centered	by	allele	frequencies	

rather	than	by	mean	parental	genotypes.	The	adjusted	genotypes	in	M	contains	both	

within-	and	between-family	information,	while	k	only	contains	within-family	

information.	Consequently:	

l = M− k =
1
2
(j; + j<)m=	



34	

where	l	is	a	matrix	of	genotypes	adjusted	so	they	contain	only	between-family	

information,	j;	and	j<	are	the	incidence	matrixes	linking	offspring	genotypes	with	

sire	and	dam	genotypes,	respectively,	and		m=	are	the	parent	genotypes	adjusted	for	

two	times	the	parental	allele	frequencies.	An	ordinary	SNP-BLUP	model	(see	

Introduction)	can	thus	be	written	as:	

@ = AB +MN+ E = AB + (l + k)N + E	

From	the	above	equation	we	see	that	from	using	MN = (l + k)N,	the	within-	and	

between-family	information	is	equally	weighted.	However,	as	questioned	above,	this	

may	perhaps	not	produce	the	most	accurate	breeding	values.	To	investigate	this	

further,	a	model	which	weights	the	within-	and	between-family	information	can	be	

used:	

@ = AB + (nl + (2 − n)k)N + E	

where	n	is	a	weighing	factor	between	0	and	2	for	within-	and	between-family	

information.	In	the	above	model,	n = 0	means	only	within-family	information	is	

used	(i.e.	as	with	TDGP),	n = 2	means	only	between-family	information	is	used	and	

n = 1	means	equal	weighing	of	within-	and	between-family	information	(i.e.	as	with	

SNP-BLUP).	

Another	model,	suggested	by	Jørgen	Ødegård,	is:	

@ = AB +lN? + kN@ + E	

where	the	change	from	above	is	that	separate	SNP	effects	are	predicted	using	

between-	(N?	SNP	effects)	and	within-	(N@	SNP	effects)	family	information.	The	

latter	model	allows	SNPs	in	LD	with	QTLs	to	achieve	higher	relative	SNP	effect	

predictions	in	N@	compared	with	those	in	N? ,	while	the	opposite	may	be	true	if	

there	is	no	LD	between	QTLs	and	certain	SNPs.	Additionally,	the	SNPs	in	LD	with	

QTL	also	contribute	to	the	between-family	information	through	genomic	

relationships,	and	thus	will	necessarily	achieve	some	positive	effect	prediction	

relative	to	how	it	explains	the	relatedness	in	the	dataset.	

The	above	models	deserve	further	investigations.	
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5.4 Conclusion 

In	this	thesis,	three	methods	are	suggested	for	aiding	in	the	following	fields	of	study:	

parentage	assignment,	triploid	genotyping	and	estimation	of	heritabilities	and	

prediction	of	genomic	breeding	values	using	genotypes	from	just	cases	and	their	

parents.	To	the	best	of	the	knowledge	of	the	authors	of	the	papers,	all	three	methods	

are	novel.	The	methods	from	papers	1	and	3,	i.e.	parentage	assignment	and	TDGP,	

respectively,	may	be	applied	for	the	benefit	of	almost	any	modern	breeding	program	

which	uses	high-density	SNP	genotypes	to	perform	selection	of	breeding	candidates.	

The	triploid	genotype	calling	method	developed	in	Paper	2	may	be	used	to	assist	

breeding	programs	when	the	species	allows	for	triploidy,	such	as	in	aquaculture.	
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Using genomic relationship likelihood 
for parentage assignment
Kim E. Grashei1,2*, Jørgen Ødegård1,2 and Theo H. E. Meuwissen2

Abstract 
Background: Parentage assignment is usually based on a limited number of unlinked, independent genomic 
markers (microsatellites, low-density single nucleotide polymorphisms (SNPs), etc.). Classical methods for parentage 
assignment are exclusion-based (i.e. based on loci that violate Mendelian inheritance) or likelihood-based, assuming 
independent inheritance of loci. For true parent–offspring relations, genotyping errors cause apparent violations of 
Mendelian inheritance. Thus, the maximum proportion of such violations must be determined, which is complicated 
by variable call- and genotype error rates among loci and individuals. Recently, genotyping using high-density SNP 
chips has become available at lower cost and is increasingly used in genetics research and breeding programs. How-
ever, dense SNPs are not independently inherited, violating the assumptions of the likelihood-based methods. Hence, 
parentage assignment usually assumes a maximum proportion of exclusions, or applies likelihood-based methods 
on a smaller subset of independent markers. Our aim was to develop a fast and accurate trio parentage assignment 
method for dense SNP data without prior genotyping error- or call rate knowledge among loci and individuals. This 
genomic relationship likelihood (GRL) method infers parentage by using genomic relationships, which are typically 
used in genomic prediction models.

Results: Using 50 simulated datasets with 53,427 to 55,517 SNPs, genotyping error rates of 1–3% and call rates 
of ~ 80 to 98%, GRL was found to be fast and highly (~ 99%) accurate for parentage assignment. An iterative approach 
was developed for training using the evaluation data, giving similar accuracy. For comparison, we used the Colony2 
software that assigns parentage and sibship simultaneously to increase the power of the likelihood-based method 
and found that it has considerably lower accuracy than GRL. We also compared GRL with an exclusion-based method 
in which one of the parameters was estimated using GRL assignments.This method was slightly more accurate than 
GRL.

Conclusions: We show that GRL is a fast and accurate method of parentage assignment that can use dense, non-
independent SNPs, with variable call rates and unknown genotyping error rates. By offering an alternative way of 
assigning parents, GRL is also suitable for estimating the expected proportion of inconsistent parent–offspring geno-
types for exclusion-based models.

© The Author(s) 2018. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License 
(http://creat iveco mmons .org/licen ses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, 
provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, 
and indicate if changes were made. The Creative Commons Public Domain Dedication waiver (http://creat iveco mmons .org/
publi cdoma in/zero/1.0/) applies to the data made available in this article, unless otherwise stated.

Background
In the field of animal genetics, low-density single nucleo-
tide polymorphisms (SNPs), microsatellites, and ampli-
fied fragment length polymorphisms (AFLP) have long 
been the preferred types of genomic data for parent-
age assignment due to their low cost [1–3]. In prac-
tice, the foundation of parentage assignment rests on 

exclusion- and likelihood-based methods [4]. Exclu-
sion-based methods rely on their ability to exclude false 
parent–offspring combinations when the offspring’s can-
didate parents’ genotypes violate Mendel’s laws. "ese 
methods are often used due to their ease of interpreta-
tion, but the number of expected exclusions depends 
on allele frequencies in the population and on genotype 
call rates and error rates [5]. Exclusion-based methods 
also require more loci than likelihood-based methods 
since only genotypes with Mendelian inconsistencies 
are used [6]. Likelihood-based methods often calculate 
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the likelihood ratio (LR) of the genotype of the offspring, 
which is the probability of the offspring’s genotype given 
the genotypes of the candidate parents, relative to the 
probability of observing the genotype in the population 
by chance. "e LR statistic effectively gives more weight 
to rare alleles. Different loci are typically assumed inde-
pendent, such that total LR is multiplied over all loci. 
Likelihood-based methods have higher power than 
exclusion-based methods, but their interpretation is 
more complicated. Both likelihood- and exclusion-based 
models usually assume known and homogenous geno-
type error rates and independent loci, and do not account 
for variation in genotype call rates [5, 7, 8], which are all 
important assumptions when working with high-density 
SNP data. For dense SNP chip data, the assumption of 
independent inheritance among loci is not realistic (i.e., 
alleles are inherited on large DNA segments), which may 
lead to inflated LR values when using conventional likeli-
hood-based methods.

Parentage can also be assigned and tested by using 
realized genomic relationships. "e interrelationship 
between parents governs the expected inbreeding in off-
spring, as well as parent–offspring relationships. Real-
ized genomic relationships assess the average genomic 
similarity across loci and do not assume independ-
ence of the loci. Increasing the number of markers in 
the calculations, increases the precision of the genomic 
relationships. Our aim was to study whether genomic 
relationships can be used to perform computationally 
fast and accurate parentage testing with high-density 
SNP data.

Methods
Residual genomic relationships
Estimates of genomic relationships require large numbers 
of loci [9], and their expectation is proportional to the 
genetic covariance between individuals. "e proposed 
method for parentage testing is developed for trio par-
entage testing, i.e. using a single offspring and two paren-
tal candidates. "e method uses genomic relationships 
estimated by VanRaden’s first method [10], in which the 
genomic relationship between two individuals is calcu-
lated as follows:

where rij is the genomic relationship between individu-
als i and j , mit and mjt are the genotypes (coded 0, 1 or 
2 for the alternative homozygous, the heterozygous, and 
the homozygous reference genotypes, respectively) for 

(1)rij =

∑c
t=1 (mit − 2pt)

(

mjt − 2pt
)

2
∑c

t=1 pt(1− pt)
,

individuals i and j at locus t , pt is the allele frequency in 
the population at locus t , and c is the number of loci (i.e. 
SNPs). Genomic relationships can be calculated even for 
extremely dense genomic data (even up to full sequence), 
and do not assume independence of the loci. Figure  1 
shows the relationships in a trio consisting of an offspring 
and two (candidate) parents.

We used Eq. (1) to estimate the genomic interrelation-
ships between parents and offspring, i.e., the relationship 
of the offspring with itself ( rO,O ), relationships of the two 
parent candidates with themselves ( rP1,P1 and rP2,P2 ), rela-
tionships of the offspring with both parent candidates 
( rO,P1 and rO,P2 ), and relationships between the parent 
candidates ( rP1,P2 ), see Fig. 1.

Expected genomic relationships of an offspring with its 
true parents (TP) are [11]:

In other words, the relationship of an offspring with a 
parent is the average of the genomic relationship of the 
parent with itself and the relationship between the two 
parents. "e expected relationship of the offspring with 
itself is [12]:

E
(

rO,P1|TP
)

= 0.5
(

rP1,P1 + rP1,P2
)

,

E
(

rO,P2|TP
)

= 0.5
(

rP2,P2 + rP1,P2
)

.

Fig. 1 A trio of offspring (O), first parent (P1) and second parent (P2). 
The variables near the arrows indicate genetic relationships between 
individuals, while the variables over P1 and P2, and below O, are the 
individuals’ genetic relationships to themselves, respectively. Sexes 
are included in the figure but are not used by the GRL method
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where 0.5rP1,P2 is the expected inbreeding coefficient of 
the offspring. "ree residual relationships are defined 
as differences between actual and expected genomic 
relationships:

Inbreeding is accounted for when using the above 
residuals, as well as the direction of the relationships. For 
example, using the offspring as a candidate parent, and/
or using a true parent as the offspring, will result in large 
residuals, i.e., realized relationships that deviate substan-
tially from the expectations of a true parent–offspring 
trio.

Genomic relationship likelihood (GRL)
"e above residual relationships are used to calculate a 
genomic relationship log-likelihood using a multivariate 
normal density function, assuming:

where e =





eO,P1

eO,P2

eO,O



 and µ =





µ1

µ2

µ3



 is a vector of the 

overall means for the residuals for true parent–offspring 
trios. In the absence of genotyping errors, the residuals 
are expected to be approximately normally distributed 
around zero ( e ∼ N (0,!) , see [Additional file  1: Figure 
S1]. "e central limit theorem states that the sum of 
many independently and identically distributed variates 
will be approximately normally distributed. "e variates 
in Eq. (1) may be considered as originating from a com-
mon (albeit unknown) distribution, but not all are inde-
pendent (i.e., the effective number of loci is lower than 
the actual number of loci). Still, given a substantial num-
ber of loci distributed over the entire genome (i.e., most 
of the loci are indeed independent), genomic relation-
ships (summed over all variates) are still likely to 
approach a normal distribution (see [13], "eorem 27.4). 
Plotting the residual relationships for true parent–off-
spring trios revealed that they were approximately nor-
mally distributed [see Additional file 1: Figures S1, S2 and 
S3].

Since genotyping errors can occur in real data (and the 
expected residual relationship may thus deviate from 0), 
parameters of the distribution of residual relationships 

E
(

rO,O|TP
)

= 1+ 0.5rP1,P2,

eO,P1 = rO,P1 − E
(

rO,P1|TP
)

,

eO,P2 = rO,P2 − E
(

rO,P2|TP
)

,

eO,O = rO,O − E
(

rO,O|TP
)

.

e ∼ N (µ,!),

were estimated using an iterative method (see Section 
“Estimation of model parameters” below). Matrix ! is the 
3 × 3 (co)variance matrix of the three residual variates in 
true parent–offspring trios and was also estimated using 
the iterative method. "e genomic relationship likelihood 
(GRL) was defined as:

which is proportional to the natural logarithm of a mul-
tivariate normal density function. Based on (iteratively 
assigned) parent–offspring trios, a threshold for accepta-
ble GRL values can be defined. In this study, we assumed 
that a parent–offspring trio had to have a GRL value that 
was within the highest 99% of the known parent–off-
spring GRL values, thus accepting a false negative rate of 
1%.

Di!erence between the top two trios ( !GRL)
To reduce the false positive rate and increase the true 
negative rate, the value of !GRL was also assessed based 
on:

where GRL1 (GRL2) is the (second) highest GRL value 
achieved for an offspring across all candidate parent–off-
spring trios. "is is analogous to the Δ statistic used in 
Marshall et al. [7], with more details in Appendix 1.

In datasets where both parents of an offspring are 
present and no other relatives are available, !GRL will 
typically be very high, since no other realistic trio exists. 
When other close relatives of the offspring are included 
among the candidate parents, !GRL may be lower due 
the potential existence of multiple “likely” false par-
ent candidates, e.g. uncles, aunts, grandparents, siblings 
or descendants of the offspring. High relatedness to the 
offspring alone is not sufficient to obtain a high value for 
GRL2 since the method accounts for interrelationships of 
the whole trio. For example, if the parent candidates con-
sist of one true parent and one full-sib of the offspring, 
interrelationships of the trio will typically be inconsistent 
because of the high relationship between the two paren-
tal candidates, although the relationships of the offspring 
with itself and with the parent candidates may be “nor-
mal” (these should be elevated if the relationship among 
the two parent candidates is high). In cases where a par-
ent is missing but many other close relatives of the off-
spring are present, GRL1 can, in rare cases, exceed the 
threshold for GRL1-values, but then !GRL will typically 
be low, since multiple highly-related candidate parents 
are present. "us, thresholds for assignment must be set 
for both GRL1 and !GRL.

GRL = −
1

2
(e− µ)′!−1(e− µ),

!GRL = GRL1 − GRL2,



Page 4 of 11Grashei et al. Genet Sel Evol  (2018) 50:26 

Estimation of model parameters
Estimation of the GRL-parameters, i.e. µ , ! and the GRL 
threshold, is undertaken with an iterative method which 
is briefly described below. "e !GRL threshold was set to 
6.9, which implies that the best parent pair should be at 
least 1000 (= e6.9) times more likely than the second-best 
parent pair. See Section  2 in Additional file  2: for more 
details.

Step 1: allele dropping
Random matings between individuals from the dataset 
are performed in silico to produce simulated offspring. 
For simplicity, all loci are assumed to be inherited inde-
pendently. "e simulated trios are then used to obtain 
initial estimates of the GRL parameters. A smaller subset 
of the loci may be used in this step.

Step 2: assignment iteration
Trios are initially assigned using the GRL method based 
on the parameters estimated in Step 1. "e method relies 
on the presence of true trios (albeit unknown) in the 
data. Parameters µ and ! are then re-estimated using the 
newly assigned trios from evaluation data, and then used 
as the basis of the next assignment iteration. Iteration 
stops when the number of assignments is smaller than in 
the previous iteration. "us, the GRL training procedure 
iteratively assigns trios while (re-)estimating the GRL-
parameters until no more trios can be assigned. See Sec-
tion 1 in Additional file 2: for more information about the 
training procedure."e parameter estimates obtained in 
the second-to-last iteration are considered optimal. To 
limit the number of plausible trios to test, only individu-
als with a relationship larger than 0.25 with an offspring 
were considered as potential parents, i.e. rO,P1 > 0.25 and 
rO,P2 > 0.25 . "e GRL threshold is not re-estimated in 
this step.

When pre-defined parameter estimates are used, the 
assignment process starts without estimating parame-
ters. "is is equivalent to running only the second-to-last 
iteration of Step 2.

Simulation study
A simulation study was conducted to investigate the 
strengths and weaknesses of the GRL method. QMSim 
[14] was used to produce simulated datasets. "e ini-
tial size of the historical population was set to 500 and 
remained constant for 5000 generations to achieve muta-
tion/drift equilibrium. In generation 5001, the population 
size was reduced to 300, of which 100 were males and 
200 were females. Twenty chromosomes were simulated, 
each 1 Morgan long, and the number of SNPs was set 
such that approximately 54,000 SNPs (53,427 to 55,517) 

with a minor allele frequency higher than 0.05 existed 
in the population. "e SNP mutation rate was set to 
0.00003, assuming a recurrent mutation model (i.e. only 
two possible alleles exist). After the historical population, 
a recent population was simulated over five generations, 
with 1000 individuals per generation (5000 individuals 
in total). "ese were produced by random mating of 100 
sires and 200 dams per generation, with one sire mated 
with two dams and each mating resulting in five recorded 
offspring. Of these, the last two generations were used in 
the parentage assignment tests. Fifty repetitions of the 
QMSim simulations were performed to produce 50 data-
sets. Genotype errors (1 and 3%) and call rates (80–100%) 
were added using a custom script written in the Python 
programming language, allowing both erroneous and 
missing genotypes among individuals, see Section  2 in 
Additional file 2: for more information.

"e GRL method was programmed in the C++ pro-
gramming language that emphasizes parallel processing. 
"e program was run in a Linux cluster environment 
using multiple CPU. Tests were run using the training 
procedure on all (evaluation) datasets. In addition, pre-
estimated parameters were obtained from some of the 
runs with training. "e datasets were not divided into 
offspring and parents, and thus all true offspring and 
parents had the potential to be assigned parents both 
correctly (offspring only) and incorrectly (parents and 
offspring).

"ere are three possible outcomes of the assignment 
process: (1) ‘Correct’, meaning correct assignment of true 
parents to the unknown offspring (parents must be pre-
sent), (2) ‘Incorrect’, meaning wrong candidate parents 
were assigned and (3) ‘No-assign’, meaning no assign-
ment was made. "ese were quantified for each analysis.

Comparison with a conventional likelihood-based method
To compare GRL with other methods, we analyzed five 
of the simulated datasets, arbitrarily chosen from all 50 
datasets, by using the Colony2 software V2.0.6.3 [15]. 
Colony2 uses a likelihood-based method that jointly 
assigns both sibship and parentage based on a simulated 
annealing process [16, 17]. "is increases the assignment 
power compared to methods that use a single unknown 
individual (the offspring) and one or two candidate par-
ents. Colony2 was run using a 1% genotype error (true 
and assumed). In addition, the following settings were 
chosen: (1) do not update allele frequencies, (2) assume 
no inbreeding, (3) no sibship scaling, (4) no sibship prior, 
(5) short run length, (6) use the pairwise likelihood score 
(PLS) and (7) allelic dropout rate set to zero for all mark-
ers. "e ‘ParentPairs’-file produced by Colony2 was used 
to check accuracy of assignments. Any assignments for 
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which mother, father or both were missing, or for which 
the assignment probability reported by Colony2 was less 
than 0.5, were categorized as a “No-assign”. Suggested 
parent pairs with at least one incorrect parent were cat-
egorized as “Incorrect” assignments and pairs with both 
parent candidates correct were categorized as “Correct” 
assignments.

Comparison with an exclusion-based method: the binomial 
exclusion method
We developed an exclusion-based method in which one 
of the parameters was estimated using GRL-assigned 
trios using custom scripts written in the R programming 
language. Exclusion ratios (ER) for the GRL-assigned 
trios were calculated as the ratio of the number of exclu-
sions for a trio and the number of loci for which all three 
individuals in the trio had called genotypes. We used a 
binomial distribution as a basis for the new assignments, 
i.e. E ∼ Bin(n, p) , where E is the number of trio exclu-
sions, n (number of trials) is the number of calls for the 
trio, and p (success probability) is the median ER from 
the GRL assigned trios.

To limit the number of trios for binomial exclusion 
assignment, we used the same parent–offspring genomic 
relationship threshold that we used for the GRL assign-
ments, i.e. rO,P1 > 0.25 and rO,P2 > 0.25 . Assignment was 
done in a similar manner as with GRL, using both a con-
fidence cutoff and a !-score. For more information, see 
Section 3 in Additional file 2:. We refer to this method as 
the binomial exclusion method (BEM) in the text.

Results
Assignment results using Colony2 are shown in Fig.  2, 
and the analogous GRL- and BEM results are shown in 
Figs. 3 and 4. "e most noticeable differences in results 
between GRL- and BEM are shown in Figs. 5 and 6. Here, 
both methods used training estimates from a dataset 
with a 3% genotype error, while the true error was 1%. 
Results that were similar between GRL and BEM are 
shown in Figures S4, S5, S6, S7, S8, S9, S10 and S11 [see 
Additional file 3: Figures S4, S5, S6, S7, S8, S9, S10 and 
S11]. In Figures S4 (GRL) and S5 (BEM), parameters were 
pre-estimated at a 3% genotype error (true and assumed). 
Figures  S6 (GRL) and S7 (BEM) show the results for a 
true error of 3% and an assumed error of 1%. Figures S8 
(GRL) and S9 (BEM) show the results for training with 
a 1% error rate, and Figures  S10 (GRL) and S11 (BEM) 
for training with a 3% error rate. Total results over all 
datasets are shown in Table  S1 [see Additional file  4: 
Table S1].

"e Colony2 software was tested using a 1% true 
genotype error rate (assumed and true). When parents 
are available, Colony2 had a correct assignment rate of 

22.4%, a no-assign rate of 75.4% and an incorrect assign-
ment rate of 2.2%. For individuals without parents, the 
incorrect assignment rate climbed to 14.7% and the (cor-
rect) no-assign rate climbs to 85.3% (see Fig. 2).

Figures  3 and 4 show the comparison between GRL 
and BEM when parameter estimates from an arbitrar-
ily chosen dataset were used. When parents were avail-
able in the dataset and the genotype error rate (true 
and assumed) was 1%, using GRL resulted in 99.5% of 
the individuals being correctly assigned both parents 
(Fig.  3), while 99.9% were assigned correctly with the 
(GRL-trained) BEM (Fig. 4). In both cases, no individuals 
with parents in the dataset were assigned incorrect par-
ent pairs. When parents were not available, the incorrect 
assignment rate for GRL climbed to 0.01% for both 1% 
and 3% genotype error rates (Fig. 3 and Additional file 3: 
Figure S4).

"e most notable difference in results between GRL 
and BEM was found for a true genotype error rate of 
1% when parameter estimates were from a dataset with 
a 3% error rate (Figs. 5 and 6). Here, GRL did not assign 
any trios. However, BEM assigned all trios correctly 
when parents were available, but incorrectly assigned 
1.0% of the trios when parents were not available. 
When the true and assumed genotype error rates were 
reversed (i.e. a true error rate of 3% and an incorrectly 
assumed error rate of 1%), neither method assigned any 

Fig. 2 Assignment results from Colony2 for individuals with (left 
panel) and without (right panel) available parents in the dataset. 
Results from five simulated datasets are averaged. The true and 
assumed genotype error rate was 1% for all datasets
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trios, while the GRL method incorrectly assigned 0.02% 
trios, both when parents were available and when they 
were missing [see Additional file 3: Figures S6 and S7] 
and [see Additional file 4: Table S1].

An alternative to assuming a set of predefined param-
eters is to estimate these by using the evaluation data 
directly. Averaged results for each dataset are shown 
in Figures  S8 and S9 [see Additional file  3: Figures  S8 
and S9] (1% genotype error) and in Figures S10 and S11 
[see Additional file  3: Figures  S10 and S11] (3% geno-
type error). "ese results are very similar to the results 
shown in Figs.  3 and 4 (1% true and assumed error 
rates), and Figures S4 and S5 [see Additional file 3: Fig-
ures S4 and S5] (3% true and assumed error rates).

Discussion
Parentage assignment is mostly performed using likeli-
hood-based models with microsatellites [2, 7], low-den-
sity SNPs [1] or exclusion-based models [18]. However, 
assignments methods often impose idealized assump-
tions, such as known age, generation and gender of all 
individuals, a limited number of known parental can-
didates, independent markers, little or no inbreeding, 
no stratification of the population or sample, no biased 

sampling of individuals, Hardy–Weinberg equilibrium 
(HWE) and little or no variation in genotype error or call 
rates within and between samples. For GRL and BEM, 
we perfomed assignments with unknown age, genera-
tion and gender, with no assumption as to independence 
of markers, HWE, inbreeding, family size or family com-
position, and with dense (SNP) markers, closely related 
individuals and varying genotype error and call rate. 
Colony2 assumes HWE, independent markers and no 
inbreeding.

GRL
Residual relationships were approximately normally dis-
tributed even when genotype errors were present [see 
Additional file  1: Figures  S2 and S3], but with different 
expectations compared to genomic data without geno-
type errors [see Additional file 1: Figure S1].

It did not appear to be a problem that the parent and 
offspring generations were unknown when using GRL 
and BEM. High accuracies were achieved, although indi-
viduals had numerous close relatives that were eligible as 
parent candidates, such as the true parents, full- and half-
sibs, own offspring, uncles/aunts and nieces/nephews. 
Similar results were obtained when the genotype error was 
increased to 3%, which was used to show that the GRL and 
BEM work even when the genotype error rate has quite 
extreme values. "ese properties may be useful for popula-
tions with large sibling groups, such as in fish, poultry or 
pigs, when generations cannot be clearly differentiated, or 
when the genotype error or call rates vary a lot.

A strength of the GRL training procedure is that no ref-
erence dataset with known pedigree is required for train-
ing and that the training is only partly done by simulation 
(allele-dropping). As long as there is a sufficient number 
of true (but unknown) trios present for assignment, the 
training can proceed. "e method requires a pre-defined 
!GRL threshold (i.e. the minimum acceptable value). 
"e !GRL is (the log of ) the odds for correct assign-
ment, given that the correct trio is among the two best 
trios (this is nearly always the case if true parents are pre-
sent). In this study, the threshold was set to 6.9, i.e., the 
best trio should be at least  e6.9 = 1000 times more likely 
than the second-best trio. Relaxing this assumption will 
increase both the true and false positive assignment rates 
of the model, while setting a stricter threshold will have 
the opposite effect.

In some cases, the iterative training method may fail 
because the initial iteration results in no assignments. 
"is may be caused by two factors: (1) the number of loci 
used in the allele-dropping simulation step may be set 
too high (giving too idealized parent–offspring relation-
ships compared with evaluation data), or (2) there are no 

Fig. 3 Assignment results using GRL at a 1% genotype error rate 
(true and assumed) for individuals with (left panel) and without (right 
panel) available parents in the dataset. Results from 50 simulated 
datasets are averaged. Parameters were pre-estimated using one 
arbitrarily chosen dataset with a 1% genotype error
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true trios present in the evaluation dataset. If reducing 
the number of SNPs used in the allele-dropping step does 
not start the iteration process, the latter may be the case. 
During training, there is no need to estimate or assume a 
genotype error rate with the GRL method, as long as the 
training procedure is done using the evaluation dataset.

Exclusion using parent–offspring duos (i.e. offspring 
and a single candidate parent) or trios is a relatively sim-
ple method for parentage assignment, by identifying 
incorrect parents by genotypes that violate the laws of 
Mendelian inheritance (“exclusion genotypes”). "e GRL 
method is a fundamentally different approach and can be 
used to estimate exclusion-based parameters in true par-
ent–offspring trios (assigned by GRL). Assignment of a 
single parent to an offspring is also possible using a simi-
lar method as for trios, but this was not explored in this 
study. "e training-based GRL has the advantage that it 
requires no prior assumption with respect to genotype 
error rate or expected number of exclusions.

Binomial exclusion method
Estimation of the p-parameter for the BEM was 
done using trios that were assigned using GRL. An 

alternative to using GRL-assignments is using a train-
ing dataset with genotyped trios and known pedigree. 
Such a training dataset would need to have a similar 
genotype error rate as the evaluation dataset since hav-
ing a discrepancy between the true and assumed geno-
type error rate could lead to decreased accuracy [see 
Additional file 4: Table S1]. Since pedigree information 
is not always reliable, we prefer to use GRL assignments 
(preferably using a relatively big dataset) for parameter 
estimation.

Comparing GRL and the binomial exclusion method 
with Colony2
"e GRL and BEM resulted in much more accurate 
assignments of parents than Colony2. Parameters for 
Colony2 were chosen to minimize running time, so 
assignment accuracy may be improved by adjusting the 
parameters, but at the expense of time and/or comput-
ing resources required to perform the analysis. Colony2 
incorrectly assumes that marker loci are independently 
distributed, while GRL and BEM do not. "is is likely the 
main reason for the poor results obtained with Colony2 
on these relatively dense marker datasets.

Comparing GRL with the binomial exclusion method
Using BEM resulted in a slightly higher accuracy than 
GRL when the genotype error assumption was correct, or 
when GRL-parameters were estimated using the evalua-
tion data (Figs.  3 and 4) and [see Additional file  3: Fig-
ures  S4, S5, S8 and S9]. However, when pre-estimated 
model parameters are used, assuming a too high geno-
type error rate will lead to some false assignments with 
BEM (Fig. 6), and assignment failure for the GRL method 
(Fig. 5). "us, GRL can be used when it is crucial to mini-
mize the false-positive rate. Assuming a too low genotype 
error rate resulted in both methods failing to correctly 
assign any trios, but GRL had a small fraction (0.016%) 
of false assignments while BEM did not [see Additional 
file 4: Table S1]. Although the success parameter (p, see 
Methods) of BEM was estimated using already GRL-
assigned trios, the results indicate that the two methods 
are somewhat complementary and can be used together 
to increase overall assignment accuracy.

When the assumed genotype error rate was correct 
(Figs. 3 and 4) and [see Additional file 3: Figures S4 and 
S5] or when the evaluation dataset was used to estimate 
parameters [see Additional file 3: Figures S8, S9, S10 and 
S11], nearly all the individuals were assigned correctly 
and there were hardly any false assignments with either 
method. "us, parameters should be estimated using the 
available data whenever possible, which should be the 
case in most situations.

Fig. 4 Assignment results using BEM at a 1% genotype error rate 
(true and assumed) for individuals with (left panel) and without (right 
panel) available parents in the dataset. Results from 50 simulated 
datasets are averaged. Parameters were pre-estimated using the 
GRL-assignments from one arbitrarily chosen dataset with a 1% 
genotype error
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Using GRL with clones or duplicated DNA
A possible novel use for the GRL method is analysis of 
genomic data that contain possibly duplicated genomes 
(e.g., by sampling of clones in plants or monozygotic 
twins in animals, or by duplicated sampling of DNA 
from the same individual). Using traditional likeli-
hood-based or exclusion-based methods, duplicated 
samples/clones should be removed prior to the analy-
sis, as these may be assigned as their own parents. For 
the GRL method, duplication of offspring genotypes is 
not a problem since GRL looks at patterns in parent–
offspring relationships rather than the likelihood of 
each single genotype. For example, if clones of a non-
inbred offspring are inserted as one or both putative 
parents, the GRL method would expect the offspring 
to be highly inbred, which will not match the observed 
relationship of the offspring with itself, and thus yields 
a low GRL value. However, duplication of parental gen-
otypes will inevitably lead to assignment failure, since 
two or more trios will appear equally likely.

Conclusions
"e GRL method is a promising trio parentage assign-
ment method which is well suited to perform parentage 
assignment with high accuracy on high-density SNP 

datasets. GRL can be applied with success on data-
sets with high and/or unknown genotype error rates, 
highly dependent marker loci, closely-related individu-
als, inbreeding and in some cases clones. Estimation of 
the GRL parameters can be done without having a pre-
existing reference dataset with known parent–offspring 
trio combinations. In addition, GRL can be used for 
training of exclusion-based methods.

Fig. 5 Assignment results using GRL for a 1% true genotyping error 
rate but using parameter estimates from a dataset with 3% genotype 
errors. Individuals with (left panel) and without (right panel) available 
parents are present in the dataset. Results from 50 simulated datasets 
are averaged

Fig. 6 Assignment results using BEM for a 1% true genotyping error 
rate but using parameter estimates using GRL-assignments from a 
dataset with 3% genotype errors. Individuals with (left panel) and 
without (right panel) available parents are present in the dataset. 
Results from 50 simulated datasets are averaged

Additional !les

Additonal #le 1: Figures S1, S2 and S3. Residual relationships plotted 
for all true trios from the 50 datasets. This file contains three figures 
(Figures S1, S2 and S3). Residual densities for offspring to itself (top panel), 
offspring to real mother (mid panel) and offspring to real father (bottom 
panel) are shown as a continuous line in all Figs. 50,000 values were 
sampled from the normal distribution using the means and variances of 
the residuals as parameters, shown as a dashed line in each panel. Figure 
S1 shows results in which there is no genotype error or call rate variance, 
Figure S2 in which there is 1% genotype error and a ~ 80 to 100% call rate 
and Figure S3 in which there is a 3% genotype error and a ~ 80 to 100% 
call rate.

Additonal #le 2. Supplementary material. This file contains three sections 
with extended information about the GRL training procedure, call rate 
and genotype error simulation, and the binomial exclusion method (BEM), 
respectively.

https://doi.org/10.1186/s12711-018-0397-7
https://doi.org/10.1186/s12711-018-0397-7
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Appendix
Mathematical foundation for the GRL method
In this article, only the hypothesis of true parents is 
used for the GRL method:

We assume x ∼ N (µ,!) where x is the vector of 
residual genomic relationships, i.e. it holds the residual 
values for trio assignments. We define x1 as being the 
most probable trio, while x2 is the second most prob-
able trio, that is P(x1|H1) ≥ P(x2|H1).

"e difference !GRL = GRL1 −GRL2 , where GRL1 
and GRL2 refer to the best and the second best trio 
candidates, respectively, can be shown to be identical 
to the natural logarithm of the probability of observing 
x1 given H1 divided by the probability of observing x2 
given H1 . Since x is assumed to be normally distributed, 
the multivariate normal probability density function 
used is:

where x is the 3 × 1 vector of genomic residuals, µ is 3x1 
vector of expected residuals and ! is the 3x3 covariance 
matrix. If we define L1L2 = f (x1|H1)

f (x2|H1)
 (i.e. how many times 

more likely is x1 given H1 compared to x2 given H1 ), we 
find that:

If we take the natural logarithm of this ratio we get:

"e above formula shows that !GRL has a logarithmic 
point probability ratio expectation. We can compare this 

H1 : Both candidate parents are the true parents of the child.

f (x|H1) =
1

√

(2π)3|Σ |
e−

1
2 (x−µ)′Σ−1(x−µ),

f (x1|H1)

f (x2|H1)
=

1√
(2π)3|"|

e−
1
2
(x1−µ)′!−1(x1−µ)

1√
(2π)3|"|

e−
1
2
(x2−µ)′!−1(x2−µ)

=
e−

1
2
(x1−µ)′!−1(x1−µ)

e−
1
2
(x2−µ)′!−1(x2−µ)

.

ln

[

f (x1|H1)

f (x2|H1)

]

= ln

[

e−
1
2
(x1−µ)′!−1(x1−µ)

e−
1
2
(x2−µ)′!−1(x2−µ)

]

= ln

(

e−
1
2
(x1−µ)′Σ−1(x1−µ)

)

− ln

(

e−
1
2
(x2−µ)′Σ−1(x2−µ)

)

= −
1

2
(x1 − µ)′!−1(x1 − µ)

−−
(

−
1

2
(x2 − µ)′!−1(x2 − µ)

)

= GRL1 −GRL2 = !GRL.

Additonal #le 3: Figures S4, S5, S6, S7, S8, S9, S10 and S11. Assign-
ment results using GRL or BEM for individuals with (left panel) and without 
(right panel) available parents in the dataset. This file contains eight 
figures in which assignment results from 50 simulated datasets are aver-
aged. Parameters were pre-estimated using one arbitrarily chosen dataset 
in Figures S4, S5, S6 and S7, while training was performed on each evalua-
tion dataset in Figures S8, S9, S10 and S11. Figures S4, S6, S8 and S10 show 
results using GRL, while Figures S5, S7, S9 and S11 show results using BEM. 
Figures S4 and S5 show results when there is a 3% genotype error (true 
and assumed), Figures S6 and S7 have pre-esimated parameters from a 
dataset with a 1% genotype error, while the (true) evaluation genotype 
error is 3%. Figures S8, S9, S10 and S11 use training on each evaluation 
dataset, both at 1% (Figures S8 and S9) and 3% (Figures S10 and S11) 
genotype errors. In all figures, the call rates are ~ 80 to 100%.

Additonal #le 4: Table S1. Summary table of total number of correct, 
incorrect and non-assigned trios with or without parents and genotype 
errors for all 50 datasets. Genotype error: either 1% or 3%, and with 
assumption of genotype error in parenthesis (only applicable for models 
that are pre-trained). Available parents: all individuals with parents avail-
able for assignment in the dataset (Yes) or where all parents are missing 
(No). Correct: Number of correctly assigned individuals over all 50 datasets 
(only applicable when parents are available). Incorrect: Number of incor-
rectly assigned individuals over all 50 datasets. No-assign: Number of 
individuals that could not be assigned parents over all 50 datasets.

https://doi.org/10.1186/s12711-018-0397-7
https://doi.org/10.1186/s12711-018-0397-7
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to the !Marshall test statistic which is defined as in [7], 
that is:

where H2 is defined as:

LOD1 is defined to be the LOD-score of the most likely 
trio, while  LOD2 is the second most likely trio. "en:

Both P(data|H1) and P(data|H2) can be written as 
follows:

where Pt
(

gC |gF , gM ,H1
)

 is the probability of observ-
ing the offspring genotype given the father and mother 
genotypes under H1 at locus t, Pt

(

gF
)

 is the probability 
of observing the father genotype at locus t , Pt

(

gM
)

 is the 
probability of observing the mother genotype at locus t , 
Pt
(

gC |H2
)

 is the probability of observing the offspring 
genotype under H2 at locus t and c is the number of loci. 
Since LR = P(data|H1)

P(data|H2)
 , we can simplify LR to be:

Since LR1 is the likelihood ratio of the most likely trio 
and LR2 is the likelihood ratio of the second most likely trio 
(defined above), we can write LR1 and LR2 as:

and

LOD = ln(LR) = ln

(

P(data|H1)

P(data|H2)

)

,

H2 : Two random individuals are the true parents of the child.

!Marshall = LOD1 − LOD2 = ln (LR1)− ln(LR2).

P(data|H1) =
c
∏

t=1

Pt
(

gC |gF , gM ,H1
)

∗ Pt
(

gF
)

∗ Pt
(

gM
)

,

P(data|H2) =
c
∏

t=1

Pt
(

gC |H2
)

∗ Pt
(

gF
)

∗ Pt
(

gM
)

,

LR =
P(data|H1)

P(data|H2)
=

c
∏

t=1

Pt
(

gC |gF , gM ,H1
)

∗ Pt
(

gF
)

∗ Pt
(

gM
)

Pt
(

gC |H2
)

∗ Pt
(

gF
)

∗ Pt
(

gM
)

=
c
∏

t=1

Pt
(

gC |gF , gM ,H1
)

Pt
(

gC |H2
) .

LR1 =
P(data1|H1)

P(data1|H2)
=

c
∏

t=1

Pt
(

gC |gF1 , gM1 ,H1
)

Pt
(

gC |H2
) ,

LR2 =
P(data2|H1)

P(data2|H2)
=

c
∏

t=1

Pt
(

gC |gF2 , gM2 ,H1
)

Pt
(

gC |H2
) ,

where gF1 and gM1 are the genotypes of the father and 
mother in the most likely trio at locus t , respectively, and 
gF2 and gM2 are the genotypes of the father and mother at 
locus t in the second most likely trio, respectively. Since 
the same offspring is used in both trios, gC is the same for 
both LR1 and LR2 for locus t.

Inserting LR1 and LR2 into the !Marshall-formula above 
we get:

where the explanation for gC , gF1 , gM1
 , gF2 , gM2

 is the same 
as above, while gC , gF1 , gM1 , gF2 and gM2 are the genotypes 
for the offspring (or child), for most probable father and 
mother and for the second most probable father and 
mother, respectively, over all loci in vector-notation. "e 
!Marshall method only uses the probability of observing 
the child genotypes given that F1 and M1 , or F2 and M2 
are the true parents. "e fact that the information in the 
H1 hypothesis is not used makes the !Marshall method 
similar to !GRL , we see this when the two method defini-
tions are compared:

Both methods produce an estimated logarithmic ratio 
of the probability that C is the child of the two most prob-
able parent candidates versus the probability that C is the 
child of the two second most probable parent candidates, 
hence the results produced by the two methods can be 
considered analogous.

!Marshall = ln(LR1)− ln(LR2) = ln

(

LR1

LR2

)

= ln









∏n
t=1

Pt
(

gC |gF1 ,gM1
,H1

)

Pt(gC |H2)

∏n
t=1

Pt
(

gC |gF2 ,gM2
,H1

)

Pt(gC |H2)









= ln

(

n
∏

t=1

Pt
(

gC |gF1 , gM1
,H1

)

Pt
(

gC |gF2 , gM2
,H1

)

)

= ln

(

P
(

gC |gF1 , gM1 ,H1
)

P
(

gC |gF2 , gM2 ,H1
)

)

,

GRLmethod : !GRL = ln

[

f (x1|H1)

f (x2|H1)

]

,

Marshall method : !Marshall = ln

(

P
(

gC |gF1 , gM1 ,H1
)

P
(

gC |gF2 , gM2 ,H1
)

)

.
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RESEARCH ARTICLE

Genotype calling of triploid o"spring 
from diploid parents
Kim Erik Grashei1,2*, Jørgen Ødegård1,2 and Theo H. E. Meuwissen2

Abstract 
Background: Polyploidy is widespread in animals and especially in plants. Different kinds of ploidies exist, for exam-
ple, hexaploidy in wheat, octaploidy in strawberries, and diploidy, triploidy, tetraploidy, and pseudo-tetraploidy (partly 
tetraploid) in fish. Triploid offspring from diploid parents occur frequently in the wild in Atlantic salmon (Salmo salar) 
and, as with triploidy in general, the triploid individuals are sterile. Induced triploidy in Atlantic salmon is common 
practice to produce sterile fish. In Norwegian aquaculture, production of sterile triploid fish is an attempt by govern-
ment and industry to limit genetic introgression between wild and farmed fish. However, triploid fish may have traits 
and properties that differ from those of diploids. Investigating the genetics behind traits in triploids has proved chal-
lenging because genotype calling of genetic markers in triploids is not supported by standard software. Our aim was 
to develop a method that can be used for genotype calling of genetic markers in triploid individuals.

Results: Allele signals were produced for 381 triploid Atlantic salmon offspring using a 56 K Thermo Fisher GeneTitan 
genotyping platform. Genotypes were successfully called by applying finite normal mixture models to the (trans-
formed) allele signals. Subsets of markers were filtered by quality control statistics for use with downstream analyses. 
The quality of the called genotypes was sufficient to allow for assignment of diploid parents to the triploid offspring 
and to discriminate between maternal and paternal parents from autosomal inheritance patterns. In addition, as the 
maternal inheritance in triploid offspring is identical to gynogenetic inheritance, the maternal recombination pattern 
for each chromosome could be mapped by using a similar approach as that used in gene-centromere mapping.

Conclusions: We show that calling of dense marker genotypes for triploid individuals is feasible. The resulting geno-
types can be used in parentage assignment of triploid offspring to diploid parents, to discriminate between maternal 
and paternal parents using autosomal inheritance patterns, and to map the maternal recombination pattern using 
an approach similar to gene-centromere mapping. Genotyping of triploid individuals is important both for selective 
breeding programs and unravelling the underlying genetics of phenotypes recorded in triploids. In principle, the 
developed method can be used for genotype calling of other polyploid organisms.

© The Author(s) 2020. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and 
the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material 
in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material 
is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the 
permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creat iveco 
mmons .org/licen ses/by/4.0/. The Creative Commons Public Domain Dedication waiver (http://creat iveco mmons .org/publi cdoma in/
zero/1.0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

Background
Polyploidy is widespread in plants and exists both in ver-
tebrate and invertebrate animals [1, 2]. In aquaculture 
species, triploidy can be induced by pressure-shocking 
newly fertilized eggs, resulting in unreduced gametes in 
the females [3]. In such induced triploids, the shocking 
of eggs prevents the second polar body from leaving the 

secondary oocyte during meiosis [4]. !is results in a 
triploid cell, in which two sets of chromosomes are inher-
ited from the mother, and one set from the father. !is 
practice is commonly used by the aquaculture industry 
to produce sterile fish for farming, and by wildlife man-
agement for stocking of sterile game fish for recreational 
purposes.

!e !ermo Fisher GeneTitan platform is commonly 
used to genotype Atlantic salmon using high-density sin-
gle nucleotide polymorphism (SNP) chips [5]. However, 
genotyping of triploids is currently not possible using the 
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supplied !ermo Fisher software, which limits research 
projects for triploids of any species. !e goal of this 
study was to develop a method for calling genotypes for 
triploid individuals using the output from the !ermo 
Fisher GeneTitan instrument. Secondary aims were to 
develop methods for dam- and sire-specific assignment 
of induced triploid offspring, and to use maternal inher-
itance to triploid offspring to map the maternal recom-
bination pattern. Although the genotype calling method 
was tested only by using diploids and triploids, in princi-
ple, it can be extended to other ploidies as well.

Methods
Data
DNA was sampled from 381 triploid Atlantic salmon 
and genotyped on a !ermo Fisher SNP chip array with 
56,177 SNPs (56 k chip). Triploidy was verified by visu-
ally identifying four distinct clusters of transformed allele 
strengths per individual, namely ‘contrast’ and ‘size’ (see 
[6]). Two individuals showed a correlation of genotypes 
higher than 0.99 (likely, duplicated or contaminated sam-
ples) and were removed, leaving 379 triploid individuals. 
In total, 3158 diploid individuals from the parent genera-
tion were also genotyped, using either the same 56 k chip 
or a 220,000 SNP chip (220  k chip), which had 52,458 
(52 k) SNPs in common with the 56 k chip. Downstream 
analyses were performed using the 52 k common SNPs, 
or a subset of these. Two candidate parents had appar-
ently duplicated genotypes, likely due to duplicated 
samples. After removal of duplicates, the number of indi-
viduals in the candidate parent dataset was equal to 3156.

In addition, 914 diploid Atlantic salmon and 116 of 
their previously parentage assigned parents were used 
to compare genotype calling methods. In total, 853 of 
the 914 diploid offspring had both parents assigned, i.e. 
trios. !e 914 diploids were called using both the method 
developed here and using !ermo Fisher’s APT software, 
the Affymetrix power tools (APT) [6]. !e parents were 
genotyped using one of the two SNP chips described 
above and, thus, the same 52,458 SNPs were used in all 
downstream analyses. Additional details are provided in 
the subsection ‘Calling genotypes with Affymetrix power 
tools’ below.

New genotype calling method
Observations of contrast = log2

(

Asignal/Bsignal

)

 (also 
known as ‘Delta’) were obtained for each DNA sample 
from the file ‘AxiomGT1.normalized-summary.txt’, which 
is produced by the APT software [6, 9]. !e Asignal and 
Bsignal are the signal strengths observed by the GeneTi-
tan instrument for the two possible alleles (called A and 
B) for each SNP. !us, the possible genotypes for a given 

SNP are AA, AB and BB for diploid and AAA , AAB, ABB 
and BBB for triploid individuals.

!e R package “mclust” [7] was used for calling both 
diploid and triploid genotypes, fitting up to three and 
four genotype clusters, respectively, in a single dimen-
sion (the contrast). !e clustering models assumed that 
the contrast is a mix of normally distributed variables, 
one for each genotype cluster, allowing for different 
expectations and variances for each cluster, depending 
on the model. !e mclust package attempts to identify 
the underlying distributions by choosing the most likely 
out of two possible models for each genotype cluster. !e 
two models are: (1) the ‘E’ model, in which each geno-
type cluster is assumed to have equal variances, and (2) 
the ‘V’ model, in which the genotype clusters can have 
different variances (see [7]). Not all markers will have all 
biologically possible clusters represented; e.g. markers of 
low minor allele frequency may only show the most com-
mon cluster(s). !us, the two models are tested with the 
assumption that there are one, two, three, or four (for 
triploids only) genotype clusters in the data for a given 
locus. !at is, for all biologically possible numbers of 
genotype clusters, both models (‘E’ and ‘V’) were fitted. 
!is means that for triploid individuals, a marker could 
have up to four clusters (AAA , AAB, ABB and/or BBB), 
resulting in 4 * 2 = 8 models being tested, while for dip-
loid individuals up to three clusters are possible (AA, AB 
and/or BB), resulting in 3 * 2 = 6 models. !e integrated 
complete likelihood (ICL) for all models, defined as in 
[8] (a higher ICL is favorable), was calculated using the 
mclust package. ICL was chosen rather than the Bayes-
ian information criterion (BIC) because of its tendency to 
favor well-separated clusters (see “Discussion” for more 
information). For each number of clusters G , the model 
with the highest ICL was saved, i.e. max(ICL(G)) , where 
G ∈ {1, 2, 3, 4} for triploids and G ∈ {1, 2, 3} for dip-
loids. !en, the model with the highest ICL ( ICL1 ) was 
assumed to produce genotypes with the lowest genotype 
error rate and, thus, was chosen to classify the genotypes.

Mclust uses the iterative expectation maximization 
(EM) algorithm for all models, which adjusts the param-
eters until the most likely set of parameters is found for 
each model. When no starting parameter values are set, 
mclust uses the mean contrast of each marker as a start-
ing point for all possible genotype clusters in the first 
EM-iteration. In some cases, this may result in mclust 
choosing a local optimum for the parameter estimates 
due to, e.g. uneven numbers of individuals in the differ-
ent genotype classes or DNA sample bias due to differ-
ences in DNA quality (see “Discussion”). To obtain better 
starting values, the initial numbers of individuals in each 
genotype group ( n1, . . . nG , where G is the chosen num-
ber of clusters) were predicted by using a rough estimate 
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related to the SNP allele frequency (see Appendix). !en, 
initial clustering was done by sorting the individuals by 
contrast values and initially assigning the first n1 individ-
uals to the first (left-wise) cluster, n2 to the second cluster, 
etc. !e contrast means of the initial clusters were set as 
starting values in the EM-algorithm and used as priors 
for the cluster means. Further details are in Appendix.

In cases where all four triploid clusters are found (i.e. 
all genotype groups are represented for the locus in 
question), the lowest cluster (with respect to contrast) 
is assumed to correspond to genotype BBB, the second 
to genotype ABB, etc. !e same logic applies to dip-
loids, except that there are up to three possible clusters. 
If three or fewer clusters are identified for triploids, the 
correspondence between left-to-right cluster number 
and genotype value is less obvious, similar to the case of 
diploids having two or fewer clusters. In such cases, the 
genotype calls are determined by the mean contrast of 
each cluster. Distributions of estimated mean contrast 
values for all markers that are predicted to have three or 
four clusters for diploids and triploids, respectively, are 
in Fig.  1. !e estimated mean of each cluster in Fig.  1 
is used to call genotypes for markers with less than the 
maximum possible number of clusters, i.e. markers with 
less than four clusters for triploids and less than three 
clusters for diploids. !ese estimated reference contrast 
means were approximately − 1.76 (= BB), 0.16 (= AB), 
and 1.94 (= AA) for diploids, and − 1.97 (= BBB), − 0.50 
(= ABB), 0.75 (= AAB), and 2.14 (= AAA ) for triploids. 
!ese contrast means were estimated using the entire 
56  k chip, where 44,431 and 38,792 of the 56,177 SNPs 
had a maximum number of clusters for diploids and trip-
loids, respectively.

Some SNPs will not have all four (triploids) or all 
three (diploids) clusters because, for example, they 
might be fixed or have very high or very low allele fre-
quencies. For such markers, the following approach 
was used: (1) retrieve the estimated mean contrast of 

each genotype cluster, and (2) find the closest reference 
contrast mean from the markers that had the maximum 
number of clusters (see Fig. 1) and set the genotypes to 
be the same as for these reference clusters. However, 
if two or more cluster contrast means are closest to 
the same reference cluster, the locus will not be used 
(defined as no-calls). !is was the case for 950 of 11,746 
SNPs in the diploid group with less than three clusters 
and for 4041 out of 17,385 markers in the triploid group 
with less than four clusters.

After choosing a model, the probabilities of belong-
ing to each of the possible clusters are calculated for 
each contrast, and the cluster with the highest prob-
ability is chosen. !e uncertainty is then the probability 
of the genotype belonging to any of the other clusters 
(1 minus the probability of belonging to the most likely 
cluster). If the uncertainty exceeds 0.15, the genotype 
value is defined as a no-call (i.e. a missing genotype). 
!e threshold of 0.15 was chosen as this is the default 
threshold used by the APT software and, thus, provides 
a good comparison between the methods. Varying this 
threshold will result in different marker call rates, how-
ever we have not investigated the effects of varying this 
threshold on downstream analyses.

Calling genotypes with A"ymetrix power tools
In addition to our mclust implementation, genotypes 
of the 914 diploid individuals were also called by using 
standard !ermo Fisher APT software based on the fol-
lowing three-step procedure: step 1: DQC-step: gener-
ate dish quality check (DQC) values for each sample 
and exclude samples below a chosen threshold, step 2: 
call genotypes for all remaining samples and calculate 
sample call rates, and step 3: call genotypes again using 
only the individuals from step 2 with call rates above 
a chosen threshold (see [9] for more background and 
information). !us, individuals from step 3 have higher 
call rates than those from step 2. On a general basis, 
!ermo Fisher recommends setting the DQC threshold 
at 0.82 and the sample call rate threshold at 97%. How-
ever, we visually inspected the curves of ordered DQC- 
and call rate values, and set the threshold manually. An 
uncertainty value (‘confidence’ in !ermo Fisher terms) 
is estimated by APT for each call from each sample, 
which is equivalent to the uncertainty calculated by 
mclust. !e recommended and default threshold for 
this uncertainty is 0.15, which is what we used both for 
calling with APT and mclust to provide a fair compari-
son of the two methods (see [9] for more information). 
All 914 diploids had genotypes from step 3, while of the 
116 known parents, 104 had genotypes from step 3 and 
12 from step 2.

Fig. 1 Mean contrasts across markers. Distribution of mean contrasts 
across all 56,177 markers with three (diploids, top panel) or four 
(triploids, bottom panel) predicted genotype clusters, as estimated by 
the expectation maximization method
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Comparing APT and mclust using exclusion ratios in known 
trios
!e 914 diploid individuals were genotyped using both 
APT and mclust with two goals in mind: (1) to compare 
the genotype calling accuracy between the two methods, 
and (2) to investigate if a threshold on absolute ICL or 
!ICL could be used to identify high-quality markers with 
reduced genotyping errors, where !ICL = ICL1 − ICL2 , 
i.e. !ICL is the difference in ICL between the two most 
likely numbers of genotype clusters (for the best model 
of each cluster number). Exclusion ratios (ER) between 

offspring and known parents were used as the main sta-
tistic for benchmarking the methods, in addition to some 
other support statistics (see “Results”). Exclusions are 
Mendelian mismatches between offspring and parent(s), 
and the ER is the number of exclusions between an off-
spring and its parent(s) divided by the number of SNPs 
where the genotypes are called for both offspring and 
parent(s). See Tables 1 and 2 for an overview of the com-
binations of genotypes between trios that were regarded 
as exclusions when offspring are diploid and triploid, 
respectively. Given the sex of triploid parents, additional 
erroneous genotypes can be identified using the mater-
nal-specific inheritance to triploid offspring (see Table 2).

Of the 914 diploid offspring, 853 had both parents 
known. !us, genotypes were called for 914 offspring, 
but comparisons using exclusion ratios were based on 
853 known trios. For the triploid offspring, 304 known 
trios were used (see text regarding parentage assignment 
and parental sex prediction of triploids in “Methods” and 
“Results” sections).

Parentage assignment of diploid parents to triploid 
o"spring
!e fraction of parents to triploids represented in the 
data was unknown. An exclusion-based approach was 
used to assign diploid parents to triploid offspring. 
Neither triploid nor diploid offspring can be opposite 
homozygotes (i.e. have exclusions) relative to their true 
parents through Mendelian inheritance of alleles. For 
example, a parent with genotype BB at a given SNP can-
not have offspring with genotype AA (diploid)/AAA  
(triploid) at that SNP. However, since genotype errors 
can occur, a relatively small number of exclusions should 
be expected even in true parent–offspring pairs. !e 

Table 1 Possible Mendelian exclusions between  a  diploid 
o"spring (“O exclusion”) and  its diploid parents (“P1” 
and “P2”)

NA indicates missing genotype

P1 P2 O exclusion Comment

NA AA BB One parent has NoCall

NA BB AA One parent has NoCall

AA NA BB One parent has NoCall

BB NA AA One parent has NoCall

AA BB AA, BB Oppositely homozygous parents

BB AA AA, BB Oppositely homozygous parents

AA AA AB, BB Identically homozygous parents

BB BB AA, AB Identically homozygous parents

AB AA BB One parent heterozygous and the other 
homozygous

AB BB AA One parent heterozygous and the other 
homozygous

AA AB BB One parent heterozygous and the other 
homozygous

BB AB AA One parent heterozygous and the other 
homozygous

Table 2 Possible Mendelian exclusions between  a  triploid o"spring (“O exclusion”) and  its diploid mother (“M”) 
and father (“F”)

NA indicates missing genotype

M F O exclusion Comment

BB NA AAA , AAB Father has missing genotype and mother is homozygous

AA NA ABB, BBB Father has missing genotype and mother is homozygous

NA AA BBB Mother has missing genotype and father is homozygous

NA BB AAA Mother has missing genotype and father is homozygous

AA BB AAA , ABB, BBB Oppositely homozygous parents

BB AA AAA , AAB, BBB Oppositely homozygous parents

AA AA AAB, ABB, BBB Identically homozygous parents

BB BB AAA , AAB, ABB Identically homozygous parents

AA AB ABB, BBB Mother homozygous, father heterozygous

BB AB AAA , AAB Mother homozygous, father heterozygous

AB AA BBB Mother heterozygous, father homozygous

AB BB AAA Mother heterozygous, father homozygous
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expected number of exclusions between an offspring and 
a non-parent individual depends on their genomic rela-
tionship, i.e. greater relatedness between individuals usu-
ally means a smaller number of exclusions. ER was used 
for parentage assignment instead of the number of exclu-
sions to account for variation in individual call rates due 
to differences in DNA quality. Only markers for which 
triploid !ICL > 150 and with parent call rates > 95% were 
used in the parentage assignment. ER were calculated for 
each pair of offspring and candidate parent. An assign-
ment ER-threshold of 0.002 for offspring–candidate duos 
was applied, which means that all candidate parents with 
ER below this threshold for an offspring were assumed 
the true parents. See “Results”, for more detailed informa-
tion regarding the choice of ER threshold.

Parent sex prediction for triploid o"spring
When using pressure-shock induced triploidy in fish, 
the offspring receives two sets of chromosomes from the 
mother and a single set from the father (see “Background” 
section). As a result, certain genotypes are not possible 
for a true mother of the offspring but are possible for the 
true father. For example, a triploid offspring with marker 
genotype AAB implies that the true mother should have 
at least one allele A, i.e. the true mother cannot have 
genotype BB at that marker. Likewise, if the offspring 
has a marker genotype of ABB, the true mother cannot 
have genotype AA. In contrast, true father and offspring 
can have any genotype combination, except opposing 
homozygotes. Using this information, true mothers and 
fathers can be distinguished. !e “mother-specific exclu-
sions” were used along with opposing homozygotes to 
construct mother exclusion ratios, coined ‘mother.ER’, 
which was calculated by dividing the number of mother 
exclusions by the number of markers for which both the 
offspring and the candidate mother had called genotypes. 
In addition, ER from non-mother-specific exclusions 
were also used when constructing the ‘mother.ER’ shown 
in our results. !e same markers were used to calculate 
candidate ‘mother.ER’, as was used in parentage assign-
ment (see above).

Maternal recombinations
By pressure induced triploidy, the second polar body is 
not extruded during Meiosis II [4]. !is implies that 
the sister chromatids formed during Meiosis I in the 
mother are still found within the ovum, along with the 
alleles passed down by the father, making the cell trip-
loid. !e sister chromatids passed down from the mother 
are identical, except for any recombinations that might 
have occurred during prophase I [10]. For markers for 
which the father is homozygous (AA or BB), the pater-
nal allele state (i.e. a single A or B) of the offspring can 

be deduced, implying that maternal inheritance at that 
locus can also be deduced. !us, markers for which the 
father is homozygous and the mother heterozygous can 
be used to map maternal crossovers with high accu-
racy given a relatively high density of such markers for 
multiple known offspring–mother–father trios. At the 
centromere, recombination is suppressed, and two iden-
tical alleles are thus inherited from the mother. On each 
chromosome arm, the maternally inherited alleles shift 
from homozygotes to heterozygotes at the location of 
the first crossover. A second maternal crossover (fur-
ther away from the centromere) will cause the maternal 
alleles to shift back from heterozygous to homozygous. 
Hence, the triploid offspring genotypes can be used to 
study the recombination patterns of different chromo-
somes, simply by comparing genotypes of diploid par-
ents and triploid offspring, without phasing of genotypes. 
!is method of recombination mapping is essentially the 
same as gene-centromere mapping in gynogenetic dip-
loids [11], except that induced triploids do have paternal 
inheritance, which is lacking in gynogenetic diploids.

In total, 304 trios of triploid offspring with assigned 
mothers and fathers were used to estimate maternal 
recombination rates. To retain the majority of the mark-
ers and still have high enough marker quality to interpret 
the downstream results, we chose a !ICL threshold of 
50 and marker call rate thresholds of 0.80 for the triploid 
offspring and 0.95 for diploid parents. Each marker had 
to be mapped to a given chromosome and have at least 
50 trios with informative genotypes (i.e. homozygous 
father and heterozygous mother). !is resulted in 27,130 
informative markers with a maternal recombination esti-
mate (see Fig.  7). !e markers used were placed on the 
ICSASG_v2 Atlantic salmon genome reference assembly 
[12, 13].

Results
Calling genotypes with mclust and APT
Without filtering SNPs, the numbers of SNPs for dip-
loid offspring predicted to have one, two, or three 
clusters were 155, 3970 and 48,333, respectively, when 
using APT and 2008, 7534 and 42,916, respectively, 
when using mclust. For each SNP called by mclust, 
there were two possible models: heterogenous and 
homogenous cluster variance. !e heterogenous clus-
ter variance model was chosen for 68% of the SNPs for 
diploids and for 49% of the SNPs for triploids. Using 
mclust, the numbers of SNPs for triploid offspring pre-
dicted to have a single, two, three, or four clusters were 
3149, 3528, 10,708, and 38,792, respectively. Of the 
9542 SNPs with less than three clusters called by mclust 
for diploids and that were used in downstream analy-
ses, 724 were given 100% no-calls, due to insufficient 
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separation of clusters (see subsection “New genotype 
calling method” in “Methods”). For triploids, there were 
3620 such markers. Figure  2 shows indicator statistics 
of mclust marker calling quality in diploids for different 
thresholds of !ICL . Increasing !ICL resulted in a lower 
ratio of SNPs with one or two clusters for diploids, 
while the ratio of SNPs with three clusters increased. 
Furthermore, the ratio of Mendelian errors (ER) 
decreased as !ICL increased, indicating that increasing 
the threshold for !ICL improves calling quality. !is 
was supported by the decreasing ratio of missing gen-
otypes (‘NoCalls’), which indicates that higher thresh-
olds for !ICL results in retaining SNPs that have good 
separation of genotype clusters, i.e. SNPs with a low call 
uncertainty. !e red horizontal lines in Fig. 2 show the 
values achieved by using the genotype calls from APT 
with all SNPs included in the analyses. APT achieved 
fewer Mendelian errors (ER) and fewer missing geno-
types (‘NoCalls’) than our mclust implementation when 
all SNPs were used. Mclust needs a !ICL threshold of 
~ 110 to obtain similar levels of ER and no-calls as APT, 
which resulted in the use of ~ 7500 fewer SNPs.

Figure  3 shows the same statistics as Fig.  2 after 
removing SNPs below an ICL threshold (note: not 
!ICL ), i.e. a threshold on the ICL of the most likely 
model. All investigated ICL thresholds result in higher 
ER and NoCalls than was achieved by APT without 
SNP quality filtering. Because the variability of ER and 

no-calls seemed erratic, we decided not to use ICL 
as a marker quality filtering statistic in downstream 
analyses.

!e histograms in Fig. 4 show that the !ICL achieved 
for one, two, and three clusters were roughly the same in 
triploids, while higher !ICL could be achieved for four 
clusters.

Parentage assignment of diploid parents to triploid 
o"spring
!e QC filtering of SNPs for parentage assignment 
based on triploid !ICL > 150 and parent call rates > 95% 
resulted in retaining 35, 375, 238, and 13,258 SNPs with 
one, two, three, and four genotype clusters, respectively, 
which resulted in the use of 13,906 SNPs for this parent-
age assignment. !e ER between offspring and their first, 
second, third, and less likely candidate parents are shown 
in the top panel of Fig. 5, while the bottom panel zooms 
in on the best fitting parent candidates. !e lowest ER 
between all triploid offspring and their third most likely 
candidate parent (i.e. the closest-fitting non-parent) was 
~ 0.003. Consequently, a 0.002 assignment threshold for 
offspring–candidate duos was applied, which also fitted 
well, based on visual inspection of Fig. 5. In other words, 
the candidate parent in any duo with an ER < 0.002 was 
assigned and assumed to be a true parent. At least one 
parent was assigned to all 379 triploids, and 304 were 
assigned both parents. Lacking assignments were likely 

Fig. 2 Effect of varying the !ICL threshold for marker selection. 
Statistics for diploid offspring/parent trios when varying the !ICL 
threshold for marker selection when genotypes are called by the 
mclust algorithm. ‘1 cluster’, ‘2 clusters’ and ‘3 clusters’ show the 
percentage of markers predicted to have one, two, and three clusters. 
‘ER’ is the exclusion ratio shown in percent for trios. ‘NoCalls’ is the 
percentage of missing genotypes and ‘Removed markers’ shows the 
number of markers which are removed. The horizontal red lines show 
the values found for ‘ER’ and ‘NoCalls’ when using genotype calls from 
APT

Fig. 3 Effect of varying the ICL threshold for marker selection. 
Statistics for diploid offspring/parent trios when varying the ICL 
threshold for marker selection when genotypes are called by the 
mclust algorithm. ‘1 cluster’, ‘2 clusters’ and ‘3 clusters’ show the 
percentage of markers predicted to have one, two and three clusters. 
‘ER’ is the exclusion ratio shown in percent for trios. ‘NoCalls’ is the 
percentage of missing genotypes and ‘Removed markers’ shows the 
number of markers which are removed. The horizontal red lines show 
the values found for ‘ER’ and ‘NoCalls’ when using genotype calls from 
APT
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due to genotypes of some parents being absent in the 
dataset.

Parent sex prediction for triploid o"spring
A similar procedure as for parentage assignment was 
used for assignment of mothers of triploid offspring, 
using the mother exclusion ratios (‘mother.ER’). Figure 6 
shows the ‘mother.ER’ between assigned, unassigned, 
and random pairs of offspring–parent candidates (note 
that ‘Assigned’ in Fig.  6 is for parentage assignment, 
not mother assignment). !e minimum ‘mother.ER’ of 

the third-best parental candidates was ~ 0.022, thus we 
set the ‘mother.ER’ assignment threshold at 0.02. Any 
assigned parent with a ‘mother.ER’ < 0.02 was assigned as 
mother, and any assigned parent with ‘mother.ER’ ≥ 0.02 
was assumed to be the true father. !is resulted in 58 
assigned mothers and 65 assigned fathers. No moth-
ers were assigned as fathers, or vice versa. In total, 304 
offspring were assigned both their mother and father 
(the same as the two parents assigned above), 14 were 
assigned a mother only, and 61 were assigned a father 

Fig. 4 !ICL distributions for markers genotypes in triploids. Distribution of !ICL values for markers predicted to have one (top panel) to four 
(bottom panel) genotype clusters in triploids. Markers with red, green, cyan and purple indicate 1, 2, 3 and 4 predicted genotype clusters, 
respectively, while the gray bars shows the total number of markers for each value of !ICL

Fig. 5 Triploid exclusion ratios. Exclusion ratios (ER) for duos of 
triploid offspring and diploid parents are shown for the duos with 
lowest ER (red), second-lowest ER (green), third-lowest ER (turquoise) 
and 2000 randomly sampled ER from fourth lowest and above 
(purple)

Fig. 6 Triploid maternal exclusion ratios. Maternal exclusion ratios 
(mother.ER) for duos of triploid offspring and diploid candidate 
mothers are shown for the assigned (green) and unassigned 
(maroon) duos and 2000 generated ‘mother.ER’ values from randomly 
sampled parent candidates, i.e. both sampling males and females 
which can possibly be true mothers (grey)
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only (i.e. as above, all individuals were assigned a father, a 
mother, or both). No offspring were assigned two appar-
ent mothers or two apparent fathers.

Investigating di"erent thresholds for !ICL and marker call 
rate
In addition to the !ICL threshold statistic explored 
above, marker call rate is another marker quality sta-
tistic that is often employed when analyzing genotype 
datasets. Marker call rate is related to ICL, as both call 
rate and ICL use call uncertainty as a measure of marker 
quality. !ICL provides a probabilistic penalization of the 
mixture model likelihood [8], whereas marker call rate 
is the fraction of genotypes that fall below a pre-defined 
uncertainty threshold. We chose the uncertainty thresh-
old of 0.15, i.e. all genotype calls above this threshold 
were defined as no-calls (missing genotypes) for both 
triploid offspring and diploid parents. Table 3 shows that 
increasing either the marker call rate threshold or the 
!ICL threshold tended to decrease Mendelian errors, 
i.e. decrease the ER, but also increased the number of 
removed markers. Note that, for the parents, we always 
used a marker call rate threshold of 95%.

Maternal recombination rates
Figure  7 shows the estimated maternal recombina-
tion fraction along each of the 29 chromosomes in the 
Atlantic salmon genome by looking at where the triploid 
offspring inherited the homozygous (AA/BB) or het-
erozygous (AB) allele from the mother (see “Methods”). 
!e region with the lowest maternal recombination frac-
tion on each chromosome was at the centromere, where 
recombination is known to be suppressed. In [13], chro-
mosome 8 was reported to be metacentric, but in Fig. 7 it 
appears as acrocentric or telocentric. However, the p-arm 
of chromosome 8 contains highly repetitive regions and, 
therefore, few or no markers from this region may be 

represented on the SNP chip (personal communication 
with S Lien, see also [14]).

Discussion
Sterile triploid Atlantic salmon have been produced for 
decades and differences in traits between the triploid 
and diploid Atlantic salmon have been observed [15]. To 
assign parentage, to identify population background, or 
to perform any kind of genetic analysis of triploids with 
genotype data requires methods for genotype calling in 
triploid individuals.

Calling SNP genotypes using sequencing data relies on 
the number of alleles that is called at a certain locus, and 
to know how this pattern varies for the two homozygous 
and the different heterozygous genotype groups [16, 17]. 
Conceptually, this differs from calling genotypes based on 
the aggregated light signal created by the !ermo Fisher 
GeneTitan instrument, as investigated here, because each 
allele has already been called in the sequence data. To 
the best of our knowledge, no official software for calling 
triploid genotypes using output from the !ermo Fisher 
GeneTitan instrument currently exists. However, soft-
ware for polyploid genotyping has been created by other 
groups, such as the R package fitPoly [18, 19]. We chose 
to use mclust due to our familiarity with its functional-
ity and its substantial documentation, frequent updates, 
and extensive use. Both mclust and fitPoly use mixture 
models and the EM algorithm to estimate parameters. 
!us, fitPoly and mclust implementations may give simi-
lar results but significant differences cannot be ruled 
out. See “Calling genotypes with mclust and APT” sub-
section below for more discussion on this. However, a 
comparison between mclust and fitPoly was outside the 
scope of this study. In [20], Serang et  al. use graphical 
Bayesian modelling to incorporate information on pop-
ulation allele frequencies or parental genotypes into the 
model to achieve increased genotype calling accuracy. 

Table 3 Marker quality #ltering using di"erent thresholds for call rate and !ICL

Filtering markers using trios of triploid o"spring and diploid parents with predicted sexes using marker call rate thresholds (top row in bold) and thresholds for !ICL 
(left column in italic). The #rst number in each internal cell is the overall ER for all markers and all trios where there are informative genotypes (i.e. trios where o"spring 
and at least one parent has called genotypes, see Table 2). The number of removed markers is shown in parenthesis.

!ICL threshold Marker call rate threshold

0.80 0.85 0.90 0.95 1.00

0 0.02604 (3668) 0.02573 (3774) 0.02505 (4505) 0.02338 (7411) 0.0263 (29,905)

50 0.01582 (16,329) 0.01571 (16,340) 0.01545 (16,423) 0.01471 (17,526) 0.01461 (34,111)

100 0.00924 (29,888) 0.00916 (29,892) 0.00906 (29,902) 0.0089 (30,076) 0.00723 (39,535)

150 0.00433 (38,521) 0.00433 (38,521) 0.00433 (38,521) 0.0043 (38,535) 0.00287 (43,563)

200 0.00206 (43,557) 0.00206 (43,557) 0.00206 (43,557) 0.002 (43,561) 0.00114 (46,168)

250 0.0007 (46,679) 0.0007 (46,679) 0.0007 (46,679) 0.0007 (46,679) 0.00051 (47,936)

300 0.00037 (48,705) 0.00037 (48,705) 0.00037 (48,705) 0.00037 (48,705) 0.00029 (49,286)
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Although we did not use information on allele frequen-
cies or parental genotypes, this information could be 
used to increase the accuracy of the genotype calling, as 
shown in [19]. However, we estimated starting values for 

the EM algorithm and priors for the cluster means based 
on a rough estimate of allele frequencies (see Appendix). 
Another approach could be to correct genotypes by using 
allele frequency information after genotype calling has 

Fig. 7 Triploid maternal recombination events. The fraction of heterozygous (A and B) alleles inherited from mothers for informative loci along each 
of the 29 chromosomes in Atlantic salmon. The x-axis is marker position on each chromosome and is scaled by chromosome size. All markers are 
required to have at least 50 trios with informative genotypes
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been performed. Unlike in [21], offspring and parents 
were not called using the same method in our dataset. If 
any bias in the calling procedures used by APT or mclust 
exists, it can lead to incorrectly assuming that there are 
fewer Mendelian inconsistencies when calling genotypes 
using APT in both parents and offspring, as opposed 
to calling parents with APT and triploid offspring with 
mclust. We have not investigated whether this is the case 
in our dataset. Although we focused on Atlantic salmon, 
the method can be extended to other polyploid species, 
e.g. in plants [1].

Calling genotypes with mclust and APT
Genotypes were called in both triploid and diploid off-
spring through Gaussian finite mixture modelling using 
the EM algorithm, implemented in the R package mclust. 
!e R packages fitTetra 1.0 [19] and fitTetra 2.0 [21] were 
developed by the same group that developed the fitPoly 
package [18, 19], and they all use the same underly-
ing EM-based algorithm for genotype calling. However, 
fitTetra 1.0/2.0 are limited to calling tetraploid geno-
types only. Both fitTetra 1.0/2.0 [19, 21] and fitPoly [18, 
19] assume a common variance for all genotype clusters 
for a marker by transforming the intensity signal ratios 
to obtain approximately constant variance. Our imple-
mentation runs two models for each marker, one model 
that assumes equal variance and another model that 
allows for heterogeneous variance of the clusters, where 
the model with the highest ICL value is assumed to be 
the best. With our implementation, it seems that both 
models are useful, as 68 and 49% of the markers had 
heterogenous cluster variance for diploids and triploids, 
respectively. !e reason for the difference between rate 
of markers with heterogenous cluster variance between 
diploids and triploids is unknown, but it can be hypoth-
esized that the increased overlap of clusters in triploids 
causes mclust to prefer the heterogenous cluster variance 
model. Both fitTetra 1.0 and 2.0 use the Bayesian infor-
mation criterion (BIC) to score models. However, geno-
type clusters are well separated for markers with high 
quality, which harmonizes well with the ability of ICL 
to penalize models with a low degree of cluster separa-
tion [8]. Variation in DNA quality in a sample dataset can 
affect the signal intensities from DNA hybridizing with 
the probes on the SNP chip [22–24]. !is can result in 
clusters being distributed non-Gaussian. !e algorithm 
can fit additional Gaussian clusters to account for viola-
tions of model assumptions [25]. Hence, the number of 
fitted clusters can exceed the number of biological geno-
type groups. Biernacki et  al. [8] showed that BIC tends 
to overestimate the number of clusters when the model 
fits the data poorly. Since genotype clusters are expected 
to have different contrast means (i.e. separated clusters), 

and since factors such as heterogeneous sample quality 
can result in model assumptions to be violated, we chose 
ICL over BIC as a model selection criterion.

All genotype calls were given an estimate of uncer-
tainty based on the probability of the genotype belonging 
to another cluster than that with the highest probability. 
!e threshold for this was set to 0.15, which means that 
all genotypes with an uncertainty > 0.15 were no-calls (i.e. 
missing genotypes). Decreasing the threshold for uncer-
tainty would decrease the call rate of each marker and, 
thus, the number of markers used in downstream analy-
ses. In our opinion, results from the downstream analysis 
indicate that the genotype calling method was appropri-
ate and gave reliable and trustworthy results.

Salmonids have been through several genome dupli-
cation events and their genomes are in a state of re-
diploidization from the last genome duplication event, 
which resulted in a tetraploid genome [13]. !at is, dif-
ferent regions of the Atlantic salmon genome are still 
in a tetraploid state. When creating SNP chips for such 
a genome, it is necessary to ensure that the SNP is in a 
region of the genome that is not duplicated, or that the 
SNP is in a tetraploid region where only one of the homo-
logues is polymorphic for the SNP (“semi-fixed”). Hav-
ing markers targeting “semi-fixed” SNPs can complicate 
the calling procedure because shifts in contrasts can be 
observed. For example, for a “semi-fixed” SNP with pos-
sible genotypes AAAA /AAAB/AABB, the contrast for 
the marker targeting this SNP can be shifted towards the 
right (i.e. towards the ‘A’-allele). Furthermore, hybridiza-
tion affinity between the probes on the SNP chip may not 
be equal for the A- and B-alleles, which can also result 
in shifts of contrasts for the genotype. !e problem of 
duplicated regions and/or differences in allele affinity 
for hybridizing with the probe is expected to be worse 
in triploids. Tetraploid regions in diploids become hexa-
ploid regions in triploids, potentially resulting in more 
severe shifts in allele affinity compared to normal dip-
loids (or tetraploids). In addition, since triploids have two 
heterozygote groups, there is an elevated risk of overlap 
between the clusters (see Fig. 1). We did not investigate 
to what degree any of the SNPs on our chip were affected 
by such semi-fixed SNPs.

APT uses the BRLMM-P algorithm, which was devel-
oped by Affymetrix (now !ermo Fisher) [26]. Many 
elements of the BRLMM-P algorithm are similar to the 
current implementation of mclust, e.g. estimation of 
contrast cluster means and variances and use of priors. 
However, one key aspect that differentiates APT from 
the mclust implementation is the use of covariances 
between different cluster means [26]. Currently, soft-
ware limitations prevent this from being implemented 
with mclust. Another difference is that APT provides 
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uncertainty estimates for each genotype call from mark-
ers that have only one genotype class (e.g. monomorphic 
markers within dataset), while mclust does not. !us, no-
calls are produced for such markers by APT but not by 
mclust. Although possible, we did not investigate imple-
menting this in mclust. !is could account for some of 
the increase in ER when the !ICL threshold is low, since 
the fraction of markers with one cluster was increased 
(Fig. 2).

Figure 1 shows the distribution of estimated mean con-
trasts in each of the four genotype clusters for markers 
with three/four (for diploids/triploids) predicted clus-
ters. Note that these distributions are across all markers 
(containing many different marker clusters skewed in 
different directions), and therefore there is more overlap 
between clusters than would be the case for individual 
markers. !ere was also  some evidence for a widening 
of the contrast space from diploids to triploids, i.e. the 
contrast cluster means ranged from − 1.76 (= BB) to 
1.94 (= AA) for diploids and from − 1.97 (= BBB) to 2.14 
(= AAA ) in triploids. All DNA extractions were normal-
ized to the same concentration, so the reason for this 
difference in range is not known. However, normaliza-
tion of DNA concentration is not only based on the ini-
tial concentration of DNA, but also on the concentration 
of other components such as protein, which may result 
in a higher final DNA concentration for the triploids. In 
any case, the contrast means, as expected, overlapped 
more in triploids than in diploids because of the two het-
erozygote clusters, making it more difficult to distinguish 
between clusters.

Figure  4 shows the distribution of !ICL for markers 
with one to four predicted clusters for triploid individu-
als. !e markers that had four predicted clusters seemed 
to be able to achieve higher !ICL than what was possi-
ble with fewer predicted clusters. Markers with three or 
less biological clusters are expected to have low minor 
allele frequencies (MAF). For such markers, the number 
of observations within some of the clusters is likely very 
small, making estimates of cluster parameters less pre-
cise, and thus limiting ICL due to uncertain clustering.

APT uses pre-determined priors for means and vari-
ances, with equal priors for all markers as default. !ese 
priors were also used in the current study.

A small fraction of the induced triploids is expected 
to have failed triploidization. If any of the individuals 
assumed to be triploid are in fact diploid, calling accuracy 
is expected to decrease. However, the presence of dip-
loids in the triploid dataset was deemed unlikely in this 
study, as inspection of (transformed) allele strength dis-
tributions revealed four distinct clusters for all individu-
als that were assumed to be triploids (see “Methods”).

Comparing APT and mclust using exclusion ratios in known 
and assigned o"spring–parent con#gurations
To compare our mclust implementation with APT, we 
called the same diploid offspring with both mclust and 
APT. In Fig. 2, it is clear that, without marker quality fil-
tering, APT achieved lower Mendelian error rates com-
pared to our implementation of mclust. When markers 
were filtered based on !ICL , around 7 to 8000 markers 
had to be removed before Mendelian error rates achieved 
with mclust and APT were comparable. Figure  2 also 
shows that, without marker quality filtering, the percent-
age of missing genotypes (no-calls) was higher for mclust 
than for APT.

Knowing the parents’ sex enabled us to identify more 
Mendelian exclusions for triploid offspring (see Table 2) 
than for diploid offspring (see Table 1). As a result, exclu-
sion rates for diploid and triploid offspring could not be 
directly compared. Higher error rates are expected in 
triploids due to more overlapping genotype clusters (e.g. 
Fig.  1). Because of this, the genotype error rate (or e.g. 
ER) should be estimated separately for triploids.

We used APT to call the parents of both triploid and 
diploid offspring. Consequently, there may exist bias in 
favor of APT. Hence, mclust may appear to give more 
mismatches than APT between genotypes of offspring 
and parents (always called with APT), which would affect 
the estimated Mendelian error rate (ER) for both diploid- 
and triploid offspring.

Parentage assignment of diploid parents to triploid 
o"spring
A threshold of !ICL > 150 was chosen to retain high-
quality markers for parentage assignment of diploid par-
ents to triploid offspring. !is arbitrarily large number 
was chosen to ensure that accurate parentage assignment 
was used in downstream analyses. Note that the thresh-
old of !ICL > 150 was only used for parentage assign-
ment of the triploids, not in downstream analyses, where 
other thresholds were investigated and chosen. !e fact 
that parentage could be assigned to a substantial num-
ber of triploid offspring with clear differences in exclu-
sion rates for assigned parents compared to non-assigned 
parents is an indication that the calling of triploid geno-
types was successful. Parent sex prediction, comparisons 
between our implementation and APT, and mapping of 
maternal recombinations, all depend on correct parent-
age assignment. !is is another indication that both the 
triploid genotyping and parentage assignment were suc-
cessful and accurate. Applying an ER-threshold of 0.002 
worked well in this dataset but may not be applicable 
in all situations (it may depend on, e.g. the SNP chip, 
genotype errors, or relatedness between individuals in 
the sample). !e ER-threshold should be set lower than 
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the minimum ER of the third most likely candidate for 
all duos (assuming that duplicates or clones of parental 
DNA are not present in the data). Furthermore, (visual) 
inspection of the ER distribution is required to locate the 
probable region of true parental ER’s. Parentage assign-
ment using high-density SNP genotypes and exclusions 
(opposing homozygotes) is frequently used for parentage 
assignment of diploid offspring (e.g. [27–29]). Parentage 
assignment in triploid Pacific oyster (Crassostrea gigas) 
offspring with diploid mothers and autotetraploid fathers 
was performed by Miller et  al. [30] using microsatel-
lite markers. Nonetheless, we are not aware of any case 
where triploid offspring have been assigned diploid par-
ents using high-density SNP data.

Parent sex prediction
Accurately identifying sex in salmonids using genotypes 
is not trivial [31, 32]. In pressure-induced triploids, the 
fact that mothers contribute two alleles to their offspring 
and fathers one allele can be used to separate the already 
assigned parents into mothers and fathers. Two assigned 
“mothers” or “fathers” indicate a false assignment, either 
by incorrectly assuming triploidy in diploid offspring 
or by duplicated parental samples. In our analysis, all 
assigned parents were consistently assigned as either 
fathers or mothers across all triploid offspring.

Since the parent candidate dataset included closely-
related individuals, several candidates were likely closely 
related with the true parents. Close relatives of the 
mother will have a high fraction of genotypes that resem-
ble the genotypes of the true mother, which gives such 
candidates relatively low ‘mother.ER’, even compared 
with the true father (Fig. 6).

In the ER-based parentage assignment (Fig.  5), sex of 
the parent was not considered. Still, we observed some 
differences in ER between the sexes, with lower average 
ER for mother–offspring pairs. !is may be explained by 
the fact that the mother contributes two alleles and the 
father one allele. For example, if the true mother has gen-
otype AA, the triploid offspring can have genotypes AAA  
and AAB. In contrast, a true AA father can have triploid 
offspring with genotypes AAA , AAB and ABB. !e latter 
genotype is more likely to be misinterpreted as BBB (see 
Fig. 1), generating a false exclusion genotype.

Maternal recombinations
Figure  7 shows an increase in maternal recombina-
tion rates when moving away from the predicted cen-
tromeric region for all 29 chromosomes [14]. By visual 
inspection, the centromeric regions for the most part 
aligned well with what was reported by Lien et al. [14]. 

However, chromosome 8 was reported to be metacen-
tric in [14], while we observed it to be acrocentric or 
telocentric probably due to a lack of markers on the 
p-arm of chromosome 8, see “Results”. Figure 7 shows 
that inheritance of maternal alleles was highly depend-
ent on the distance between the locus and the cen-
tromere. For loci that are heterozygous in the mother 
and close to the centromere, the offspring usually 
inherited two identical maternal alleles, while for loci 
far from the centromere the offspring usually inherited 
two different maternal alleles. !us, the inherited alleles 
are not expected to be in Hardy–Weinberg equilibrium. 
Estimating the number and position of recombinations 
is possible for each individual mother by searching for 
transitions from homozygous to heterozygous maternal 
inheritance.

Figure  7 shows the fraction of offspring that inher-
ited heterozygous alleles from the mother at different 
positions along each chromosome (only informative 
genotypes were included, i.e. heterozygous mother 
and homozygous father). !ere were signs of inter-
ference for all chromosomes in Fig.  7. Under a model 
of no interference, secondary recombinations on the 
chromosome arms would frequently occur. Instead, all 
chromosomes showed a rapid increase in the fraction 
of heterozygous maternal alleles when moving away 
from the centromere, with little indication of second-
ary recombination (which would result in homozygous 
inheritance of maternal alleles). For some of the bigger 
acrocentric chromosomes, the maternally inherited 
heterozygous fraction approached 1 before it started 
to decline. !is was most prominent for chromosome 
9 and might suggest that interference was affected by 
distance from the last recombination event. Since 
induction of triploidy by pressurization occurs after 
prophase, the pattern of recombination should not be 
different when ordinary oocytes are formed for haploid 
inheritance of alleles.

Because this study focused on genotyping polyploids, 
and specifically triploids, further investigations on the 
implications of maternal recombinations were deemed 
outside the scope of the current study.

Application to other methods for creating triploid 
o"spring
Other ways of producing triploid individuals are pos-
sible, such as mating tetraploids with diploids [33, 34]. 
In such cases, the methods used here for genotype call-
ing and ER-based parentage assignment can still be 
used (given that genotypes can be called for the tetra-
ploid parent), but the methods used here for parent sex 
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detection and mapping of recombination events are not 
necessarily applicable.

Conclusions
We have developed a technique for genotyping triploid 
individuals using allele signals from the !ermo Fisher 
GeneTitan genotyping platform, or other platforms that 
use light intensity for estimating the allele hybridiza-
tion ratio. Using the called triploid genotypes, diploid 
parents could be assigned to induced triploid offspring 
and sex of the assigned parents could be predicted. No a 
priori information about the parents was needed, except 
their genotype information (not including any sex-
linked markers). Furthermore, the genotypes of triploid 
offspring and their assigned parents were used to map 
maternal recombination events along the chromosomes. 
!e methods and results of this study can be used for fur-
ther genetic analyses (genomic prediction, genome-wide 
association studies) of phenotypic traits recorded in trip-
loids as well as their genetic covariance with phenotypic 
traits recorded in diploids.
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Appendix
Providing the mclust package informative starting 
proportions and prior mean parameter estimates
In the first iteration of the expectation maximization 
(EM) procedure, the overall mean for each variable is 
normally used as starting parameters for µk by mclust [7]. 
In our experience, this may lead to incorrect classifica-
tions, and informative starting parameters and priors can 
be used to increase classification accuracy. As with APT, 
the contrast variable was deemed the most informative 
with respect to genotype classification, and informative 
starting values and prior parameters were thus estimated 
for this variable.

Assuming that DNA is sampled from random indi-
viduals in a population, the number and size of clusters 
depend on the allele frequency of the marker. For exam-
ple, if the allele frequency of allele A is 50%, in diploids, 
we would expect to see equally-sized clusters for the 
two opposing homozygotes (AA and BB) and a heterozy-
gote AB cluster with twice the size of either the AA- or 
the BB-cluster. If the minor allele frequency is low, some 
genotype classes may be absent from the data, lead-
ing to a reduced number of clusters. As discussed in the 
main text, the maternal inheritance of alleles for induced 
triploid offspring depends on the maternal recombina-
tion rate. !is may result in genotype groups not strictly 
adhering to Hardy–Weinberg equilibrium. However, it 
should still be better to have slightly imprecise starting 
estimates and priors compared to using the overall con-
trast mean as the starting point for all genotype clusters.

When estimating informative priors and starting 
parameters for mclust for a defined number of possible 
cluster classes (e.g. G ∈ {1, 2, 3, 4} in triploids), the num-
ber of individuals in cluster class C (i.e. having genotype 
C) approximately follows a binomial distribution:

where p is the success probability (affected by the allele 
frequency, but not necessarily equivalent to it). A priori, 
the p parameter is unknown, but can be roughly esti-
mated from normalized contrast values (dnorm):

where d is the contrast value for the marker obtained 
from the !ermo Fisher genotyping platform for an 

(1)C ∼ bin(G − 1, p),

(2)dnorm =
d − dmin

dmax − dmin
,

(3)p̂ = mean(dnorm),
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individual, dmax is the maximum and dmin is the mini-
mum contrast values for the marker. Each SNP on the 
chip is a collection of probes. !e light signal produced 
when the different alleles are hybridized with probes for 
a single marker on the SNP chip can reach maximum 
intensity when 100% of the probes are hybridized. How-
ever, it is not certain that 100% of the probes hybridize 
with alleles, and thus the contrast range may vary. By 
transforming the contrast range such that the normalized 
contrasts are in the range between 0 and 1, we are able to 
use p̂ as the success parameter in a binomial distribution. 
From this, we can roughly estimate the number of geno-
types in each genotype class as:

where n is total number of individuals genotyped for this 
marker and Pr

(

C = c|G − 1, p̂
)

 is the binomial probabil-
ity of observing c successes in G − 1 trials with success 
probability p̂.

For the marker in question, contrast values were then 
sorted from smallest to largest, and the first n̂0 observa-
tions were used to estimate µ0 , the next n̂1 observations 

were used to estimate µ1 , etc. Finally, µ̂d =





µ̂0

. . .
µ̂G−1



 was 

used as both an input starting parameter vector and a 
prior by mclust for the contrast cluster means (corre-
sponds to µk in [7]). A vector of 

[

n̂1/n, . . . , n̂c/n
]

 was used 
as starting proportions. All initial and prior variance 
parameters (see text regarding Σ in [7]) were set to 0.06 
since this is also the prior variance used by the APT soft-
ware and should provide a good comparison of the meth-
ods. Both the means and the variances are updated in 
every iteration of the EM-algorithm, ending with the 
maximum likelihood estimates of the parameters. !e 
models assume a normal distribution for each cluster 
with different means. For the models ‘E’ (equal) and ‘V’ 
(varying), the variances are either equal or different, 
respectively, for all clusters.
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Abstract 15 

Background 16 

Performing genomic prediction has traditionally been restricted to using continuous or 17 

binary phenotypes. However, when searching for single QTLs across a genome, the 18 

transmission disequilibrium test (TDT) allows the use of individuals of a single category, i.e. 19 

only “cases”, in genome-wide association analysis. The TDT method is a case-parental-20 

control method where deviations from neutral inheritance of alleles between parents and 21 

their offspring are used to construct a test statistic. The aim of this study was to develop a 22 

case-parental-control model that could be used for genomic prediction and to estimate 23 

heritability. 24 

Results 25 

A method called Transmission Disequilibrium Genomic Prediction (TDGP) was developed to 26 

estimate heritability and predict genomic breeding values for a binary trait where only the 27 

cases and their parents were genotyped. TDGP estimated highly accurate heritabilities for 28 

the schemes simulated in this study. The prediction accuracy of genomic breeding values 29 

was lower than for an ordinary case-control SNP-BLUP model when predicting individuals 30 

closely related with the training population. However, TDGP proved superior to ordinary 31 

SNP-BLUP when predicting less related individuals. 32 

Conclusions 33 

TDGP can be a useful method when genotyping is restricted to individuals from a single 34 

phenotypic category and their parents. Additionally, TDGP may be used when the training 35 

population is distantly related to breeding candidates. 36 
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Background 37 

Genomic prediction methods have been successfully applied to binary traits (case-control 38 

data), e.g. [1-3]. In general, genomic prediction is typically based on a training data set 39 

consisting of genotyped and phenotyped individuals, where the trait analyzed must have 40 

measurable phenotypic variation as well as a non-zero heritability. Hence, for a binary trait, 41 

both categories (cases and non-cases/controls) must be present within the training data set. 42 

However, for some binary traits, targeted genotyping of cases may be more practical and cost-43 

effective. To the best of our knowledge, no genomic prediction model has so far been 44 

proposed for case-only data. However, such data has for a long time been used in single-locus 45 

genome-wide association studies, through transmission disequilibrium testing (TDT), 46 

comparing (case) offspring genotypes to the genotypes of their respective parents [4].  47 

For analysis of binary traits using ordinary statistical models (i.e. linear or generalized linear 48 

models), intermediate incidence is considered the most informative. However, some naturally 49 

occurring diseases or conditions may have extreme frequencies, e.g. very low (or in some 50 

cases very high) case incidence. Ideally, the proportion of cases included in training data 51 

should equal the actual case incidence, e.g. at 1% case incidence the training sample should 52 

consist of 1% cases and 99% non-cases (controls). This would imply that a very large number 53 

of genotyped individuals would be needed to achieve a sufficient number of cases. Other 54 

approaches include case-control models where similar numbers of cases and controls are 55 

targeted for genotyping, artificially increasing the incidence within the training data set. 56 

However, for disease outbreaks, it is not always straightforward to obtain 57 

representative/informative control samples. For infectious diseases, it may be easier to 58 

identify susceptible than non-susceptible individuals, as affected individuals (cases) are 59 
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obviously susceptible, while controls may be unexposed to the pathogen rather than non-60 

susceptible. Consequently, controls may be a mix of truly non-susceptible individuals 61 

(exposed, but able to resist the pathogen), individuals in the early disease phase (may 62 

die/show symptoms at a later stage) and unexposed individuals. A sampling strategy targeting 63 

only identified cases may enable more cost-effective genomic prediction.  64 

The aim of the current study was to develop and validate a novel genomic prediction (GP) 65 

method, called transmission disequilibrium genomic prediction (TDGP), using training 66 

information from cases and their parents only (i.e. no sampling of phenotypic controls). The 67 

results were compared with traditional GP using case-control data with a SNP-BLUP model. 68 

Methods 69 

Transmission disequilibrium null hypothesis (!!) 70 

A model for the transmission of an allele between a heterozygous parent and its offspring at 71 

a locus not affected by selection can be formulated as: 72 

""# 	~	%&'()*++,(. = 0.5) 73 

where ""#  is a binary indicator for whether or not the reference allele is transmitted for the 74 

parent - offspring duo , at locus 4, and the success parameter . = 0.5 indicates that there is 75 

an equal probability of transmitting the reference allele and the alternative allele. Assuming 76 

this null-hypothesis distribution, 56""#7 = . = 0.5 and 89'6""#7 = .(1 − .) = 0.25. Note 77 

that under the null hypothesis, the maximum possible variance of ""#  is obtained since any 78 

other success parameter than . = 0.5 results in ""#  having a reduced variance. Over =#  duos 79 

the sum at locus 4 is ∑ ""#
$!
"  where ""#  is a transmission for duo , at locus 4. Consequently, 80 
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5 ?∑ ""#
$!
" @ = ∑ 5(""#)

$!
" = ∑ .

$!
" = 0.5=#  and 89'(∑ ""#

$!
" ) = ∑ 89'(""#)

$!
" =81 

∑ .(1 − .)
$!
" = 0.25=#. 82 

Transmission disequilibrium under selection 83 

Assume in the following that genotyped offspring are those that have a certain binary 84 

phenotype, i.e. genotyping is restricted to offspring affected by some condition or disease 85 

(cases). When a locus is in linkage disequilibrium (LD) with a quantitative trait locus (QTL) 86 

affecting the phenotype (risk of condition or disease), the null hypothesis of neutral 87 

inheritance is violated and . ≠ 0.5 within the case-offspring group. Under such 88 

circumstances, the variance of ""#  is reduced. Consider the following model which includes 89 

selection pressure: 90 

""#~	%&'()*++,(.# = 0.5 + C#) 91 

where C#  is the expected deviation from neutral inheritance at locus j. Thus, offspring 92 

inheriting the reference allele at locus j may have a higher/lower probability of ending up as 93 

a “case”, causing a deviation in probability of observing the reference allele in case-offspring. 94 

As an example, assume that the locus is in high LD with a QTL such that C# = −0.2. Then, 95 

56""#7 = 0.5 − 0.2 = 0.3. In the following we show how such deviations from neutral 96 

inheritance from parents to case offspring can be used to predict marker effects. 97 

SNP-BLUP for a binary trait 98 

Consider first the ideal situation where all offspring (cases and non-cases) in a training 99 

population are genotyped. The genotypes are centered by training population frequencies 100 

as: 101 
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E = F− 2 ⋅ HI´ 102 

where F is the genotype matrix consisting of values 0, 1 or 2, i.e. the number of reference 103 

alleles for individual i at locus j, I is a vector of allele frequencies and H is a vector of ones 104 

matching the dimension of I. Then, a linear SNP-BLUP model is: 105 

K = LM +EN+ O 106 

where K is a vector of binary phenotypes (1 = case, 0 = non-case), M is a vector of fixed 107 

effects, N is a vector of random marker effects, e is a vector of random residuals, X is an 108 

incidence matrix associating phenotypes with fixed effects (e.g. overall mean, temperature, 109 

location, person sampling etc.) and E = P
E%
E&%

Q is a matrix of genotypes, centered by the 110 

population allele frequencies, where E% is the centered genotype matrix for the cases and 111 

E&% is the centered genotypes for the non-cases. Then, the corresponding mixed-model 112 

equation system is: 113 

RL′L L′E
E′L E'E+ TU

V P M
W
NX
Q = P

L'KY
E'KY

Q 114 

where U = ("#
$%#
&

= Z ("#

(%#
, Z = 2∑[#61 − [#7, [#  is the allele frequency at locus j, \)* is the 115 

residual variance and \+* is the total genetic variance (i.e. 
(%#

,
 is the marker effect variance). 116 

Since genotypes are centered within the training population, we may assume 5(L'E) = ]´ 117 

and 5(E'L) = ], which assumes independence between the fixed effect covariates and the 118 

marker genotypes.  If a simple fixed effect structure is fitted such as just the overall mean, 119 

resulting in L = H, the matrix products are H'E = ]' and E'H = ]. Under the assumption of 120 

such, or a similar simple fixed effect structure, the marker effects can be predicted 121 
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independently from fixed effects. Further, because non-cases have phenotypes 0 and cases 122 

phenotypes 1, the following applies: 123 

E'K = P
E%
E&%

Q
'

R
K-
K.-

V = E%
'H +E&%

' ] = E%
'H =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
ab"/

$'

"0/
⋮

ab"1

$'

"0/ ⎦
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
ag"/

$'

"0/

− 2a[/

$'

"0/
⋮

ag"1

$'

"0/

− 2a[1

$'

"0/ ⎦
⎥
⎥
⎥
⎥
⎥
⎤

124 

= h
=2gi/ − 2=2[/

⋮
=2gi1 − 2=2[1

j = k
=22[/' − 2=2[/

⋮
=22[12 − 2=2[1

l = 2=2 h

[/' − [/
⋮

[12 − [1
j = 2=2(I% − I) 125 

where g"#  is the genotype (either 0, 1 or 2) for individual , at locus 4, b"# = g"# − 2[#  is the 126 

genotype adjusted for the training population allele frequency, [#, at locus 4, gi#  is the mean 127 

genotype among cases at locus 4, =2  is the number of cases, m is the number of loci, I% is a 128 

vector of allele frequencies of cases, while I is a vector of allele frequencies for the entire 129 

training population (cases and non-cases). A simplified equation system may thus be used to 130 

compute the marker effects for a binary trait when assuming independence between fixed 131 

effects and the marker genotypes: 132 

[E'E+ TU]NX = 2=2(I% − I) 133 

Thus, by defining case-phenotypes as 1 and non-case phenotypes as 0, the non-case 134 

genotypes do not contribute to the right-hand side of the equation system. They do, 135 

however, contribute to the left-hand-side through E'E, which has expectation (see proof 1 136 

in Appendix): 137 

5(E'E) = 2= ∙ qrq 138 
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where = is the number of individuals in the training population (cases + non-cases), r is a 139 

genotype correlation matrix between different loci and q is a diagonal matrix with elements 140 

(see proof 1 in Appendix): 141 

s## = t[#(1 − [#) 142 

where [#  is the corresponding allele frequency from the vector I. Hence, given I and r, the 143 

entire equation system above may thus be approximated as: 144 

[2= ∙ qrq + TU]NX ≈ 2=2(I- − I) 145 

Consequently, genomic prediction may be performed based on genotyped cases only (must 146 

be genotyped to compute I%), given that I (for the entire training population) and the 147 

correlation structure among genotypes for different loci can be assumed known. L′E cannot 148 

be calculated when only cases are genotyped (since the non-cases are missing), and thus 149 

equations for fixed and markers effects must be assumed independent. This is only expected 150 

to be true if I is correct and under simple fixed effect structures with independence 151 

between the fixed effect classification and the marker genotypes. The computed marker 152 

effects are functions of (I% − I). Any error in I will thus have a substantial effect on both 153 

the sign and the size of the estimated marker effect. Consequently, the most critical 154 

assumption for predicting genomic breeding values when genotyping only the cases and 155 

their parents is that I can be properly estimated, e.g. by using parental allele frequencies 156 

adjusted for the different family sizes. In contrast, an ordinary genomic prediction model is 157 

more robust as it estimates fixed- and marker effects jointly, i.e. the left-hand-side mixed 158 

model matrix blocks L'E and E'L are computed rather than being assumed zero. However, 159 
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the latter model requires more widespread genotyping (both cases and non-cases) to 160 

calculate X’M. 161 

Transmission Disequilibrium Genomic Prediction (TDGP) 162 

When just the cases are genotyped, the training population allele frequencies in I (including 163 

cases and non-cases) cannot be correctly estimated without prior knowledge of the size of 164 

each family in the training population (not only among cases). Hence, the centered genotype 165 

matrix cannot be computed. Here we assume parents are genotyped and can be assigned (or 166 

their genotypes are inferred from their offspring genotypes). In this case, genotypes can still 167 

be centered by their parental expectations: 168 

v = F −
1
2
(w3 + w4)F5 169 

where F (offspring x SNPs) and F5 (parents x SNPs) are matrices of genotypes for offspring 170 

(cases and non-cases) and their parents, respectively, w3 (offspring x parents) and w4 171 

(offspring x parents) are appropriate incidence matrices for sires and dams, respectively, and 172 

v (offspring x SNPs) is a matrix where each element is the deviation in number of offspring 173 

reference alleles from what is expected given the parent genotypes. For simplification of the 174 

notation, we use ‘sire’ and ‘dam’. Although both parents must be represented, knowing the 175 

sex of the parents is not required by the method. Using v instead of E implies that 176 

between-family genetic variation is ignored, and thus enters the residual, while within-family 177 

genetic variation is captured by the marker genotypes (centered by parental means). 178 

Consider first an ideal situation where all offspring (and their parents) are genotyped: 179 

K = LM +
1
2
(w3 + w4)x + vN+ O 180 
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where x~=6], z34\+*7	is a vector of parental genetic effect values (breeding values), z34 is a 181 

genomic relationship matrix for the parents and the other parameters are as defined above.  182 

The covariance in breeding values between individuals in a family is equal to the between-183 

family variance [5]. Thus, for two full-sibs %8/ = 0.5(%86 + %87) +{/ and %8* =184 

0.5(%86 + %87) +{* where %8/ and %8* are true breeding values for the two full-sibs, %86 185 

and %87  are, respectively, the true breeding values of their sire and dam, and {/ and {* are 186 

the (within-family) Mendelian sampling deviations. The Mendelian sampling deviations are 187 

independent both within and across families. Assuming that the parents are not related, i.e. 188 

|)}(%86, %87) = 0, the covariance between the full sib breeding values reduces to 189 

|)}(%8/, %8*) = \89
* = 0.5\+*, where \+* is the total additive genetic variance, and \89

*  is 190 

the between-family variance. The Mendelian sampling deviations in the above equations are 191 

responsible for the within-family variance, i.e. the random segregation of alleles from 192 

heterozygous parents to their offspring. So, in absence of selection, \:9
* = \89

* = /

*
\+*, 193 

where \:9
*  and \89

*  are the within-family and between-family genetic variance, respectively. 194 

The equation system can be written as: 195 

⎣
⎢
⎢
⎢
⎢
⎡ L′L L'

1
2
(w3 + w4) L′v

1
2
(w3 + w4)′L

1
4
(w3 + w4)′(w3 + w4) + z34

;/UZ;/
1
2
(w3 + w4)′v

v′L v′
1
2
(w3 + w4) v'v + TU ⎦

⎥
⎥
⎥
⎥
⎤

h
MW
xX
NX
j =

⎣
⎢
⎢
⎡

L′K
1
2
(w3 + w4)′K

v′K ⎦
⎥
⎥
⎤
 196 

where U and Z are as defined for the ordinary SNP-BLUP model above. Marker variance ?
(%#

,
@ 197 

is still the same, since the allele substitution effects within and across families are assumed 198 

to be equal (but genotypes in T has less variance than genotypes in M). If the individuals 199 

included in v (i.e. cases and non-cases) are an unselected sample, centering genotypes using 200 
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parental means imply that 5(v'L) = ] and  5 �v′ /
*
(w3 + w4)Ä = ], even though the allele 201 

frequencies in I are unknown. The marker effect equations above may be approximated as: 202 

⎣
⎢
⎢
⎢
⎢
⎡ L'L L'

1
2
(w3 + w4) L'v

1
2
(w3 + w4)′L

1
4
(w3 + w4)′(w3 + w4) + z34

;/UZ;/
1
2
(w3 + w4)′v

v'L v'
1
2
(w3 + w4) v'v + TU ⎦

⎥
⎥
⎥
⎥
⎤

h
MW
xX
NX
j 203 

<=>(?@0!,			<C
/
*
(E)FE*)(?H0!

ÅÇÇÇÇÇÇÇÇÇÇÇÇÇÇÇÇÇÇÇÇÉ

⎣
⎢
⎢
⎢
⎡ L'L L'

1
2
(w3 + w4) ]

1
2
(w3 + w4)′L

1
4
(w3 + w4)′(w3 + w4) + z34

;/UZ;/ ]

] ] v'v + TU⎦
⎥
⎥
⎥
⎤

h
MW
xX
NX
j 204 

Assuming that marker effect equations are independent of both fixed and parental 205 

equations, the marker effects can thus be estimated with the following simplified equation 206 

system: 207 

[v'v + TU]NX = v′K 208 

The right-hand side of the equation system is now: 209 

v'K = P
v%
v&%

Q
'

R
K-
K.-

V = v%'H + v&%' ] = v%'H =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
aÑ2+, 	

$'

"0/
⋮

aÑ2+- 	

$'

"0/ ⎦
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
aPg"/ −

1
2
6g7+/ + g6+/7Q

$'

"0/
⋮

aPg"1 −
1
2
6g7+1 + g6+17Q

$'

"0/ ⎦
⎥
⎥
⎥
⎥
⎥
⎤

 210 

where v- and v.- are matrices with genotypes adjusted for parental expectation, K- = H 211 

and K.- = ] are vectors of ones and zeros, respectively, with the number of rows equal to 212 

the number of cases and non-cases, respectively, g"#  is genotype (0, 1 or 2) for offspring 213 

(case) , at locus 4, g7+#  and g6+#  are, respectively, the genotypes of the dam and sire of 214 
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offspring , at locus 4, m is total number of loci and =2  is number of cases. The right-hand side 215 

of the equation system can thus be set up exactly, solely from case-genotypes. 216 

At this point, it is important to recognize that the (original, uncentered) genotype for 217 

offspring , at locus 4, i.e. g"#, depends on the genotypes of its dam and sire, g7+#  and g6+#, 218 

respectively:  219 

g"# = ℎ6+# + ℎ7+#  220 

where ℎ6+#  and ℎ7+#  are the haploid genotypes of the sire and dam gametes of offspring i at 221 

locus j, i.e. the number of reference alleles being transmitted from the dam and sire are:  222 

ℎ7+#~%&'()*++, ?
g7+#
2
@ 223 

ℎ6+#~%&'()*++, ?
g6+#
2
@ 224 

Hence, for parental genotypes being 1, the Bernoulli probability of the gamete genotype is 225 

½, while for parental genotypes being 0 or 2, Bernoulli probabilities are 0 and 1, respectively 226 

(i.e. the resulting gamete genotype is given). The expectation of the offspring genotype is 227 

the average of the parental genotypes: 228 

5 ?g"# Üg7"# , g6+#@ =
1
2
6g7+# + g6+#7 229 

Hence, the realized offspring genotype can also be written as: 230 

g"# =
1
2
6g7+# + g6+#7 + Ñ"#  231 

where Ñ"#  is a centered random Binomial variate: 232 

!./~#$%&'$() *+,$()- = /0!/02 − /0!/3 + /1!/02 − /1!/3, 6,&7 =
1
29 −

1
2:/0!/02 − /0!/3 + /1!/02 − /1!/3; 233 
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The Ñ"#  equals element (i, j) of the T matrix. Note that g7+#62 − g7+#7 + g6+#62 − g6+#7 is the 234 

number of heterozygote parents for offspring i at locus j. To make an analogy to the TDT-235 

method [4], we may also express Ñ"#  as: 236 

Ñ"# =
1
2
6""# − ("#7 237 

where ""#  equals number of reference alleles being transferred from heterozygous parent(s) 238 

to offspring i at locus j, while ("#  is the corresponding number for the alternative alleles (see 239 

Supplementary Material for a comparison of TDT and TDGP). For offspring of two 240 

homozygous parents, ""# = ("# = 0. Thus: 241 

v'K = v%'H =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
aÑ"/

$'

"0/
⋮

aÑ"1

$'

"0/ ⎦
⎥
⎥
⎥
⎥
⎥
⎤

=
1
2

⎣
⎢
⎢
⎢
⎢
⎢
⎡
a(""/ − ("/)

$'

"0/
⋮

a(""1 − ("1)

$'

"0/ ⎦
⎥
⎥
⎥
⎥
⎥
⎤

= /
*
(á − à) 242 

where á and à are, respectively vectors (one entry per locus) of the total numbers of 243 

reference and alternative alleles being transferred from heterozygous parents to case-244 

offspring. Assuming that elements of T are centered, the matrix product v'v is expected to 245 

be proportional to a scaled covariance matrix, which has an expectation (see proof 2 in 246 

Appendix): 247 

5(v'v) =
1
2
5(E'E) = = ∙ qrq 248 

where = is number of individuals (cases + non-cases),  r is a correlation matrix (across-loci 249 

genotype correlations) and q is a diagonal matrix with elements: 250 

s## = t[#61 − [#7 251 
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where s##  is the expected (parent-corrected) genotype standard deviation at locus j. Since 252 

only a fraction of the rows in v may be known (cases only), we use the approximation: 253 

v'v ≈ 	= ∙ qrq. The equation system is then further simplified: 254 

[= ∙ qrq + Tλ]NX = /
*
(á − à) 255 

This requires that the elements of J (standard deviations) and correlation structure among 256 

loci (C) can be estimated. Each diagonal element of q is:  257 

s## = t[#61 − [#7 = t/
*
ä#  258 

i.e. s##  is a function of the expected fraction of heterozygous parent-offspring duos under 259 

Hardy-Weinberg equilibrium: 260 

ä# = 2[#61 − [#7 261 

If parental allele frequency [#  is unknown, then ä#  is also unknown. Furthermore, family size 262 

and families not represented among the cases may be unknown, and the fraction of parent-263 

offspring duos (among cases and non-cases) where the parent is heterozygous may also be 264 

unknown. However, assuming that case-offspring have approximately the same fraction of 265 

heterozygous parents as the entire training population, ä#  may be estimated from the cases 266 

only: 267 

ä̂# =
"# + (#
2=2

=
#ç*)C	9b)(é	è9C&C	êℎ&'&	[9'&("	,C	ℎ&"&')ëíé)*C	9"	+)è*C	4

#ç*)C	9b)(é	è9C&C
 268 

where "#  and (#  are, as above, the number of reference and alternative alleles transmitted 269 

from a heterozygous parent to case-offspring at locus j, =2  is the number of case-offspring 270 
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and 2=2  is thus the number of parent-offspring duos among case-offspring. The diagonal 271 

elements in J can then be estimated by the following equation: 272 

s## ≈ t/
*
ä̂# = ì

"# + (#
4=2

 273 

Because ‘cases’ is a selected sample, the average heterozygosity of their parents may to 274 

some extent deviate from the heterozygosity of the parent population as a whole, especially 275 

around loci having a major effect on the trait. However, for complex traits, this effect is likely 276 

rather small.  277 

In large populations, only a fraction of the cases may be genotyped. If so, we may estimate: 278 

= = $'
I'2

 , which is required in the above mixed model equations, and where =2  is the actual 279 

number of genotyped cases, and [2J  is the fraction of cases in the population. If the latter is 280 

incorrectly assessed, the estimated U is likely to change. Thus, for proper interpretation of 281 

heritability from the estimated U, appropriate scaling of = is essential. For example, if = is 282 

set to half the real value (i.e. = ∙ qrq ≈ /

*
v′v), we may estimate  UW ≈ /

*
U. Hence, heritability 283 

(=1/(l/r+1))  will be overestimated, resulting in a general downscaling of the left hand-side 284 

of the equation system, which is expected to have a scaling effect on the solutions, while 285 

ranking of individuals remains the same. This also applies in ordinary case-control models, 286 

where controls (non-cases) may be massively under-sampled, leading to downscaling of the 287 

entire left-hand side of the equation system (including U, implying overestimated heritability 288 

unless corrected for). 289 

Among cases, loci in LD with QTL affecting the underlying trait may differ in frequency 290 

compared with the original parental genotypes. This does not, however, imply that these loci 291 
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are linked or in LD with each other in the overall population. The Pearson correlation 292 

coefficients between genotypes of cases was used to estimate the elements in r. General 293 

changes in allele frequency from parents to case-offspring will be corrected for and thus not 294 

contribute to the estimated correlation structure. 295 

Estimating heritability for case-only data using the Method R algorithm 296 

We are not aware of any software packages that can use case-only data to estimate 297 

heritability for binary traits. However, marker effects can be estimated using the model 298 

above, which combined with the “method R” algorithm [6] can be used for estimating the 299 

variance ratio (U), and thus the heritability. This is done by regressing the predicted random 300 

effects from a dataset on the predicted random effects from a subsample of the same 301 

dataset. The method relies on the fact that, when the variance ratio is correct, the expected 302 

covariance between SNP effects using all individuals and a reduced subset of individuals 303 

equals the variance of the SNP effects when only using the smaller subset of individuals [7]: 304 

5 ?89'6îX 6ïUW = U7@ = 5 ?|)}6îX ,îX 6|UW = U7@ 305 

where îX  and îX 6 are vectors of predicted SNP effects using all- and a subset of the 306 

individuals, respectively, U is the true variance ratio and UW is the variance ratio assumed in 307 

the equation system. The Method R statistic is: 308 

ó2 =
|)}(îX ,îX 6)

89'(îX 6)
 309 

where ó2  is a statistic indicating whether the variance ratio (UW) is set too high or too low. 310 

More specifically,  ó2 > 1 indicates that UW	should be decreased, while ó2 < 1 indicates that 311 

UW should be increased. An	ó2 = 1 indicates that UW is correct. Using Method R, we estimate U 312 
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iteratively by building the equation system using all case-individuals and a random 313 

subsample of case-individuals and predicting îX  and îX 6 for each iteration. As noted by 314 

Reverter et al. in [6] (Eq. 4), |)}(îX ,îX 6) achieves the same mathematical form as Restricted 315 

Maximum Likelihood (REML) uses to solve for variance components. Thus, the most likely 316 

estimate of U, and the maximum accuracy, is expected when ó2 = 1.  317 

Define, as above, Z = 2∑[#61 − [#7, where [#  is the allele frequency at locus 4 (e.g., among 318 

unselected selection candidates, or among case-parents as used in this study, see below). 319 

The total additive genetic variance can then be defined as: 320 

\+* = Z\K*  321 

where \K*  is the variance of marker effects, which is the same under both ordinary SNP-BLUP 322 

and TDGP. The heritability is defined as: 323 

ℎ* =
\+*

\+* + \)*
=

Z\K*

Z\K* + \)*
 324 

For an ordinary GBLUP model, the lambda value is: 325 

UL =
(1 − ℎ*)
ℎ*

 326 

For the ordinary SNP-BLUP model and TDGP the lambda value is: 327 

U = ZUL =
Z(1 − ℎ*)

ℎ*
 328 

ℎ* =
Z

U + Z	
 329 

An iteration strategy using a starting overall additive heritability of 0.5 was used to test 330 

different UW, i.e. we start at ℎö* = 0.5, with UW = ,(/;MN#)
MN#

= ,(/;O.Q)

O.Q
= Z. If ó2 < 1, the next 331 
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iteration will solve for marker effects using the UW	where the current ℎö* is decremented by 332 

/

*
ℎö*, and if ó2 > 1, the next iteration will solve for marker effects using the UW	where the 333 

current ℎö* is incremented by /
*
ℎö*. When ó2 = 1 ± 0.001 the iteration stops, and 334 

convergence is achieved. This iteration strategy was repeated 10 times using a subset of 4k 335 

SNPs to reduce compute time, and for each repetition a random half of the cases were 336 

removed to form the subset to calculate SNP effects îX 6/. In addition, the other half of the 337 

cases were, in the same iteration, used as the subset for calculating another set of SNP 338 

effects, îX 6*. Subsequently, we calculated ó2/ =
RST(UV ,UV 3,)
WLJ(UV 3,)

, ó2* =
RST(UV ,UV 3#)
WLJ(UV 3#)

 and ó2 =339 

X',FX'#
*

. Thus, we utilize more information from each repetition compared to just using half 340 

the individuals as a subsample. Lastly, the mean heritability across the 10 repetitions was 341 

used as the estimated heritability in our study. Thus, the UW	we estimate using 4k SNPs had to 342 

be rescaled to be used with a 60k SNP dataset: 343 

UWYOZ =
UW

2ú[\
' (H[\ − ú[\)

2ú]!\
' (H]!\ − ú]!\) 344 

where UW is the variance component ratio estimated using a random 4k subset of SNPs, ú[\ 345 

and ú]!\ are vectors of allele frequencies from the 4k random subset of SNPs and the full 346 

60k SNPs (estimated from case-parents) and H[\ and H]!\ are vectors of ones with length 4k 347 

and 60k, respectively. Note that since we are repeating the whole simulation 10 times, a 348 

total of 100 (=10*10) heritability estimations using Method R were done across all 349 

simulations (see below). 350 
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Simulated data – genomic structure 351 

We used AlphaSimR [8] and the R programming language [9] to simulate all data used in this 352 

study. Ten replications were run, each with a generic non-inbred founder population 353 

consisting of 1000 individuals with 30 chromosomes simulated by the MaCS simulation 354 

software included in AlphaSimR[10]. The length of each chromosome was set to 10^ base 355 

pairs (bp), with genetic length of 1 Morgan, resulting in a genome size of 3 ⋅ 10_ bp. After the 356 

founder haplotypes were established, the 1000 founders were used as the parent generation. 357 

When genotyping, a simulated SNP chip with 60 000 (60k) SNP markers was used. In each 358 

replication we simulated a complex trait with 1500 QTLs which were not included on the 60k 359 

SNP chip by design. However, some of the QTLs may be included among the 60k marker SNPs 360 

due to random chance as potential SNPs and potential QTLs are the same in AlphaSimR.  361 

Simulated data – family and population structure 362 

We randomly mated 100 mothers and 100 fathers from the founder population (see above) 363 

and set the number of offspring across all families to be either 2000, 5000, 10 000, 50 000 or 364 

100 000. Thus, the number of full-sib families were always approximately 100. However, as 365 

sires and dams are randomly sampled with replacement, the same parents can potentially be 366 

mated more than once, randomly creating a few half-sib families and, more rarely, duplicated 367 

full-sib families. These offspring are called the “Training+Sibs” population. The cases were the 368 

1000 or 5000 offspring with the largest phenotype value on the continuous scale when 369 

population size allowed for it, that is, when population size is 2000 or 5000, only 1000 cases 370 

are simulated. The latter restriction resulted in a total of 8 simulation schemes per replication. 371 

When comparing TDGP and case-control models, the accuracy of the models were compared 372 

under the same number of genotyped training individuals, either all cases (TDGP) or 50% cases 373 

and 50% non-cases (case-control).  374 
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A “Halfsibs” population consisting of 1000 individuals was simulated by randomly crossing the 375 

same females and males used as parents for the “Training+Sibs” population with family size 376 

of 1 (i.e. 1000 randomly picked mating pairs). Thus, the “Half-sibs” population consists mostly 377 

of individuals having half-sib (maternal or paternal) relationships to the “Training+Sibs” 378 

population. The “Halfsibs” population was used to check if breeding values could be accurately 379 

predicted using TDGP for individuals with relatively high relatedness with the training 380 

population. 381 

In addition to the “Training+Sibs” and “Halfsibs” populations, a “Validation” population was 382 

created by randomly mating the 500 females and 500 males (=all individuals) from the founder 383 

population. The validation population is thus regarded as generally distantly related to the 384 

training (i.e. “Training+Sibs”) population and is used to test how accurately TDGP can predict 385 

breeding values on distantly related individuals. 386 

Continuous phenotypes were simulated with a heritability of 0.4. By applying a percentile 387 

threshold to the continuous data, cases and non-cases were determined, see Table 1. 388 

Expected heritability of a binary trait 389 

A common assumption in analysis of binary traits is that the binary outcomes are determined 390 

by whether or not an underlying continuous liability exceeds a threshold value (logit and 391 

probit models). The observed phenotype is thus a binary categorization of the unknown 392 

underlying liability. As the categorization of a continuous trait implies loss of information, the 393 

realized heritability using the binary phenotypes is expected to be lower than the heritability 394 

from the continuous phenotypes. For all simulations in this study we have simulated binary 395 

phenotypes using a threshold on the continuous phenotypes, where all individuals above the 396 

threshold are given the value 1, while all others are given the value 0. While the heritability 397 

for the continuous phenotypes of ℎ`* = 0.4 remains unchanged across all simulations, the 398 
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expected observed-scale (binary) heritabilities under the different case incidence thresholds 399 

used in this study are computed as [11]: 400 

ℎ* =
ë̅*ℎ`*

[̅gi
																					(1) 401 

where	ℎ* is the additive heritability on the binary scale, ë̅ is height at the threshold 402 

percentile in the standard normal distribution, ℎ`* = 0.4 is the heritability of the continuous 403 

trait, [̅ is the case incidence and gi = 1 − [̅. The heritabilities on the binary scale used in this 404 

study are shown in Table 1. 405 

Table 1: The top row shows the different case incidences used in our study, while the bottom row shows the corresponding 406 
expected heritabilities, computed using formula (1). The heritability of the continuous phenotypes is always 0.4. 407 

Case incidence ([̅) 0.01 0.02 0.05 0.10 0.20 0.50 

ℎ* 0.029 0.048 0.090 0.137 0.196 0.255 

 408 

Results 409 

Figure 1 shows 95% confidence intervals (CI) of heritability estimates using either SNP-REML 410 

on continuous or binary phenotypes (both cases and controls), or Method R using cases only 411 

across eight sampling schemes. Note that the same number of individuals are genotyped 412 

when comparing SNP-REML and Method R (see Methods). Training population sizes were set 413 

to be 2000, 5000, 10 000, 50 000 or 100 000 with either 1000 (all population sizes) or 5000 414 

(population sizes of 10 000 or larger) individuals being sampled for genotyping. The dashed 415 

horizontal line indicates how much each method over- or underestimates the heritability 416 

compared with the true heritability of 0.4 for continuous phenotypes, or the expected 417 

observed-scale heritability of the binary phenotypes (see Table 1), across sampling schemes. 418 

When the true case incidence is 50%, the SNP-REML-based methods are accurate (sampling 419 

schemes “H” and “G”), while TDGP Method R underestimated the heritability. For all the other 420 
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sampling schemes (i.e. schemes A-F), TDGP Method R delivers as-good or more precise 421 

heritability estimates compared with SNP-REML. However, for sampling schemes A-F, all 422 

methods over-estimate the heritability. As the case incidence decreases, the overestimation 423 

of the heritability estimates of the SNP-REML methods increases dramatically. The latter is 424 

probably due to the artificially increase of the case incidence due to over-sampling of cases 425 

vs. non-cases.  The estimates from the TDGP Method R seem, however, much less affected.  426 

 427 

Figure 1: 95% confidence intervals (CI) of each heritability estimate minus the expected heritability ± the standard error of 428 
the mean. The letter and the colorization of each sampling scheme is shown in the upper right part of the figure on the form 429 
“number of cases” / “total number of individuals” in the training population. A line is drawn between the estimation methods 430 
to further indicate the sampling scheme. The methods for estimating the heritability is either SNP-REML for continuous- 431 
(underlying) or binary phenotypes, or Method R for TDGP. The expected heritabilities using binary SNP-REML and TDGP 432 
Method R are shown in Table 1, while the expected heritability for continuous SNP-REML is always 0.4. All cases are used for 433 
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estimating the heritability using TDGP Method R, while half of the cases and an equivalent number of non-cases are used 434 
when estimating heritability using SNP-REML. 435 

Figure 2 shows 95% CI of accuracies of genomic breeding value predictions for the different 436 

methods, sampling schemes and training population sizes, as described above. Accuracies 437 

are computed for three different test-populations (given on the x-axis) with decreasing 438 

relatedness to the training population. The ‘Training+Sibs’ population includes the 439 

individuals sampled for genotyping and used for training as well as their non-sampled 440 

siblings from the training population (i.e. all cases and non-cases). The ‘Halfsibs’ population 441 

was created by randomly mating the 200 parents used to create the ’Training+Sibs’ 442 

population, i.e. consisting of mostly paternal or maternal half siblings of the ‘Training+Sibs’ 443 

population. Finally, the ‘Validation’ population was created by crossing all 1000 founders 444 

randomly, i.e. having little or no relatedness with the individuals used for training. 445 

The SNP-BLUP results indicate, as expected, reduced accuracy with reduced relatedness 446 

between training population and the individuals used to evaluate the accuracy (Figure 2). 447 

However, this tendency was much less profound for the TDGP model, and for sampling 448 

schemes having large ‘Training+Sibs’ populations (50 000 or 100 000 individuals), no 449 

reduction in accuracy by more distant relationships to the training population was observed. 450 

In fact, for the largest schemes, i.e. “C” and “E”, sampling 5000 training individuals out of 451 

‘Training+Sibs’ populations of, respectively, 100 000 or 50 000, the accuracy rather seemed 452 

to slightly increase with decreasing relatedness to the training population. When SNP effects 453 

are applied to the ‘Training+Sibs’ population itself, the SNP-BLUP model was consistently 454 

more accurate than TDGP. All three methods achieve the highest accuracies when there are 455 

many genotyped individuals, and large ‘Training+Sibs’ population (i.e., when the cases are 456 

numerous and phenotypically more extreme). For the low case incidence of 5% used in 457 

sampling scheme “C”, TDGP outperformed both SNP-BLUP using underlying continuous 458 
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phenotypes and binary phenotypes when predicting genomic breeding values in the most 459 

distant validation population. 460 

 461 

 462 

Figure 2: 95% confidence intervals of mean accuracy ± standard error of the mean for 10 replicates. Each CI is colorized for 463 
its group on the format “number of cases” / “total number of individuals”. SNP effects are predicted using all cases in the 464 
training population for TDGP Method R, while half of the cases and an equivalent number of non-cases from the training 465 
population were used to predict SNP effects using SNP-BLUP. For each population, the methods continuous SNP-BLUP 466 
(‘Cont.SNP-BLUP’), binary SNP-BLUP (‘Bin. SNP-BLUP’) and TDGP are used to calculate accuracies using the SNP effects 467 
predicted using the chosen individuals in the training population. 468 

Discussion 469 

The simulation study has shown that the TDGP model can provide accurate GEBVs, which 470 

can outperform ordinary case-control SNP-BLUP for distantly related validation populations. 471 
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If the case incidence is low, non-case individuals are expected to approach a random sample 472 

of the population, which will not provide much information with respect to marker effects.  473 

As an example of a possible use for TDGP, Brun et al. [12] reported a mortality of 6.1% in 474 

groups of Atlantic Salmon (Salmo salar) in Norway with outbreaks of cardiomyopathy 475 

syndrome (CMS), compared to 2.5% mortality in non-infected groups. Thus, if ~3.6% (=6.1% - 476 

2.5%) of the fish die due to CMS in a sea cage containing 100 000 individuals, there will be a 477 

total of ~3600 “cases” available. Such circumstances are advantageous for TDGP, namely 478 

restricting genotyping to the phenotypically most extreme offspring individuals and their 479 

parents without having to genotype a suitable contrast group from the remaining offspring. 480 

We are not aware of any method where estimation of heritability and prediction of genetic 481 

breeding values can be performed by genotyping affected offspring and their parents only. 482 

However, as noted in Background, the TDT method has been successfully used to perform 483 

genome wide association studies (GWAS) using such data. TDGP is a generalization of TDT 484 

such that genome-wide breeding values (GEBVs) can be predicted and heritabilities 485 

estimated. In the special case where the TDGP model is used to fit a single fixed marker 486 

effect (U = 0), the significance of the marker can be tested using an appropriate t-test (as 487 

shown in Supplementary Material). This t-test statistic is asymptotically equivalent with the 488 

û*-statistic used by TDT [4, 13] when case incidence approaches zero. Using TDGP with ridge 489 

regression, including a covariance structure to adjust for correlation structure (LD) among 490 

loci, enables us to predict individual GEBVs using cases only as training data combined with 491 

genotypes of their parents. TDGP resembles SNP-BLUP, while the latter also needs a contrast 492 

group (i.e. controls) to be included in training data. 493 
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In this study, we use mortality during a disease outbreak in a large population as a typical 494 

example where TDGP can be used. However, there are many categorical traits, not 495 

necessarily involving mortality, where cases can be separated from non-cases. In livestock, 496 

such traits may include reproductive failure, inadequate performance, locomotor problems, 497 

milking problems and non-fatal diseases in swine [14], infertility and mastitis in rabbits [15] 498 

and failure to conceive, feet problems and abortion in cows [16]. Thus, for any trait where 499 

cases can be clearly defined and has a low incidence, the case-individuals may contribute 500 

relatively more information compared to a largely random sample of non-cases. 501 

TDGP Method R for estimating heritability 502 

Figure 1 shows that when using TDGP Method R to estimate heritability, the estimates are 503 

underestimated when the case incidence is 50%. This may be due to the fact that, because 504 

of time constraints, we used a random subset of 4k SNPs when running TDGP Method R for 505 

heritability estimation. Even though we re-sampled the 4k SNPs ten times and used the 506 

mean heritability as the final heritability estimate, each 4k subset of SNPs may not capture 507 

the full genetic variation explained by the 1500 simulated QTLs, and thus the heritability may 508 

be underestimated. However, the TDGP Method R-estimated heritability seems to be slightly 509 

upward-biased when the case incidence decreases below 50% (see Figure 1). A potential 510 

explanation is that the left-hand side of the equation system is approximated using data 511 

from cases and their parents only. For example, the J matrix, used to set up the left-hand 512 

side of the equation system, is estimated based on the observed heterozygosity of case-513 

parents, as an estimate for heterozygosity of the entire parental population of both cases 514 

and non-cases. Because the cases are phenotypically more extreme, highly susceptible 515 

families are likely overrepresented among them, potentially resulting in a somewhat lower 516 
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heterozygosity among case-parents for loci in LD with QTL. Consequently, the elements of 517 

the J matrix are therefore slightly underestimated, resulting in scaling down the left-hand 518 

side of the equation system. In contrast, the right-hand side is computed exactly, and the 519 

predicted marker effects may therefore be slightly inflated, causing a corresponding inflation 520 

of the estimated heritability. However, the heritability estimate from TDGP Method R is still 521 

closer to the expectation (see Table 1) than the ordinary SNP-REML estimates. Figure 1 522 

shows that SNP-REML overestimates the heritability for sampling schemes where the case 523 

incidence is below 50%. The reason for this is probably that SNP-REML utilizes a genotyped 524 

subset of the population, of which cases are typically over-sampled, meaning that the 525 

heritability in the data sampled for SNP-REML is higher than in the actual data. The MME is 526 

set up using the genotyped individuals only, for which cases are the only ones contributing 527 

to the right-hand side MME (as E'K = E%H), while all genotyped individuals contribute to 528 

the left-hand side (E'E). Consequently, for a smaller subset of the population where the 529 

cases are over-sampled, the left-hand side of the MME (E'E) will be relatively more 530 

reduced than the right-hand side (E'K), resulting in inflated marker effects and thus also 531 

inflated estimated heritability. In any case, the highest accuracy is expected to be achieved 532 

at the estimated heritability. The latter may not necessarily be true for TDGP with the 533 

current implementation of TDGP Method R using a random 4k subset of SNPs to estimate 534 

heritabilities rather than all SNPs. Consequently, if we use all the 60k SNPs using TDGP 535 

Method R to achieve a more accurate estimate of the heritability, we may also achieve 536 

increased prediction accuracy. 537 

It may be possible to modify SNP-REML so that it can estimate heritability directly using 538 

TDGP MME. However, since the majority of software does not support estimation of 539 
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heritabilities using customized MME, we found it more convenient to implement Method R 540 

instead of SNP-REML for estimating TDGP-based heritabilities. 541 

Genomic predictions of TDGP vs. SNP-BLUP 542 

If SNP-BLUP is used, normally both cases and non-cases/controls must be sampled and 543 

contrasted. In some situations, sampling non-cases from a disease outbreak may not be 544 

trivial. For example, CMS in Atlantic salmon have long-lasting, moderately elevated 545 

mortality, making it hard to identify when the outbreak has passed and non-cases can be 546 

safely sampled [12]. Consequently, clear cases (e.g. deceased) may thus be more easily 547 

identified than clear non-cases, making such traits prime candidates for use with TDGP. 548 

Even though we mostly describe applications of the TDGP model where the phenotype is 549 

naturally categorical, the model may also be extended to the extreme(s) of continuous 550 

phenotypes. For example, for traits like growth, one may genotype e.g. the 2% fastest-551 

growing individuals in a large population as “cases”. However, categorization of continuous 552 

traits necessarily implies loss of information. For very large populations (e.g. net-cages with 553 

100k fish or more), where only a fraction of the individuals can be genotyped, genotyping 554 

the most extreme individuals may still be cost-effective compared with genotyping a random 555 

sample. 556 

SNP-BLUP uses both between- and within-family information, while TDGP is restricted to 557 

within-family information for prediction of marker effects. Since TDGP adjusts all genotypes 558 

by parent expectation, the predicted SNP effects depend on the deviation from neutral 559 

inheritance seen within case offspring of heterozygous parents. SNPs in LD with QTLs will 560 

generally tend to deviate from their parents’ genotype average. It is clear from Figure 2 that 561 

modelling marker effects solely from within-family variation has both advantages and 562 
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disadvantages. Predicting genomic breeding values (GEBVs) using SNP-BLUP (i.e. using both 563 

within- and between-family information) results in higher accuracies when predicting the 564 

training population itself. However, when predicting GEBVs for individuals with low 565 

relatedness with the training individuals, the accuracy of SNP-BLUP is considerably reduced, 566 

while TDGP (when applied to large populations with low case incidences) is less affected. For 567 

SNP-BLUP, marker alleles being more common in high-ranking vs. low-ranking families may 568 

be used to model family differences, despite having no clear LD to the QTLs underlying the 569 

trait, i.e. the marker data captures family structure. In the current study, the training families 570 

were mostly created by mating a single sire to a single dam (producing many offspring), and 571 

sire and dam genetic effects are thus likely heavily confounded. Hence, genomic prediction 572 

may be accurate when applied to the specific families included in the training population. 573 

However, the accuracy is considerably lower when applied to other families, both when 574 

applied to new matings of the same parents (half-sib population) and, even more, when 575 

applied to offspring of different parents (validation population). In contrast, the TDGP 576 

marker estimates are based on whether the markers show a consistent deviation from 577 

parent expectation (neutral inheritance) within all segregating families represented in the 578 

case-data. Consequently, for large populations of low case incidence, TDGP shows consistent 579 

accuracies irrespective of their relatedness with the training population (training, half-sib 580 

and validation). When applied to binary data in our simulations, the TDGP model appears 581 

superior to the SNP-BLUP model when applied outside the training population itself, both 582 

when applied to half-sibs and, even more, when applied to the lowly related validation 583 

population (see Figure 2).  584 

Importance of SNP density for TDGP 585 
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As the TDGP is largely LD-based, it is essential to include markers in close LD with underlying 586 

QTLs. Thus, if some of the underlying QTLs have little or no LD with the SNPs included in the 587 

analysis, the TDGP model will have limited possibilities to capture their effects. In contrast, 588 

such QTL-effects can be partly captured through the family structure, which is implicitly used 589 

in SNP-BLUP marker models. For SNP-BLUP/GBLUP it has been shown that increasing the 590 

SNP density gives only a minor increase in accuracy except when the initial SNP density is 591 

very low [17-21]. The 60k SNPs used in this study can be regarded as medium density, 592 

probably capturing most, but not all, of the genetic variation from the 1500 QTLs through 593 

LD. Because higher densities of SNPs could possibly be beneficial when using TDGP, we 594 

performed an additional simulation study where we varied the number of SNPs from 30 to 595 

61 440, for a binary trait of 5% case incidence and 100 000 individuals in total (results not 596 

shown). Here, the accuracy plateaued at ~15 000 SNPs, indicating that a further increase in 597 

SNP density would not significantly improve TDGP accuracy of the simulated population. 598 

Although denser SNPs imply a higher probability of having SNPs in close LD with underlying 599 

QTLs, both the TDGP and SNP-BLUP approaches assume a priori that total genetic variance is 600 

distributed over all SNPs fitted. Consequently, adding more SNPs imply that predicted SNP 601 

effects would be more restricted, which potentially can explain the lacking improvement in 602 

accuracy when approaching higher SNP densities. Variable selection models may be more 603 

capable of utilizing higher marker densities (e.g., BayesB- and BayesC-like implementations 604 

of TDGP).  605 

Effect of preselection on TDGP 606 

A downside of using TDGP is that all selection (artificial or natural) performed from 607 

fertilization until the individual is identified as a case may affect the prediction. For example, 608 

pre-selection for fast growth rate in early life-stages may bias TDGP marker effect estimates 609 
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from a subsequent disease outbreak. In this example, a “case” is not only characterized by 610 

high susceptibility to the disease/condition in question, but also by fast growth prior to the 611 

disease outbreak. Genomic selection for reduced case incidence, based on marker effects 612 

from a TDGP model applied to such data may thus partly imply selection for reduced growth 613 

rate and partly selection for reduced susceptibility to the disease. Still, such pre-selection 614 

may have low selection intensity and poor accuracy, and the effect may thus be limited. In 615 

any case, we advise caution when predicting SNP effects using TDGP on individuals which 616 

have been involved in some form of pre-selection. The individuals, prior to the disease 617 

outbreak, should be a random sample from their respective families.  618 

Conclusion 619 

Genotyping affected cases, e.g. from a disease outbreak, and their parents can be used to 620 

predict SNP effects and individual genomic breeding values through the use of Transmission 621 

Disequilibrium Genomic Prediction (TDGP). Even though only cases and their parents are 622 

included in the analysis, we estimate heritability for the TDGP model using Method R. The 623 

bias in the estimated heritability from a SNP-BLUP model using a selected sample and REML 624 

was significantly higher than the bias from TDGP using Method R, except when the case 625 

incidence was 50%. However, the TDGP model adjusted for the case incidence, while case-626 

control SNP-BLUP had no such adjustment, which is probably the main reason for the 627 

differences with respect to bias in heritability estimates. For the simulated individuals used 628 

in this study, the accuracy of the TDGP model is best when the training population is large 629 

and has a low case incidence, i.e. when a more extreme training sample from a large 630 

population is genotyped. In such situations, the accuracy of TDGP is not sensitive to degree 631 

of relationship between training and validation populations (e.g., siblings or distantly 632 



 32 

related), having similar accuracy as the training population itself. In contrast, predictive 633 

ability of the case-control SNP-BLUP model clearly diminished with diminishing relationships 634 

between training population and the validation population. For large populations of low case 635 

incidences, the accuracy of SNP-BLUP GEBVs was superior to TDGP only when used to 636 

predict the training population itself. However, TDGP was superior both when applied to 637 

closely related validation populations (siblings) and even more so when applied to a distantly 638 

related validation population.  639 
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Appendix – Proofs 640 

Proof 1: 5(E´E) = 2= ⋅ qrq 641 

If < is a matrix of genotypes adjusted for 2 x allele frequency, then: 642 
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where g"# ∈ {0,1,2} is the genotype for individual i at locus j, [#  is allele frequency at locus j, 649 

b"# = g"# − 2[#  is genotype adjusted for expected genotype (2[#), = is the number of 650 

individuals, m is the number of loci, \#  is the standard deviation at locus j, '#,##  is the 651 

genotype correlation between locus 4/ and locus 4*, ¢ is a diagonal matrix of standard 652 

deviations for the markers and £ is a matrix of genotypic correlations between loci. 653 

 654 



 34 

Proof 2: 5(v'v) = /
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2=(<´<) 662 

where g"# ∈ {0,1,2} is the genotype for individual i at locus j, g7+#  and g6+#  are the genotypes 663 

of the dam and sire of individual i, respectively, = is the number of individuals (cases and non-664 

cases), m is the number of loci, \#  is the standard deviation at locus j, '#,##  is the genotype 665 

correlation between locus 4/ and locus 4*, ¢ is a diagonal matrix of standard deviations for the 666 

markers and £ is a matrix of genotypic correlations between loci. The proof that \f+! =667 

t0.5[#61 − [#7 is shown in the following. 668 

89'6Ñ"#7 = 89' �g"# −
/

*
6g7+# + g6+#7Ä is the variance of the sum of two binary variates ℎ6+#  669 

and ℎ7+#, i.e. the gamete genotypes inherited from the paternal and maternal parent at locus 670 

j, respectively. 671 
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ℎ6+#~%&'()*++,6C*èè&CC = 0.5 ∗ g6+#7 672 

ℎ7+#~%&'()*++,6C*èè&CC = 0.5 ∗ g7+#7 673 

where g6+#  and g7+#  is the sire and dam genotype, respectively. Thus, the variance in 674 

offspring genotype adjusted for single-parent expectation where the parent is heterozygous 675 

is: 676 

•6g6+# = 1789'6ℎ6+#ïg6+# = 17 = •6g7+# = 1789'6ℎ7+#ïg7+# = 17 677 

= 2[#61 − [#70.5g6+#61 − 0.5g6+#7 = 2[#61 − [#70.5g7+#61 − 0.5g7+#7678 

= 2[#61 − [#70.5(1 − 0.5) = 0.5[#(1 − [#) 679 

Note that parents with homozygous genotypes do not contribute to the variance because 680 

89'6ℎ6+#ïg6+# ≠ 17 = 89'6ℎ7+#ïg7+# ≠ 17 = 0. Consequently, assuming that the parent 681 

genotypes are in Hardy-Weinberg Equilibrium, the variance of the offspring genotype 682 

adjusted for single-parent expectation at a single locus is: 683 

89'6ℎ6+#7 = 89'6ℎ7+#7 = 0.5[#61 − [#7 684 

Because ℎ6+#  and ℎ7+#are assumed independent (i.e. no relatedness between the parents) 685 

their sum has no covariance: 686 

89'6Ñ"#7 = 89' ¶g"# −
1
2
6g7+# + g6+#7ß = 89'6ℎ6+# + ℎ7+#7 = 89'6ℎ6+#7 + 89'6ℎ7+#7687 

= 0.5[#61 − [#7 + 0.5[#61 − [#7 = [#61 − [#7 688 

Thus, the standard deviation of the offspring genotype adjusted for parental expectation is: 689 

\f+! = t89'6Ñ"#7 = t[#61 − [#7 690 
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Supplementary Material 767 

Similarity between TDGP and TDT 768 

Single locus associations to binary traits can be tested using TDT [4]. The TDT provides a û* 769 

statistic which can be used to test if the SNP is in transmission disequilibrium. That is, to test 770 

if alleles inherited in a non-random subset of offspring from heterozygous parents 771 

consistently deviates from the parent expectation. Instead of testing a single locus, TDGP 772 

predicts SNP effects from transmission disequilibria across the entire genome 773 

simultaneously, taking correlation structure among loci into account and predicts individual 774 

genomic breeding values across all SNPs. One noteworthy distinction between TDT and 775 

TDGP is that the latter assumes SNP effects to be “random” (for U > 0), while TDT assumes 776 

marker effects to be “fixed”. Note that in the special case where a single SNP j is fitted with 777 

TDGP as “fixed” (i.e. assuming U = 0),  [= ∙ qrq + TU] = = ∙ s##
g  and the equation system of 778 

TDGP thus simplifies to: 779 

= ∙ s##
gbX h =

/
*
6"# − (#7 780 

And thus 781 
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/
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= 2[2J
"# − (#
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 782 

where the notation is the same as in the Methods section. The standard error of a single, 783 

fixed (i.e. U = 0) marker effect j is (assuming that the left-hand side is correctly 784 

approximated): 785 
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where \)  is the residual standard deviation for the binary trait, here assumed to equal the 787 

total phenotypic variance (i.e. assuming that the single SNP fitted has no effect), \) =788 

©[2J(1 − [2J). Then, a Student’s t statistic of marker j based on the simplified equation 789 

system above is: 790 

™# =
bX#

®56bX#7
=

2[2J ∙
"# − (#
"# + (#

2[2Jì
1 − [2J
"# + (#

	

=
1

©(1 − [2J)
∙
"# − (#

©"# + (#
 791 

Note that: 792 

lim
I'2→O

™# =
"# − (#

©"# + (#
 793 

In the original TDT-article by Spielman et al. [4], the corresponding û* testing statistic (with 794 

one degree of freedom) is: 795 

û#
* =

6"# − (#7
*

"# + (#
 796 

i.e. the square of the asymptotic TDGP ™#. Hence, assuming a single (“fixed”) SNP (U = 0) and 797 

the case-frequency approaching zero, the TDGP and TDT testing statistics are equivalent.  798 

 799 
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