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Summary 

In this master thesis, the hourly electricity load in Norway for 2019 is forecasted a 

day-ahead, using past historical load from Nord Pool, weather temperature, and 

calendar effects for various holidays. Three models are constructed, one using a 

Dynamic Harmonic Regression (DHR) model with Autoregressive Integrated Mov-

ing Average (ARIMA) errors, and two artificial neural networks; one using Multi-

Layer Perceptron (MLP) and another using Neural Network Autoregression 

(NNAR). 

The forecast accuracy is evaluated in terms of Mean Absolute Percentage Error 

(MAPE) for the five different bidding zones of Norway and the aggregate. The 

predictions provided is then compared to a baseline seasonal naïve model and 

with the published forecasts by Nord Pool and ENTSO-E. For the resulting forecast 

models, the DHR outperforms the other models overall for the all the zones with 

an average MAPE of 2,73%, ranging from 1,84% for NO, to 3,53% for NO5. As for 

the NNAR, it performs slightly worse with the average MAPE of 3,38%, ranging from 

1,91% to 4,66% for the same zones, but outperforms the DHR model between peak 

hours, some of the months and during weekdays for NO. Comparatively, the Sea-

sonal naïve achieves an average MAPE of 6,40% across the zones, whereas the 

MLP fails to beat the baseline at 11,98%. 
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Sammendrag 

I denne masteroppgaven prognostiseres den timesbaserte elektrisitets-etterspør-

selen i Norge for 2019 en dag i forveien, ved bruk av historisk etterspørsel hentet 

fra Nord Pool, temperatur, og kalendereffekter for de ulike helligdagene. Tre 

modeller blir konstruert, en som bruker en Dynamisk Harmonisk Regresjon (DHR) 

modell med Autoregressive Integrated Moving Average (ARIMA) feil, og to kuns-

tig nevrale nettverk; en som bruker Multi-Layer Perceptron (MLP) og en annen 

med et autoregressivt nevralt nettverk (NNAR).  

Treffsikkerheten til prognosene vurderes etter feilmålet Mean Absolute Percen-

tage Error (MAPE) for de fem ulike prisområdene i Norge og samlet. Prognosene 

blir sammenlignet med en sesong-naiv referansemodell og mot de publiserte 

prognosene av Nord Pool og ENTSO-E. For de resulterende prognose-modellene 

slår DHR de andre modellene totalt sett for alle områdene med en gjennomsnitt-

lig 2,73% MAPE, som varier fra 1,84% for NO, til 3,53% for NO5. NNAR modellen 

presterer litt lavere med en gjennomsnittlig MAPE på 3,38%, som varierer fra 

1,91% til 4,66% for de samme sonene, men slår DHR-modellen mellom forbruks-

toppene, enkelte måneder og på ukedager for NO. Sammenlignet med sesong-

naiv modellen så scorer den en gjennomsnittlig MAPE på 6,40% på kryss av so-

nene, mens MLP ikke klarer å slå referansemodellen med 11,98% MAPE. 
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1. Introduction 

Management of the electricity supply is increasingly important for sustaining criti-

cal infrastructure and everyday activities. Forecasting the day-ahead electric 

load is primarily of interest to the producers, market-participants, and Transmission 

System Operators (TSO) who are given more time and flexibility to plan their pro-

duction, trade, as well as the maintenance and distribution of power along the 

electricity grid. By providing accurate forecasts, the costs of production can be 

lowered due to reduced surplus and deficits, and demand can be readily met 

with a more effective distribution, preventing the power system from failure. 

In this thesis, the hourly electricity load series of Norway for 2019 is forecasted a 

day-ahead for the five different bidding zones and aggregated using traditional 

statistical methods and Artificial Intelligence (AI). The two most common methods 

used in load forecasting is the traditional Autoregressive Integrated Moving Aver-

age (ARIMA) and the AI-based Artificial Neural Network (ANN), according to Nti 

et al. (2020) as shown in Figure 1. As such, the goal of the thesis is to construct 

forecast models using the two approaches and compare the prediction accu-

racy obtained using the error metric Mean Absolute Percentage Error (MAPE). The 

models presented might be beneficial to others trying to predict electric load, 

whether it is under similar conditions or not.  

 

Figure 1: Common methods for load forecasting, Figure 2 in the review by Nti et al. (2020). 
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The forecast models presented is a Dynamic Harmonic Regression (DHR) model 

with ARIMA errors, which is compared to two ANN: One using the Multi-Layer Per-

ceptron (MLP) architecture while the other uses an Autoregressive Neural Network 

(NNAR). The DHR and NNAR model are constructed using the R ‘forecast’ pack-

age by Hyndman et al. (2020), while the MLP is built in Python using the ‘Sklearn’ 

package. Lastly, the models are compared to a baseline seasonal naïve.  

For market participants acting on the Nord Pool power market, knowing how 

much electricity is demanded a day ahead for specific zones and for each hour 

is important to ensure a stable supply. To understand the electricity load, it is often 

characterized by multiple seasonal fluctuations, such as the daily seasonality ex-

hibiting higher consumption during daytime and for the peak hours, lower weekly 

demand during weekends as opposed to weekdays, and the yearly change in 

weather temperature affecting the demand for electric heating for instance. 

Other events such as holidays can also affect the demand, where a large part of 

the populations behaviour is affected. Therefore, the input variables used to fore-

cast load consists primarily of past historical load, temperature, and calendar ef-

fects. 

The rest of the thesis will be organized as follows: Chapter 2 outlines the Norwegian 

power system and its role going forward before discussing the factors associated 

with electric load. Chapter 3 reviews earlier literature within electricity forecasting 

and the common techniques utilized within statistics and AI. Chapter 4 describes 

the collected data, pre-processing steps, descriptive statistics, and error metrics 

used to evaluate forecasts. Chapter 5 details the theoretical framework for the 

statistical and AI-based approach, as well as some simpler methods, cross-valida-

tion, and data transformations. Chapter 6 considers the steps taken in construct-

ing the models before chapter 7 presents the following results. Chapter 8 discusses 

the results and other considerations, while chapter 9 concludes the thesis contri-

bution.  
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2. The Norwegian Electricity Market 

Electricity is a key instrument to modern civilization, as a major part of society’s 

communication relies on the internet and other electric devices. Not to mention 

the considerable volume of machine-made products expected to be readily 

available using automated processes. As many industries are taking steps to 

move from non-renewable to renewable energy sources in production, the de-

mand on infrastructure and need for precise energy management will most likely 

increase in coming years. As a commodity, electricity is considered a non-stora-

ble good, where the few options available for storage, such as batteries are gen-

erally not yet viable. A key complication with electricity as a supplied good is the 

necessity to maintain the equilibrium of production and consumption at all times, 

where imbalances could lead to power failures and its subsequent costs. When 

discussing electric consumption and load, EnergifaktaNorge (2017) refers to con-

sumption as the electricity used over a period of time, whereas load is the elec-

tricity used at a specific point in time. In this thesis however, the load and con-

sumption are referred to interchangeably as the primary consideration is the 

hourly consumption. 

The advantage of predicting the electric load provides market participants with 

an approximation of the future load, for instance a day or week ahead, and is 

important information when planning future production and transmissions. Accu-

rate load forecasts facilitate producers and utility companies to reduce their risk 

and improve resource utilization by distributing more electricity in the local area 

to reduce transmission costs, enabling producers to generate electricity using the 

least expensive technology. Future investments can be planned based on eco-

nomic and demographic growth in the area, and maintenance can be sched-

uled for periods with lower demand (Mill, 2016). 

With increased focus on reducing carbon emissions, an efficient resource utiliza-

tion in the market is essential to meet future power demand and expectations. In 
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the market analysis by Statnett looking forward from 2020 to 2050, the European 

power system is heading towards zero emissions based on a higher usage of re-

newable energy sources; primarily wind and solar power (Statnett, 2020). If the 

European energy system transitions into more renewable energy sources, load 

forecasting will only become more valuable as the demand for coordination in-

creases to facilitate a secure energy supply going forward.   

Norway consists of 5 bidding zones, also referred to as price areas, going from 

NO1 to NO5 as illustrated in Figure 2. Each price area has its producers and dis-

tributors conducting trade with each other and with other European countries 

connected to the Nord Pool power market.  

 

 

Figure 2: Illustration of the Norwegian price areas (Nordpool, 2021) 

2.1 The Nord Pool power market 

Nord Pool AS is owned by Euronext, and the Nordic and Baltic Transmission System 

Operators (TSOs). Through Nord Pool, electricity is traded from producers to dis-

tributors, and between connected bidding areas. The open and highly regulated 
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market for electricity ensures equal terms and promotes more efficient use of re-

sources through competition. 

Nord Pool has one intra-day market and one spot market for the day-ahead, 

trading power for delivery within the same day or within the next 24 hours, respec-

tively. For the day-ahead, the electricity price is determined for each hour based 

on the submitted bids and offers which make up the supply and demand curves 

the day before delivery. All orders are matched on the pan-European market us-

ing the market integration algorithm EUPHEMIA, matching the bids and orders 

across the European market while also taking the available transmission capaci-

ties provided by the TSO’s into account (NordPool, 2020)  

For each price area, electricity is supplied by the local producers until their mar-

ginal cost of production equals the price in market equilibrium, or according to 

their capacity. The market adaptation of the producers can be extended to pro-

vide electricity to the other zones as well, reducing price differences in the market 

and ensuring a more robust power grid. Therefore, market coordination results in 

electricity being produced more efficiently, at lower costs and benefits the con-

sumers with overall lower prices and reduced volatility. Differences in price be-

tween the bidding areas is usually caused by congestion in the power grid when 

there is not enough transmission capacity to trade electricity. As such, Nord Pool 

calculates the theoretical ‘System price’ under the assumption of no congestion, 

where the whole European market has a uniform electricity price. For one bidding 

area, the local production can either be in balance, or deviate with a deficit or 

surplus depending on the market conditions. If one area has a surplus of produc-

tion at a low cost, while another has a deficit with a high price, the price differ-

ence can be reduced through trade as low-priced electricity flows to the higher 

price areas. 

The available production technologies have different CO2 emissions associated 

with its respective energy source. According to an expert survey on climate 
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change economics, the median estimate for an appropriate social cost of car-

bon was $50 per ton in 2009 (Howard & Sylvan, 2015), however, it is believed to 

be even higher. Thus, the carbon tax was implemented as a means to charge the 

producers of fossil power generation for the negative effects of carbon emissions 

and shed light on the social cost of CO2-emmisions. This gives the producers of 

clean renewable energy a competitive advantage in the energy market, as well 

as owning to the fact that the polluter, the fossil fuel power plants, should pay for 

emissions. When calculating the Levelized Cost of Energy (LCOE), a measure in 

cost per produced electricity unit that determines the break-even price for the 

power generation, the carbon tax is a substantial part of the LCOE for fossil fuel 

power plants. IEA has found that LCOE for low-carbon generation technologies 

are declining. With the assumed moderate emission costs of USD 30/tCO2, the cost 

of low-carbon generation is now competitive to fossil fuel-based electricity gen-

eration (IEA, 2020). 

The carbon tax also incentivizes producers on existing power plants to generate 

electricity from renewable sources first, before relying on, carbon tax included, 

less cost-efficient fossil sources. In order for fossil sources to be profitable, the pro-

duction costs and emission taxes have to be outweighed by a higher electricity 

price, whereas ‘free’ energy sources such as water, wind or solar power can be 

considered worth producing as long as the price is above zero.  

Transitioning from thermal power sources to more renewable sources is expected 

to increase the volatility of the electricity price and production, as unregulated 

power sources such as wind and solar power are highly dependent on optimal 

weather conditions compared to the storable fossil energy sources. 

2.2 Electricity production and transmission 

Norway has a highly secure supply of renewable energy due to storable hydro-

power in reservoirs, while most other European countries are dependent on fossil 

sources for thermal power. According to EnergifaktaNorge (2017), Norway has an 
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installed production capacity of 37 680 MW, supplying 154,2 TWh in 2020. Primarily, 

88% of the Norwegian energy production is split between 1 681 hydro power 

plants, another 10% from 53 wind power plants, while the remaining (<2%) pro-

duction comes from 30 thermal power plants. This flexible energy mix gives Nor-

way an advantage to regulate its production with hydro power according to the 

demand, provided there is available water in the hydro reservoirs. The reservoirs 

enable for quick adjustments of production at a low cost, where the stored ca-

pacity can be stretched over longer periods even when there is little to no rain. 

Thermal power is often used combined with unregulated power sources as the 

last resort to fulfill the demand for power, often stationed close to large scale in-

dustries as an additional security of supply. While Norway enjoys a high flexibility 

in production, Statnett’s prognosis for 2050 expects future production from wind 

and solar power to increase with 44 and 10 TWh respectively, while hydro power 

will increase from 139 to 152 TWh (Statnett, 2020, Figure 11-3). This will affect the 

earlier discussed flexibility to regulate production, especially if this increase in-

cludes run-of-river hydro power. 

The transmission grid is operated by Statnett SF, the designated Norwegian TSO, 

being responsible for Norway’s central grid below the Ministry of Petroleum and 

Energy. They are tasked to operate and develop the grid based on the needs of 

today and predicted requirements for the future, as well as calculating the avail-

able transmission capacities and adjusting any imbalance in the power equilib-

rium. The power grid is split into the transmission grid, regional grid, and the distri-

bution grid. The transmission grid is used for long-distance transportation of high 

voltage electricity and is what carries power across price zones and across coun-

try-borders. The regional grid acts as a link between the transmission grid and the 

distribution grid, where the latter carries low voltage electricity to small consumers. 

For secure supply of electricity, Statnett is responsible for operating a grid capable 

of adequate transmission capacity to handle the varying peaks in consumption 

(EnergifaktaNorge, 2017).  
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Together with ENTSO-E, the European Network of Transmission System Operators 

for Electricity, Statnett is developing the cross-border interconnectors towards the 

goal of making the European market more integrated and flexible against price 

differences. Since 2017, the transmission capacity in and out of the Nordic region 

has been planned to increase from 6 200 MW to 9000 MW in 2021 

(EnergifaktaNorge, 2017; Statnett, 2020). 

2.3 Demand for electricity 

The categories of important factors affecting the electricity load is related to the 

economy, calendar effects, weather, and random disturbances (Nti et al., 2020). 

When trying to predict the future, lagged values of the dependent variable tend 

to explain a large fraction of the movements, this should also hold true when pre-

dicting electricity load. The underlying relationships between the load series and 

other exogenous variables gives a fundamental understanding of the load pat-

terns. 

Economic factors are such as the industrial activities present in the area, popula-

tion, income, size of homes and consumption habits. These elements represent 

factors that change slowly, affecting the long-term load. For the Norwegian con-

sumers, Statistics Norway found the short-term price elasticity to be close to zero 

(Holstad & Pettersen, 2011).  

Electricity prices in Norway are low-priced compared to other European coun-

tries, therefore, electric heating is very common. Low-cost electricity is also 

viewed as an important competitive advantage by Norwegian industries. From 

January 2020, fossil oil heating was banned in Norway, a law that was announced 

as early as 2012. While some consumers can substitute their consumption of elec-

tricity to oil or firewood, a small fraction of consumers have that opportunity. While 

50% of households had a wood stove in 1993, only 39% did in 2009. Reducing the 

consumption of electricity in a household might be experienced as a significant 

decrease in the level of comfort. For consumers that can substitute their 
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consumption of electricity to other energy sources, the price of oil, gas, and fire-

wood for instance can have an impact on load. While the total consumption of 

electricity in Norway has increased in the period 1993-2017, the consumption 

compared to activity is more efficient, both for industrial and individual consumers 

(Aanensen & Holstad, 2018). The available variable reflecting short-term eco-

nomic factors are price, which exists in spot, day-ahead, and forwards. The day-

ahead and forward-prices contain its own predictions about load and risk-premi-

ums.  

Time affects the load pattern in several ways, there is variation in the load through-

out the day, different routines on separate weekdays, yearly seasonality from 

summer to winter, and holiday effects. When consumers change their behaviour 

at specific times, it affects the total burden on the electricity grid, especially if the 

load peaks at certain times. Time features can typically be captured by construct-

ing dummy variables, containing binary-encoded information for which hour, 

weekday, and month it is. Similarly, holidays or other special occurrences can be 

aggregated or constructed separately to capture the effect on load. Depending 

on how the dataset is constructed, this can amount to large numbers of variables, 

where for instance, a dummy variable for each hour will result in 24 features in the 

dataset, and so on. 

Climatic factors also influences the load. As temperatures rise and fall, it affects 

our need for electric heating or air-conditioning. Wind, precipitation, humidity, 

and solar radiation can affect the perceived temperature and consumer behav-

iour. In Norway, 70% of indoor space is heated by electricity, where the electric 

consumption will increase as the outdoors reach sub-zero temperatures. Temper-

ature affects the load in two ways: one is that the peak load depends on the 

minimum temperature. Secondly, the accumulated need for heating in a year 

depends on degree-days. Degree-days in Norway are defined as days with 

mean-temperatures below 11°C during fall, and a mean-temperature below 9°C 
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during spring. This unsymmetrical heating requirement exists due to a stronger sun 

radiation in spring. Wind and cloudiness affect electricity consumption, but to a 

small extent (Wangensteen, 2012). 

The effect of temperature on electricity load is often captured as a non-linear 

relationship, where the accumulated need for heating/cooling can be approxi-

mated using heating- and cooling degree-days (HDD and CDD).  To reflect the 

temperature effect on load, HDD and CDD can be constructed as the number of 

degrees below or above a reference temperature. As for in-between, we have a 

comfort zone between the two reference temperatures where no adjustment is 

required. However, the comfort zone is subject to some research, where it is as-

sumed to be different across geographical areas due to acclimation. In tropical 

areas the comfort zone will start and end at a higher temperature than in tem-

perate areas. The comfort range is found to be approximately 7°C (Wang & 

Bielicki, 2018). The load can also be affected by the lagged effects of the tem-

perature, as decreasing, or increasing temperature has a delayed effect on the 

indoors temperature. 

Furthermore, random disturbances make load forecasting challenging. These 

might be operational difficulties in large industrial plants, outages, or unexpected 

behaviour by consumers, such as everyone charging their electric cars simultane-

ously. Random disturbances are hard to account for in technical analysis and is 

more likely to be picked up by qualitative models providing a more fundamental 

understanding of the system. 

There are several challenges to forecasting electricity load. Time horizon, model 

complexity, seasonality, geographical and behavioral inconsistencies. Short-term 

predictions are more likely to be reliable than long-term ones, especially for load 

forecasts relying on the validity of future weather forecasts. Some forecasting 

models will require an understanding of the underlying factors to obtain reasona-

ble predictions, as some exogenous variables will affect the load patterns 
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differently across regions. For a specific country, national and religious holidays 

will differ, technology and preferences can vary greatly for instance if electric 

heaters are commonly used or not, and which size and isolation is standard for 

residential homes. 
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3 Existing Literature on Load Forecasting 

Electricity demand forecasting is split into several categories depending on the 

time horizon of the analysis, categorized as short-, medium-, and long-term load 

forecasts (STLF, MTLF, and LTLF respectively). MTLF is usually used to forecast 

months ahead, whereas LTLF is used to forecast years ahead. In a review by Nti 

et al. (2020), STLF is found to be the most common due to its importance for the 

day-to-day operations and planning for the market participants. While shorter pe-

riods can be forecasted as well, it is mostly used for real-time applications, 

whereas MTLF and LTLF is used in long-term strategic planning such as scheduling 

maintenance and policy implementations (Mir et al., 2020). 

In the review by Nti et al. (2020), they find artificial intelligence (AI) and statistical 

time series to be the most popular methods, with the top three being Artificial 

Neural Networks (ANN), Autoregressive Integrated Moving Average (ARIMA), and 

Support Vector Machine (SVM). Out of the top 10 most used algorithms, 9 were 

AI-based, with ARIMA as the exception. For statistic time series models, previous 

values of the load are often used along with exogenous variables to forecast, 

combining correlation and extrapolation techniques.  

Correlation techniques utilizes measurable exogenous variables tied to the elec-

tric load to predict the future load and is often useful in investigating the relation-

ship between the variables. A common technique is the Linear Regression (LR), 

where the variance between the dependent variable and the exogenous varia-

ble is minimized to estimate a best fit for the model parameters. Several tech-

niques are based on the simple LR, such as the Multiple Linear Regression (MLR) 

for multiple exogenous variables, and the Dynamic Regression (DR) for time-vary-

ing parameter estimates. According to Jacob et al. (2020), simple LR proves to be 

a popular method in forecasting load despite often being outperformed by more 

complex models.  
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Extrapolation on the other hand uses the historical trend in the time series and 

assumes that the previously observed pattern will continue in the future. This is of-

ten the case when consumers behaviour has temporal dependency, where the 

previous value of the dependent variable is a good indicator for future values. 

According to Mir et al. (2020), the main advantage of extrapolation models is the 

ability to forecast reliably without exogenous variables. However, a disadvantage 

is that they can’t be used to gain insight in the underlying determinants like cor-

relation techniques can. The simplest example of an extrapolation technique is 

the autoregression based on Box-Jenkins ARIMA.  

The ARIMA model consists of the autoregression (AR) and the moving average 

(MA). AR estimates the dependent variable using its previously observed values 

as exogenous inputs similar to the LR model, whereas MA uses past values of the 

forecast errors to predict the dependent variable, similar to AR. Combined we 

get the Autoregressive Moving Average (ARMA) model, where the time series is 

assumed to be stationary, often done by differencing to obtain the Integrated 

ARMA model (ARIMA). Additionally, the ARIMA can be extended to include ex-

ogenous variables in an ARIMAX model, or seasonality by using periodic differ-

ences or lags for a seasonal ARIMA (Weron, 2014). Another popular model is Ex-

ponential Smoothing, where past observations are weighted to decrease expo-

nentially based on a smoothing parameter, giving recent observations a bigger 

weight than old observations. Adding additional smoothing parameters, the 

model can also account for trend and seasonality in what is known as the Holt-

Winters Exponential Smoothing model (Jacob et al., 2020). 

Seasonality can also be addressed using a similar-day approach, where days with 

similar load characteristics are chosen, such as hour of the day or weekday. This 

approach has been used by Weron and Misiorek (2005), where they find that 

specifying an Autoregression with exogenous variables (ARX) for each hour to 

outperform a single specified ARIMA, but performs slightly worse than a DR model. 
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Similarly, Fan and Hyndman (2011) develop a STLF model using a regression frame-

work for each half-hourly load using temperature, calendar-effects, and lagged 

demand as predictors. They obtain an out-of-sample Mean Absolute Percentage 

Error (MAPE) of 1,88%. As for multiple seasonality, Hyndman and Athanasopoulos 

(2018) note that many methods are unable to account for more than one sea-

sonality, but they can be included by using for instance external regressors in an 

ARIMA. In a paper by Elamin and Fukushige (2018), they use a SARIMAX model 

with dummy variables for the three seasonalities in the hourly load data. Addition-

ally, they include dummy interactions between the seasonal dummies and other 

exogenous variables to further reduce the model errors. Alternatively, Yukseltan 

et al. (2020) use Fourier analysis with feedback to capture the seasonal variations 

in load data without any exogenous variables. They obtain a 2,9% MAPE for day-

ahead predictions, and by applying feedback they can correct prior errors to 

obtain a 0,87% MAPE hour-ahead forecast. 

Compared to the traditional statistical methods, Artificial Intelligence (AI) can be 

mistaken as newly emerged techniques, however, ANN dates back to 1943 as 

proposed by McCulloch and Pitts (1943).  

In the paper by Kandananond (2011), three methods for forecasting electricity 

demand in Thailand is compared, using ANN, ARIMA, and MLR. Normally, ANN 

structure is based on the neural network Multi-Layer Perceptron (MLP) architec-

ture. However, in this work MLP is also compared to a Radial Basis Function net-

work (RBF), concluding that MLP was superior to RBF, ARIMA and MLR. Although 

the MAPE was better using MLP, the difference between the methods were not 

significant at 𝛼 = 0.05. Mordjaoui et al. (2017) achieved better results using a dy-

namic neural network compared to a Holt-Winters and ARIMA model, when pre-

dicting daily power consumption from a French transmission system operator. 

The MLP is one of the most popular and successful methods used for predicting 

energy production and consumption according to Koprinska et al. (2018). They 
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wanted to see if Convolutional Neural Networks (CNN) would perform better or 

likewise, creating models forecasting solar power and electricity load for the day-

ahead on four different time series collected from three different countries. The 

CNN was compared to MLP, Long Short-Term Memory (LSTM) recurrent neural net-

works and a baseline. They found that CNN and MLP performed similarly and with 

more precision than LSTM and the baseline. 

On the other hand, Kychkin and Chasparis (2021) find that their MLP model per-

formed better than a Holt-Winters, SARIMA and Persistence-based Auto-Regres-

sive (PAR) model, but inferior to the Seasonal Persistence-based Regressive (SPR), 

in terms of the Root Mean Squared Error (RMSE), when predicting day-ahead load 

for a group of residential buildings on a 15 minute basis. 

Chow and Leung (1996) successfully improved STLF using a nonlinear autoregres-

sive integrated neural network, a hybrid model between ARIMA and NN. In 2019, 

Yazici et al. (2019) used a non-linear Autoregressive Neural Network (NARXNet) to 

predict short term load in Istanbul, achieving a MAPE of 1,35% over a period of 

three months. Lass et al. (2020) used a non-linear Autoregressive Neural Network 

with exogenous inputs and Genetic Algorithm (NARX-GA) to forecast monthly 

electric load on an automobile assembly plant, accomplishing a MAPE of 0,56%. 

Neural networks can also be used to extract features from historical electricity 

load that can help predict future load. He (2017) created a Deep Neural Network 

(DNN) with variables constructed with CNN components to extract rich features 

from historical load series and used recurrent components to model the dynamics 

of the series. Dense layers were used to transform other types of features. Likewise, 

El-Hendawi and Wang (2020) uses wavelet transformations of historical load and 

other features to train a neural network applied on the electric market of Ontario, 

Canada. 

Haben et al. (2019) found that temperature is not an important factor in short-

term forecasts on low voltage grids, on the contrary it sometimes had a 
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detrimental effect on accuracy. While on high voltage grids, temperature does 

have explanatory power. One reason can be the strong correlation between 

temperature and annual seasonality. But the finding was not consistent among 

all their test subjects. This can have an impact on how to forecast large areas, 

where both low and high voltage grids are included, with both individual and 

industrial consumers. 

While a variety of methods have been tried to STLF, each come with their own 

strengths and weaknesses where there are no clear-cut winners. In the findings of 

Suganthi and Samuel (2012), models are often developed for a specific country 

or purpose, and may therefore lack comparability. 
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4 Data and descriptive statistics 

In this section, the collected time series are described, inspecting some of their 

properties before discussing the variables constructed as model features. Some 

of the challenges and pre-processing steps are addressed, before showing the 

descriptive statistics in Table 2. 

4.1. Electricity load data 

The electricity load data is collected from Nord Pool in the period 01/01/2013 to 

31/12/2019 for hourly observations.  

 

Figure 3: Hourly NO electric load in MWh for 01.01.2013 to 31.12.2019. 

The aggregated Norwegian consumption is plotted in Figure 3, the annual 

changes can be observed throughout the season, ranging from 8 000 MWh in the 

summer, to approximately 24 000 MWh in winter. It does not appear to reveal any 

upgoing or downward trend patterns. The graph displays a clear yearly seasonal-

ity, with higher load during winter and lower consumption during summer months. 

From the overall consumption, it is difficult to discern other patterns due to the 

strong effect of the yearly seasonality.  

Averaging the load for each hour, Figure 4 displays the daily seasonality. Here, 

the consumption changes throughout the day, generally starting with a sharp in-

crease in consumption for the morning hours, before declining at 11:00-12:00 and 

showing another slight increase around 16:00, often categorized as the peak 
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hours. After 20:00 the consumption gradually declines throughout the night before 

starting anew in the morning.  

 

Figure 4: Average NO electric load in MWh for each hour of the day. 

To obtain the weekly seasonality, the average of each hour across the week is 

plotted in Figure 5, displaying how the weekly pattern normally behaves. The start 

of the week behaves quite similar through Monday to mid-day Friday, while Sat-

urday and Sunday exhibit a different shape and a lower load profile. It seems 

apparent that the data contains multiple seasonal patterns, changing annually, 

weekly, and hourly. 

 

Figure 5: Average NO electric load in MWh for each hour through the week. 

As proposed by Weron and Misiorek (2005), a model option is to create 24 sepa-

rate models for each hour to ease the model estimation with less disturbance from 

the other hours, which could improve predictive power. Daily electric load for 
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09:00 for 2018-2019, is shown in Figure 6. It appears to have a more consistent load 

pattern during summer, whereas winter shows more varied consumption. 

 

Figure 6: Daily NO Electric load in MWh at 09:00 for 01.01.2018 to 31.12.2019 

 

4.2. Weather data 

Historical weather data is collected using the Frost API from the Norwegian mete-

orological institute, acting as a proxy variable for actual weather forecasts, col-

lecting the hourly observations for air temperature, precipitation amount and 

wind speed.  

Table 1: Weather stations used for each bidding zone 

 

For each bidding zone, a representative weather station has been chosen with-

out too many compromising gaps in the observations (see Table 1). Choosing only 

one representative weather station for the zone simplifies the model inputs, where 

a more complex input could have been constructed using multiple locations and 

applying weights based on population densities for instance. However, using one 

representative weather station for each zone should be able to capture the 
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overall variation well enough. To obtain the weather inputs for the aggregated 

NO, an average of the chosen weather stations has been constructed.  

Plotting the temperature for the period reveals the negative correlation against 

the electric load, with warm temperatures combined with less consumption in 

summer and vice versa for cold winter temperatures (Figure 7). Plotting the daily 

temperature at 09:00 for 2018-2019 in Figure 8 displays the periods with cold or 

warm weather more clearly. 

 

Figure 7: Hourly NO Temperature for 01.01.2013 to 31.12.2019. 

 

Figure 8: Daily NO Temperature at 09:00 for 01.01.2018 to 31.12.2019 

Temperature has a non-linear influence on electricity consumption. To show their 

relationship, temperature and electric load is plotted in Figure 9. The average 

negative correlation is 82%, where the shape resembles a wave representing the 

non-linearity. The steepest part of the scatterplot is around 5-10 degrees Celsius, 

but as it gets colder the electricity demanded seems to diminish. When it gets 

warmer, there is a declining reduction in consumption, with the lowest point 

around 15-18 degrees Celsius before it increases slightly. This might show how 
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Norwegian electricity is mainly used for heating, with air-conditioning being used 

to a lesser extent compared to countries with warmer climates.  

 

Figure 9: The relationship between NO Electricity load and temperature (average NO1-NO5). 

As an attempt to capture the non-linearity, variables for heating- and cooling de-

gree-days (HDD and CDD) were constructed as discussed in section 2.3, where a 

lower limit of 15,5 degrees and an upper limit of 22 degrees were used as refer-

ence temperature. Variables for the minimum-, maximum-, and daily average 

temperature were created as well, in addition to a dummy capturing “degree-

days”, where daily average was below 9°C during the first six months of the year 

and below 11°C during the last six months of the year according to the definition 

outlined by Wangensteen (2012). 

 

4.3. Calendar effects 

As discussed in section 4.1, one issue is accounting for the various dates and 

events affecting the load over time, specifically for the reoccurring variance. In 

the load data, there are three types of seasonality giving varying levels of con-

sumption, features that should be captured in the model. 
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Power consumption is dependent on the type of day, whether it is a workday, 

weekend or holiday, and which hour, day, and month it is. Norway has multiple 

public holidays where the effect can be captured using a binary encoded 

dummy. Using this feature, the model can control the holiday effect for those days 

relative to the regular consumption ( Figure 10). Alternatively, separate features 

can be used to capture types of holidays, for instance, one for Christmas, Easter 

and so on, as these holidays might have different implications on the load.  

 

Figure 10: Different load for weekdays, weekends, and holidays 

To account for the calendar effects discussed, dummy variables that captures 

the multiple seasonalities in the data, weekdays, and months, has been con-

structed, along with a holiday dummy for selected Norwegian holidays. See Ap-

pendix 1: Norwegian holidays for an overview. 

 

4.4. Data pre-processing 

The collected time series data has been pre-processed to deal with missing values 

and outlier observations that introduce unnecessary noise to the data. Outlier ob-

servations in the electricity load may be caused by outages or measurement er-

rors from the TSOs. To identify the outliers, the first difference of the hourly load 
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series was taken and sorted from large to small. By examining the largest differ-

ences found in the level series, observations with abnormal deviations were re-

moved and replaced by an average of the subsequent observations. As for miss-

ing values, these can be imputed unless there are gaps spanning for several hours 

or longer, which might compromise the data. When choosing the weather sta-

tions, only the ones with few separate missing values were selected and imputed 

in a similar manner as the outliers. 

4.4.1. Daylight saving time and leap years 

One frequent issue for time series is the inconsistency caused by daylight saving 

time (DST). In the spring, the clock is forwarded by one hour as the daylight lasts 

longer and is reversed by one hour in autumn as the days grow shorter. In the 

collected data, this is often observed as missing values in the spring, and a double 

post in autumn. To correct this, missing values were imputed in spring, and the twin 

observations in autumn were removed. 

Another inconsistency in long-spanning datasets is the presence of leap years, for 

instance for 2016 with the addition of February 29th adding an additional 24 hours 

in the otherwise yearly 8 760 hours. With the additional day, forecasting over 

longer periods can result in a de-synchronization over time in the presence of leap 

years. One approach could be to remove it altogether to keep a consistent 8 760 

hours a year, where the excluded day could be modeled separately (Hyndman 

& Athanasopoulos, 2018, Ch. 2.1). Due to forecasting only for 2019, we leave the 

leap year in the training data as the de-synchronization should not affect the 

model results in a significant manner. 
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4.5. Descriptive statistics 

The descriptive statistics for the collected load and temperature across the bid-

ding zones are displayed in Table 2. 

Table 2: Descriptive statistics. Load in MWh and temperature in Celsius. 

 

 

4.6. Evaluating forecasts: Error metrics 

To evaluate the forecasting performance of a model, error metrics are commonly 

used on the forecasted period of interest. The primary goal is to measure the fore-

cast errors between the model prediction and the actual value, which then can 

be averaged for the given period. A simple error metric is the Mean Absolute Error 

(MAE) that measures the absolute error for each point in time and averages it, 

returning forecast errors of a similar scale as the level data. If 𝑛 is the forecasted 

period of interest, the MAE can be given by: 

 𝑀𝐴𝐸 = ∑
|𝑦𝑡 − 𝑦̂𝑡|

𝑛

𝑛

𝑡=1

 Eq. 1 

 

By using absolute values, positive and negative errors are prevented from can-

celing each other out.  



Amanda Sophie Aronsen & Marius Liabø Gravem 

30 

 

The Mean Squared Error (MSE) is similar to MAE but uses squared errors instead of 

absolute errors. Due to being squared, the metric penalizes large errors more than 

small ones, which might be useful fir cases when large forecasting errors are less 

desirable than small ones.  

Applying the root to the MSE gives the Root Mean Squared Error (RMSE) and re-

turns MSE to the same data scale as MAE, but still with a bigger weight penalizing 

the large errors. MSE and RMSE are given by: 

 
𝑀𝑆𝐸 = ∑

(𝑦𝑡 − 𝑦̂𝑡)2

𝑛

𝑛

𝑡=1

           ,     𝑅𝑀𝑆𝐸 = √∑
(𝑦𝑡 − 𝑦̂𝑡)2

𝑛

𝑛

𝑡=1

 

 

Eq. 2 & 3 

The Mean Absolute Percentage Error (MAPE) presents the MAE in percentage 

form by dividing the absolute error with the actual value. Using the percentage, 

forecast errors of different scales can be compared, and it gives a simple inter-

pretation. MAPE is usually given by: 

 𝑀𝐴𝑃𝐸 = ∑ |
𝑦𝑡 − 𝑦̂𝑡

𝑦𝑡
| ×

100

𝑛

𝑛

𝑡=1

 Eq. 4 

 

According to Nti et al (2020), the two most common error metrics are the RMSE 

(38%) and MAPE (35%), followed by MSE and MAE. The model results of this thesis 

will primarily be displayed using the MAPE due to its straightforward interpretation 

and comparability with other models, while the equivalent RMSE results will be 

displayed in Appendix 3: RMSE results. 

To take a look at some previous forecasts by ENTSO-E and Nord Pool for 2019, we 

find forecasts published by ENTSO-E to have the aggregated NO as well as the 

individual zones, whereas Nord Pool only has forecast for NO published (see Table 

3). For the NO forecasts, Nord Pool has a MAPE of 2,27%, whereas ENTSO-E has a 
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lower MAPE of 0,91%. As for the individual zones, the ENTSO-E forecasts range be-

tween 3,05% for NO1 to 8,33% for NO5, giving an average of 5,33% across all the 

zones. For all the series, ‘N/A’ observations were removed to provide a clearer 

picture, as some data gaps were present in in the ENTSO-E data. 

Table 3: Mean Absolute Percentage Error (MAPE) for ENTSO-E and Nord Pool forecasts in 2019. 

 

 

Plotting the absolute percentage errors for 2019 in Figure 11, one can see how 

they compare, with the biggest errors observed in April. Looking at the ENTSO-E 

errors, the model performs well in the first months of 2019, but with a sharp increase  

mid-March until May. In the summer months, the errors are low, and increases 

slightly at the end of august till the end of the year.   

 

Figure 11: Absolute percentage error for ENTSO-E and Nordpool in 2019. 

 

To provide these forecasts in practice, the bids and offers for the day-ahead are 

submitted by the market participants the day before, between 08:00 to 12:00 ac-

cording to EnergifaktaNorge (2017, p. 43). As such, to be of use to the market 

participants’ decision making, the day-ahead forecasts would have to be 
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delivered in this timeframe using the earliest data available, being the historical 

data 24 hours prior and forecast 48 hours ahead. For a delivery at 08:00 for in-

stance, the prediction can be dynamically forecast in two steps as illustrated in 

Figure 12: one using the available information to forecast the current time, and a 

second step utilizing the prediction for the current time to forecast the next step, 

becoming the day-ahead forecast. 

 

 

Figure 12: How day-ahead forecasts are made using data 48 hours prior.  
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5. Theoretical Framework 

To develop the short-term load forecasting (STLF) models, one model is created 

using statistical methods within traditional econometrics and another using ma-

chine learning to predict the electricity load. This chapter starts by explaining the 

preliminary approach such as cross-validation and data transformations before 

expanding on the forecasting methods that has been applied. Simple forecasting 

methods available are described, such as naïve models, which will serve as a sim-

ple baseline against the more complex models. Finally, the concepts of station-

arity, Box-Jenkins ARIMA methodology, Dynamic Regression and Neural Networks 

are outlined. 

5.1. Cross-validation 

To better evaluate the forecasting models proposed, normal practice is to split 

the available data into a training and validation set, so that the model can be 

tested on the ‘unseen’ validation data. This is to reduce the risk of overfitting the 

model on the training sample and resulting in a better reference of fit. The data is 

split into a training set ranging from 01.01.2013 to 31.12.2018, whereas the valida-

tion set ranges from 01.01.2019 to 31.12.2019.  

When training models, there are several options to utilize the available data in a 

good manner, such as expanding window, sliding window or k-fold cross-valida-

tion. The expanding window approach works by updating the training set with the 

newest information available as each forecast is computed, illustrated in Figure 

13. The expanding window makes it possible to use all the available observations 

in the data, whereas the sliding window operates without a fixed point of origin 

to keep the training set at the same size as it updates itself with new information 

and leaves out older observations. Not using all the data can be advantageous 

if there is for instance a regime change introducing noise but can also ease com-

putation time for the model training.  
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K-fold cross-validation divides the data into 𝑘 equal-sized subsamples called folds, 

where 𝑘 − 1 subsamples are used as the training set, while the last subsample left 

out is used as the validation set. This process is repeated 𝑘 times, and then aver-

aged for all the folds. By using k-folds cross-validation one can use all the available 

data and extract as much information as possible. However, it is more appropri-

ate for small sample sizes where data is harder to come by and requires longer 

computation times due to the iterative process. Another issue with k-fold cross-

validation is applying it on time-series data as it contains sequential information. 

Using the k-folds allow the validation sets to be tested using models trained on 

future observations, creating a potential future information-bias when forecasting 

as it is no longer “unseen” data (Hastie et al., 2009).  

For cross-validation, the expanding window approach in Figure 13 was applied 

as it keeps the time sequence intact while allowing the use of most of the data, 

being more appropriate for time series models. 

 

 

Figure 13: Expanding window approach. 
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5.2. Data transformations 

Data transformations can be used for time series where the variance changes 

over time, where common transformations are the logarithmic or Box-Cox (1964) 

transformation. Using the logarithmic transformation for instance can help rescale 

the data, giving a more constant variance and a more normal distribution. This 

can help improve the model fit and reduce the likelihood of the residual assump-

tions breaking. Box-Cox is another popular transformation, which uses a lambda 

value in the exponent and in the denominator to transform the data into a more 

normal distribution. It uses a power transformation if 𝜆 ≠ 0. Otherwise, a natural log 

transformation is applied, giving the formula:  

 Box Cox transformation:      𝑦𝑡(𝜆) = {
𝑦𝑡

𝜆 − 1

𝜆
log(𝑦𝑡)

    , 𝑖𝑓 𝜆 ≠ 0;

    , 𝑖𝑓 𝜆 = 0.
 Eq. 5 

   

5.3. Simple forecasting methods 

While forecasting can be complex, it can also be done using simple methods that 

are intuitive and powerful. Common techniques are the average-, the exponen-

tial smoothing-, and the naïve method. While straightforward, they still provide a 

valid baseline when compared with more complex models.  

In the average model, the future consumption 𝑦̂𝑡 is predicted to be the average 

load of the historical data 𝑇, and can be adjusted in terms of window size and 

point of origin. One adjustment is the simple Moving Average (𝑀𝐴) which uses a 

window of more recent observations, where 𝑦̂𝑡 is the mean of the previous obser-

vations 𝑘, from the historical data, giving 𝑀𝐴 of order 𝑘. The usefulness of 𝑀𝐴(𝑘) 

lies in the smoothing of the random variance in the observations and can for in-

stance be used to decompose the trend component.  

In the Exponential Smoothing model, the prediction depends on an exponentially 

decreasing weight added to previous observations of the dependent variable, 
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so that the most recent observation weighs the most. The weight parameter, 𝛼, 

can then be used to tune the model. Additionally, trend and seasonality can also 

be incorporated into the equation (Hyndman & Athanasopoulos, 2018). 

A simpler method is the naïve method, predicting future values to be equal to the 

value found in the last observation, or alternatively the last value a season ago, 

such as one day, week, or a year prior for a seasonal naïve. The methods are 

summarized in Table 4, where the formulas can be expressed as: 

Table 4: Simple forecasting methods 

Average method 𝑦̂𝑡 = ∑
𝑦𝑡

𝑇
𝑇
𝑡=1    Eq. 6 

Moving average 𝑦̂𝑡 = ∑
𝑦𝑡

𝑘

𝑇
𝑡=𝑇−𝑘+1   Eq. 7 

Naïve method 𝑦̂𝑡 = 𝑦𝑡−1  Eq. 8 

Seasonal naïve 𝑦̂𝑡 = 𝑦𝑡−𝑠  Eq. 9 

Exponential 

smoothing 

𝑦̂𝑡 = 𝛼𝑦𝑡 + 𝛼(1 − 𝛼)𝑦𝑡−1 + 𝛼(1 − 𝛼)2𝑦𝑡−2 + ⋯  , 

where 0 ≤ 𝛼 ≤ 1 
Eq. 10 

  𝑠 = 𝑠𝑒𝑎𝑠𝑜𝑛, 𝑦𝑒𝑎𝑟, 𝑚𝑜𝑛𝑡ℎ, 𝑜𝑟 𝑑𝑎𝑦 

 

5.4. Traditional Model Approach 

Among the traditional approaches for predicting load is the Autoregressive Inte-

grated Moving Average (ARIMA) model, where the inclusion of exogenous varia-

bles and seasonality is referred to as SARIMAX. An ARIMA model with exogenous 

variables can also be called Linear Regression with ARIMA errors or Dynamic Re-

gression. According to Weron (2014), using the various names interchangeably is 

often a source of confusion, for which we provide a quick overview in Table 5. 
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Table 5: Overview of forecasting model names 

 

According to Hyndman and Athanasopoulos (2018), the SARIMA model is a pow-

erful forecasting tool for short-term forecasts, but is designed for short seasonal 

periods such as quarterly or monthly data with an annual frequency of 4 and 12 

respectively. Adjusting the model to hourly data, the seasonal period can be set 

to a yearly frequency of 8760, 168 for weekly, or 24 for daily. Thus, using SARIMA 

with a daily seasonality seems most appropriate in this case, but renders the 

model unable to include the weekly and yearly seasonality. One solution is to in-

clude the remaining seasonality using dummy variables, or one can use a Dy-

namic Regression with Fourier terms to handle the seasonality, also known as Dy-

namic Harmonic Regression (DHR). As proposed by Hyndman, DHR handles the 

short-term dynamics using ARIMA errors, whereas the seasonality is assumed fixed 

by the Fourier series. 

5.4.1. Stationarity 

Stationarity is a requirement when using the ARIMA model , where the expected 

mean, variance and autocovariance in the time series must not depend on time. 

The stationarity assumptions for time series can be expressed with the formulas 

found in Brooks (2019, p. 252) given by: 

1. Constant mean: 𝐸(𝑦𝑡) = 𝜇  Eq. 11 

2. Constant variance 𝐸(𝑦𝑡 − 𝜇)(𝑦𝑡 − 𝜇) = 𝜎2 < ∞  Eq. 12 

3. Constant autocovariance 𝐸(𝑦𝑡1 − 𝜇)(𝑦𝑡2 − 𝜇) = 𝑦𝑡2−𝑡1  ∀  𝑡1 , 𝑡2  Eq. 13 
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For non-stationary data, stationarity can often be obtained by applying a first or 

second difference to the level series to get an integrated AR process. The first 

difference is calculated using the change between the current and previous ob-

servation (∆𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−1) but can also be seasonally differenced using the previ-

ous seasons observation to the current (∆𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−𝑚). Using the seasonal differ-

ence is often used when applying a seasonal ARIMA.  

Achieving a stationary series through differencing, the time series have a mean-

reverting process where no trend, cycle or seasonality will be present. Trends are 

generally found in time series where the level series is increasing or decreasing in 

the long-term, for instance in the per capita consumption or the industrial sector 

and could be present in countries where more and more people are connecting 

to the electricity grid. Plotting the annual changes, Norway appears to have a 

slight increase over the period as displayed in Figure 14, where most years show 

an increase compared to the year prior. This indicates a small positive trend and 

might be balanced due to increasing consumption along with more efficient en-

ergy usage. Seasonality can also be present in a time series, where there is a fixed 

recurring pattern for certain periods, which is present in the annual, weekly, and 

daily pattern of the load series. Lastly, cycles are similar to seasonality but without 

a fixed period, a common example being business cycles. 

 

Figure 14: Annual changes in NO load indicating a slight positive trend. 
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5.4.2. Autoregressive Integrated Moving Average 

The ARIMA model is generally split into three parts: The Autoregressive process, the 

integrated component, and the Moving Average process. The Autoregressive 

process uses the previous values, also referred to as lags, of the dependent vari-

able to forecast, denoted as an 𝐴𝑅(𝑝) model depending on the lag length (𝑝). 

The Moving Average on the other hand uses the previous forecast errors or resid-

uals to forecast the load, denoted 𝑀𝐴(𝑞) with the lag order (𝑞). The autoregressive 

and moving average process can be expressed as: 

 𝐴𝑅(𝑝):    𝑦𝑡 = 𝑐 + α1yt−1 + α2yt−2 + ⋯ + αpyt−p Eq. 14 

 𝑀𝐴(𝑞):   𝑦𝑡 = 𝑐 + θ1εt−1 + θ2εt−2 + ⋯ + θqεt−q Eq. 15 

 

The 𝐴𝑅(𝑝) model uses a multiple linear regression on the dependent variables pre-

vious values to obtain the current value. The produced model errors can then be 

used as inputs for the combined 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model where the current value de-

pends on its previous values and errors. In the case of non-stationary data, the 

series can be differenced to obtain an integrated autoregressive process, result-

ing in the 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞) model given by (Brooks, 2019): 

 
ARIMA(p, d, q):   𝑦𝑡 =  𝑐 + ∑ 𝛼𝑖𝑦𝑡−𝑖 + ∑ 𝜃𝑖𝜀𝑡−𝑖

𝑞

𝑖=1

+ 𝜀𝑡

𝑝

𝑖=1

 Eq. 16 

 

Extending the model with seasonality results in a seasonal ARIMA, known as 

SARIMA by adding a seasonal 𝐴𝑅(𝑃) term, the seasonal difference (𝐷), and a 

𝑀𝐴(𝑄) term. The frequency 𝑚 denotes which period the seasonality accounts for, 

for instance 24 for daily seasonality using hourly observations. A seasonal 𝐴𝑅(1) 

term for instance will use the lagged value of the dependent variable one season 

ago to predict the current value. In the case of electricity load, using 𝑦𝑡−1  
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represents the load one hour ago, whereas 𝑦𝑡−24 is the load for the same hour the 

day before, which could a better input in some cases. 

In order to select an appropriate ARIMA lag order, a common method is to mini-

mize an information criterion such the Akaike Information Criteria (AIC) or a Bayes-

ian Information Criteria (BIC). The information criteria can be expressed as: 

 AIC: −2 𝑙𝑜𝑔(𝐿) + 2𝑘 Eq. 17 

 BIC: − 2𝐿𝑜𝑔(𝐿) + 2𝑘 + 𝑘[log(𝑇) − 2] Eq. 18 

 

Log(𝐿) is the log-likelihood function, representing the model fit, where a higher 

value indicates a better fit relative to a lower value. 𝑘 is the number of parameters 

estimated, and 𝑇 is the sample size (Hyndman & Athanasopoulos, 2018). Including 

more parameters is penalized by ∆𝑘 = 2 for the AIC, or stricter in the BIC with ∆𝑘 =

log(𝑇) for sample sizes 𝑇 > 100. Minimizing the information criteria will therefore be 

a good candidate model in terms of the ARIMA lag order, and also for the varia-

ble selection. The next step is to expand the ARIMA model by including exoge-

nous variables in the ARIMAX or Dynamic Regression model. 

5.4.3. Dynamic Regression 

A Dynamic Regression (DR) is a state-space, or transfer function model based on 

the general linear regression, where the parameters are able to change inde-

pendently over time instead of remaining static (Ferreira & Gamerman, 2000). 

With parameters being able to change due to a state indicator, it is better suited 

to handle abrupt or continuous changes, for instance as the seasonal indicator 

changes from winter to summer or when a holiday occurs. A static linear regres-

sion model can be expressed as 𝑦𝑡 = 𝐹𝑡𝛽 + 𝑢𝑡, where 𝐹𝑡 is a (𝑛 × 1) vector of the 

external inputs and 𝛽 is a vector of the model parameters. Replacing 𝛽 with the 

current state equation 𝛽𝑡 results in the regression parameters being able to express 
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change with time, where the current load can be expressed as a function of the 

current state and the external variables:  

 Current load:    𝑦𝑡 = 𝐹𝑡𝛽𝑡 + 𝑢𝑡 ,       𝑢𝑡~𝑁(0, 𝜎2) Eq. 19 

 Current state:    𝛽𝑡 = 𝐺𝑡𝛽𝑡−1 + 𝑤𝑡,        𝑤𝑡~𝑁(0, 𝑊𝑡) Eq. 20 

 

Where 𝐺𝑡 and 𝑊𝑡 are known (𝑛 × 𝑛) matrices called the state transition matrix and 

the correlation matrix respectively according to West et al. (1985). By using DR, 

one can allow for the inclusion of autocorrelation in the regression residuals 𝑢𝑡 

under the condition of having white noise in the ARIMA model errors, 𝜀𝑡. For in-

stance, a linear regression with 𝐴𝑅𝐼𝑀𝐴(1,0,1) errors can express the DR model as: 

 𝑦𝑡 = 𝐹𝑡𝛽𝑡 + 𝑢𝑡, 𝑢𝑡 = α1𝑢𝑡−1 + θ1εt−1 + 𝜀𝑡,  Eq. 21 

 

Where the ARIMA errors are given by the regression residuals. For general regres-

sion models, the residual assumptions for a Best Linear Unbiased Estimator (BLUE) 

are given by (Brooks, 2019, p. 91): 

1) 𝐸(𝑢𝑡) = 0  , Zero-mean residuals. Eq. 22 

2) 𝑣𝑎𝑟(𝑢𝑡) = 𝜎2 < ∞     , Constant and finite variance in residuals. Eq. 23 

3) 𝑐𝑜𝑣(𝑢𝑖, 𝑢𝑗) = 0          , No autocorrelation between residuals. Eq. 24 

4) 𝑐𝑜𝑣(𝑢𝑡, 𝑥𝑡) = 0   , No correlation between the residual and regressors. Eq. 25 

5) 𝑢𝑡~𝑁(0, 𝜎2)  , Normally distributed residuals. Eq. 26 

 

By minimizing the sum of squares error (SSE) for 𝑢𝑡, the normal residual assumptions 

would likely fail due to autocorrelation, whereas minimizing SSE for 𝜀𝑡 allows for 

estimation (Hyndman & Athanasopoulos, 2018). 

To capture the seasonality, one can use Fourier series to obtain a Dynamic Har-

monic Regression (DHR). Including Fourier series as a variable for periodic season-

ality works similar to how sounds can be represented as wavelengths of different 
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frequencies and amplitudes. According to the Fourier theorem developed by Jo-

seph Fourier in 1822, a Fourier series can be used to approximate any periodic 

function using the sum of sine and cosine terms. Fourier series seasonality can be 

expressed as: 

 Seasonality:   𝑆𝑡 = ∑ [𝛼𝑘 𝑠𝑖𝑛 (
2𝜋𝑘𝑡

𝑚
) + 𝛽𝑘 𝑐𝑜𝑠 (

2𝜋𝑘𝑡

𝑚
)]

𝐾

𝑘=1

 Eq. 27 

 

Using the Fourier terms one can include multiple seasonalities of any length by 

using different frequencies, where the seasonal periods are approximated by 

choosing the order of Fourier terms, 𝐾, and minimizing an information criterion. A 

small 𝐾 will result in a smooth seasonal pattern, whereas larger values will give a 

more complex pattern (Hyndman, 2010). 

 

5.5. Machine Learning 

While computers can be very good at solving mathematical problems when used 

correctly, they are not anywhere near the human brain when it comes to spon-

taneous pattern recognition and image identification. The field of Artificial Intelli-

gence (AI) is trying to create algorithms able to imitate human skills. When pre-

dicting electricity load, the aspiration is to combine the computational power of 

computers with the ability to see patterns in a set of features, to improve the au-

tomatically generated prediction of load.  

Machine learning is a subgroup of AI models that adapt their internal structure to 

a set of data used for training to predict the value of an output variable outside 

of the training data. This is done without assumptions about the input variable 

parameters. The training can be supervised or unsupervised, where ‘supervised’ 

refers to the training data consisting of examples where the solution is known.  
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5.5.1. Artificial Neural Networks 

Artificial Neural Networks (ANN) is a type of machine learning inspired by the struc-

tures of neurons and their connections in the brain. The concept revolves around 

the imitation of the neurons in the human brain, where the touch of a warm object 

will send an electric signal from the hand to the neurons which processes the sig-

nal through one another before reaching the conclusion that it is warm. The neu-

rons in an ANN algorithm are referred to as nodes, being structured in an input 

layer consisting of the exogenous variables, one or more hidden layers processing 

the inputs, and an output layer where the results are received (see Figure 15).  

 

Figure 15: Neural network architecture using two hidden layers, called Multi-Layer Perceptron. 

In ANN algorithms, each input variable is viewed as an individual input node act-

ing as the neuron. The input layer does not process the data but sends a weighted 

sum of the input directly to the first hidden layer. The last layer is called the output 

layer, which in most cases has one node. Between the input and output layer 

there can be one or more hidden layers, where each layer contains a number of 

nodes. These nodes adjust themselves to the training data so that the connection 

between each node is given a weight and a bias value, which when put into an 
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activation function decides the importance of that node in the first layer to the 

connected node in the next layer. It is the ability to change the weights in the 

neurons through each epoch of its training stage, called backpropagation, that 

makes us say it is mimicking the long-term memory seen in brains.   

In neural networks, different activation functions can be used. Within each node 

is a number derived from an activation function. It is also possible to build net-

works using different activation functions in each layer. The activation function is 

important as it returns whether the inputted data in the node is activated for any 

positive values or be output as a zero for negative ones as given by Eq. 28. In the 

1990’s, the default activation functions were the Sigmoid (logistic) and Hyper-

bolic Tangent (tanh), but today the modern default activation function used for 

deep neural networks with multiple hidden layers is the Rectified Linear Unit 

Function (ReLu) as shown in Figure 16: 

 𝑓(𝑥) = max (0, 𝑥) Eq. 28 

 

 

Figure 16: Plot of the ReLu-function for different values of x. 
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5.5.2. Different types of neural networks 

There are three main groups of neural networks. ANN is mainly used for solving 

classification and regression problems. Convolutional neural networks (CNN) are 

used mainly for computer vision problems. Recurrent neural networks (RNN) are 

often used for time series analysis problems. Yet there are no fixed rules that one 

type of neural network cannot be used for a different type of problem. All of them 

can be used for supervised machine learning problems. A deep neural network 

(DNN) is any neural network with multiple layers between the input and output 

layers. Being able to process the data using multiple nodes and weights, DNN’s 

work well for modelling complex non-linear relationships. 

RNN feeds information back to the input to help predicting the outcome of the 

layer. The first layer is normally a feed-forward neural network, followed by a re-

current neural network where some information it had in the previous time-step is 

remembered by a memory function, storing only information that is required for 

future use. If the prediction is wrong, the learning rate is used to make small 

changes. Long-Short-Term Memory networks (LSTM) is an improved type of RNN, 

including a memory cell that can keep information for long periods with gates 

that control when information enters the memory. 

Multi-Layer Perceptron (MLP) is a type of ANN. The terminology is used ambigu-

ously, and many refer to MLP as simply ANN. This is a fully connected feed-forward 

neural network, with bi-directional propagation, that is forward propagation 

where inputs are multiplied with weights and fed into the activation function, and 

backward propagation where the weights are adjusted to fit the value of the 

dependent variable in the training data. It is used for deep learning; due to its 

dense fully connected layers and non-linear activation it can differentiate data 

that are not linearly separable.  

CNN has a three-dimensional arrangement of nodes, instead of the standard two-

dimension. The first layer is called convolutional layer. Each neuron in this layer 
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only processes information from a small part of the visual field. Variables are taken 

in batches, like a filter.  

Neural Network Autoregression(NNAR) is a hybrid model which combines the non-

linear functions and hidden layer of a neural network, and the use of lagged val-

ues and application of seasonality from the ARIMA-model. Contrary to ARIMA-

models, the non-linearity of the model can be more accurate when cycles are 

non-symmetric, and there are no restrictions on parameters to ensure stationarity. 

Adding autoregression to the neural network adds information to the model that 

the data is time series, as well as the frequency of observations. 
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6. Methodological Approach 

This chapter explains the approach used for the four different load forecasting 

models employed on the Norwegian power market. Seasonal naïve, Dynamic 

Harmonic Regression (DHR), Neural Network Autoregression (NNAR), and Multi-

Layer Perceptron (MLP). 

 

6.1. Baseline model: Seasonal naïve 

The baseline model is a seasonal naïve, using the electric load 48 hours prior to 

predict load. The 48-hour lag is used in favor of the 168-hour lag, as it resulted in a 

lower forecasting error overall for the sample data. However, the 168-hour lag 

model might perform better at other aspects. The 48-hour lag model is simple but 

intuitive as it should capture the hourly dynamics well but will be unable to cap-

ture the effect of the separate weekdays and holidays. The yearly seasonality 

should also be captured fairly well, due to the lag being only 2 days. The model 

can be expressed as: 

 𝑆𝑒𝑎𝑠𝑜𝑛𝑎𝑙 𝑛𝑎𝑖𝑣𝑒:    𝑦̂𝑡 = 𝑦𝑡−48 Eq. 29 

 

6.2. Dynamic Harmonic Regression  with ARIMA errors 

Two options were proposed, modelling the electric load using one model for all 

hours, or split each hour into separate models, where the latter is chosen. For the 

modelling procedure, the Box and Jenkins (1970) ARIMA approach was used to 

construct the Dynamic Harmonic Regression (DHR) model where 3 steps are used: 

1) Identification, 2) Estimation, and 3) Diagnostic checking. The model construc-

tion was conducted using the R ‘forecast’ package by Hyndman et al. (2020) and 

based on the daily NO load data at 09:00 as a generalization for the other models. 
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Model identification 

Before considering the ARIMA lag order of the model, the possibility of reducing 

the variance using a transformation is investigated, and a stationarity test is con-

ducted. To check the need for a transformation, the ‘BoxCox.lambda’ function 

in R selects the lambda coefficient that minimizes the variance and returns the 

lambda of -0.7599 for the NO series. When forecasting using the Box-Cox function 

in R, it will normally return the median point forecasts whereas we want to use the 

mean point forecasts. To avoid this, the ‘biasadj=TRUE’ argument is used to get 

forecasts using the mean. The Box-Cox transformed NO series is plotted in Figure 

17, where the transformed series does not appear to be very different compared 

to the original data from Figure 3. 

 

Figure 17: Box-Cox transformed 09:00 electric load series for NO 

 

Concerning the stationarity assumption, the load series may be non-stationary 

due to the seasonal patterns, which could be argued to also have a mean-re-

verting effect. According to Hyndman and Athanasopoulos (2018), a DR model 

requires the dependent variable and the exogenous variables to be stationary to 

obtain consistent estimates. The first and seasonal difference can be applied to 

see if it looks more stationary. Figure 18 shows the first differenced load while Fig-

ure 19 shows the weekly seasonal difference (𝑚 = 7), displaying that both series 

are more centered around the zero-mean, but the with changes in variance 

when switching between summer and winter. 
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Figure 18: First differenced NO daily load at 09:00 

 

Figure 19: Seasonally differenced (𝑚 = 7) NO daily load at 09:00. 

Formally, a unit root test can be employed to check for stationarity using the Aug-

mented Dickey-Fuller (ADF) test and the Kwiatkowski, Phillips, Schmidt, and Shin 

(KPSS) test (Kwiatkowski et al., 1992). The ADF tests the null hypothesis that the time 

series is non-stationary against the alternative of having a stationary series. The 

ADF returns a 5% critical value of -2.87, where a lower test statistic is required to 

reject the null. The KPSS test on the other hand tests the null hypothesis that the 

time-series is trend-stationary, with the alternative being a non-stationary series. 

Trend-stationary means that the time series can be stationary around the deter-

ministic trend, where decomposing and removing the trend from the data would 

result in a stationary series instead of having to apply a difference. The KPSS 5% 

critical value is 0.463, where a higher test statistic is required to reject the null of 

stationarity, and the same lag length as for the ADF test was used. Due to the tests 

being slightly different, both were applied for the formal testing. 

The optimal lag length for the ADF and KPSS test is selected using the EViews Unit 

Root Test, automatically selecting the number of lags according to an information 
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criterion. Doing so, the maximum number of lags EViews can use is specified ac-

cording to the formula by Schwert (1989) in Eq. 30, where the length of the time 

series for the individual hours, 𝑇 =
61344

24 ℎ𝑜𝑢𝑟𝑠
= 2556 gives a maximum lag length of 

27. 

 𝑝𝑚𝑎𝑥 = [12 × (
𝑇

100
)

1
4

] Eq. 30 

 

Selecting the lag length based on the AIC, the results of the unit root tests is given 

in Table 6 for the daily NO load series, revealing a stationary series for the level 

data at the 5% significance level using the ADF, and at the 1% level using the KPSS 

test. 

Table 6: ADF test and KPSS test, critical value for 1% significance. 

 

As the load series are stationary at level, the ARIMA lag order can then be deter-

mined by inspecting the Autocorrelation- and partial autocorrelation functions 

(ACF and PACF) to look for the appropriate autoregressive or moving average 

process. Alternatively, the lag order can be chosen using automated ARIMA al-

gorithms such as ‘auto.arima’ in R. Normally, the ACF and PACF are plotted 

using the stationary time series, however, in a DR model the regression residuals 

must be obtained first before determining the lag order for the ARIMA errors.  

As a starting point, a dynamic regression with 𝐴𝑅𝐼𝑀𝐴(0,0,0) errors for load were run 

using just temperature, obtaining a regression and ARIMA error residuals as shown 

in Figure 20: 
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Figure 20: Dynamic Regression residuals for daily NO load at 09:00. 

The ACF measures the correlation of 𝑦𝑡 for previous values 𝑦𝑡−𝑘, where a slowly 

decaying series indicates that several values correlate with each other over time. 

On the other hand, the PACF measures the correlation of 𝑦𝑡 for previous values of 

𝑦𝑡−𝑘 but without factoring in the correlation of lags smaller than 𝑘 on 𝑦𝑡. The ACF 

plot was used to identify non-seasonal and seasonal 𝑀𝐴 terms by the significant 

autocorrelations shown, whereas the PACF was used for identifying the non-sea-

sonal and seasonal 𝐴𝑅 processes. The residuals are plotted in Figure 21, where the 

dashed blue line indicates whether the autocorrelated lag is significant or not.   

 

Figure 21: ACF- and PACF plots of the Dynamic Regression residuals. 

The ACF plot shows a significant autocorrelation in lag 1 to 3 for the non-seasonal 

terms, and then significance for the seasonal lags at the weekly interval along 

with the subsequent lags. This might suggest a non-seasonal 𝑀𝐴(3) with a seasonal 

𝑀𝐴(𝑄) component. For the PACF, it starts out with 4 significant lags in addition to 

the seasonal lags, suggesting a non-seasonal 𝐴𝑅(4) and a seasonal 𝐴𝑅(𝑃). 

Additionally, we add Fourier terms to the model, where the terms are iterated 

using the ‘fourier’ function for different values until the AIC is no longer re-

duced. Here, the weekly seasonality is captured by 𝑘 = 3, and the yearly 
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seasonality with 𝑘 = 5. Using an additional argument, the Fourier series generated 

using the training data is extended a year ahead to serve as the input for the test 

data.  

Estimation and diagnostic checking 

Based on Figure 21, an 𝐴𝑅𝐼𝑀𝐴(4,0,3)(1,0,1)7 model can be tested, which will be 

referred to as Model 1. The resulting output for the model is displayed in Table 7, 

with the in-sample residuals, ACF-plot and error distribution displayed in Figure 22.  

Table 7: Model 1 – ARIMA(4,0,3)(1,0,1)7 estimation output 

 

 

Figure 22: Model 1 – Residual-, ACF- and distribution plot 
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The ARIMA errors follow a white noise process, where any significant lags shown in 

the ACF plot would indicate that the model fails to account for the autocorrela-

tion present. Looking at Figure 22, all the lags shown exhibit no significant auto-

correlation, meaning the residuals contain less information compared to Figure 

21. To formally test the autocorrelation of the ARIMA residuals, the Box-Pierce- and 

Ljung-Box test statistic were employed. Box-Pierce tests the null hypothesis that the 

residuals are uncorrelated over time, with the alternative being serial correlation 

residuals. Ljung-Box on the other hand, is a slight modification which handles small 

sample sizes better. While the sample collected is not small, both tests are con-

ducted and can be given as (Brooks, 2019, p. 254): 

 Box-Pierce:  𝑄∗ = 𝑇 ∑ 𝜏̂𝑘
2

ℎ

𝑘=1

,      Ljung-Box:  𝑄∗ = 𝑇(𝑇 + 2) ∑
𝜏̂𝑘

2

𝑇 − 𝑘

ℎ

𝑘=1

 Eq. 31 & 32 

 

Where 𝑇 is the sample size, ℎ is the lag, and 𝜏̂𝑘
2 is the squared residuals at lag 𝑘. The 

null hypothesis of having no serial correlation can be rejected if 𝑄∗ > 𝜒1−𝛼,ℎ
2 , or if 

the p-value is less than 0,05. A rule of thumb used by Hyndman and 

Athanasopoulos (2018) is to use lag ℎ = 10 for non-seasonal data, and ℎ = 2𝑚 for 

seasonal ones as it allows to capture at least two seasonal periods.  

Table 8: Autocorrelation tests for model 1 

 

Running the tests in Table 8, the null hypothesis of no autocorrelation could not be 

rejected at any significance level, meaning the ARIMA specification for Model 1 

exhibit residuals resembling a white noise process.  

To see if there is a better lag specification, the ‘auto.arima’ function by 

Hyndman et al. (2020) was also applied, it iterates through the possible ARIMA 
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specifications and returns the best model according to the AIC. An 

𝐴𝑅𝐼𝑀𝐴(3,1,3)(1,0,0)7 specification was returned, giving both a lower AIC and 

MAPE compared to the first model (result not shown). Additionally, to make the 

model more complex, more exogenous variables were added such as the various 

calendar effects and lags of temperature and load. Using the AIC as information 

criteria for the model fit, the variables which lowered the AIC was incorporated. 

The model includes daily load lags from 48 hours to 168 hours, and daily temper-

ature lags from 24 to 96 hours, in addition to 1 hour temperature lag to capture 

the lagged effect on consumption. The daily minimum temperature and HDD 

were also included, whereas maximum temperature and CDD variables were 

found to lower the AIC. Lastly, the public holiday dummy was split into separate 

dummies for Christmas-, and easter holidays, whereas the remaining holidays 

were constructed as a separate dummy. The resulting output from this DHR, re-

ferred to as Model 2 with additional exogenous variables is shown in Table 9, with 

residuals displayed in Figure 23.  

Table 9: Model 2 – ARIMA(3,1,3)(1,0,0)7 estimation output 
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Figure 23: Model 2 – Residual-, ACF- and distribution plot 

In Model 2, the AIC has reduced to -10 957 from -9 831, with an in-training MAPE 

of 1,63%. The autocorrelation tests result in a fail to reject the null hypothesis with 

the p-value 0,42 for the Ljung-Box test (see Table 10), and the ACF plot shows low 

to no correlation between the lags up to lag 11. However, some lags do become 

significant past 12, but should not compromise the model performance. 

Table 10: Autocorrelation tests for model 2 

 

 

Using the ‘forecast’ function on the resulting model along with a test set of the 

exogenous variables, a dynamic forecast for the whole of the year 2019 was cre-

ated. The results are plotted together with the actual load in Figure 24. For the 

predictions presented later in the results, they will be made using the expanding 

window approach to update the data for each conducted hour forecast, and 

will be done in two steps as mentioned in section 4.6 (see Figure 12): One fore-

casting the current day using 24-hour old data, and a second using the current 

day forecast in addition to the available data to forecast the day-ahead. This 

approach is used for all the models with the seasonal naïve as the exception, 
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where the separate model results for each hour is later joined together to create 

the aggregated hour forecast of 2019.  

 

Figure 24: Dynamic forecast of 2019 for 09:00, fit versus actual consumption. 

 

6.3 Multilayer Perceptron Regression Neural Network 

The ‘MLPRegressor’ from ‘Sklearn’ was used to create a supervised deep learn-

ing model for load forecasting. The first step was importing the data into Python 

and declaring the datatype for each column. Input must be numerical, so cate-

gorical variables were transformed into separate Boolean columns.  

The data were first split into a training set from 2013 to 2018 as described in 5.1, 

along with the test set for 2019, but later the training period was reduced to 

01.01.2017 to 31.12.2018 as this improved the final results. Features used in the 

models were selected using a combination of previous research, brute force, and 

a function for Recursive Feature Selection (RFE) from Sklearn. RFE is a wrapper-

type feature selection algorithm, it can be fed with a machine-learning algorithm, 

and the best features for that algorithm are selected. Unfortunately, it does not 

support the ‘MLPRegressor’ algorithm. Another drawback is that it cannot find 

the optimal number of features. It is fed with all variables, and the number of fea-

tures must be set manually, then the algorithm selects this number of features with 

the most explanatory power to the dependent variable. In this thesis, the RFE func-

tion were run with both a linear regression and decision tree as estimators, and 
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some experimenting was done using the training data to find the best features. A 

set of features was selected and used across all hours and zones for both the MLP 

and NNAR forecasting models as shown in Table 11. 

Table 11: Inputs used for the Multi-Layer Perceptron and Neural Network Autoregression 

𝑿𝒍𝒐𝒂𝒅,   𝒕−𝟒𝟖  Load lagged 48 hours 

𝑿𝑴𝒂𝒙𝒊𝒎𝒖𝒎𝑫𝒂𝒚𝑳𝒐𝒂𝒅,   𝒕−𝟒𝟖  The highest hourly load the last 48 hours 

𝑿𝑴𝒊𝒏𝒊𝒎𝒖𝒎𝑫𝒂𝒚𝑳𝒐𝒂𝒅,   𝒕−𝟒𝟖  The lowest hourly load the last 48 hours 

𝑿𝑻𝒆𝒎𝒑𝒆𝒓𝒂𝒕𝒖𝒓𝒆,   𝒕  Weather temperature at time 𝑡 

𝑿𝑻𝒆𝒎𝒑𝒆𝒓𝒂𝒕𝒖𝒓𝒆𝑫𝒂𝒊𝒍𝒚𝑨𝒗𝒆𝒓𝒂𝒈𝒆,   𝒕  Daily average temperature 

𝑿𝑫𝒆𝒈𝒓𝒆𝒆𝑫𝒂𝒚,   𝒕  Binary variable  {
1, 𝑖𝑓 𝑡𝑒𝑚𝑝 < 9°C for month 1-6 or 11°C for month 7-11
0, 𝑖𝑓 𝑡𝑒𝑚𝑝 > 9°C for month 1-6 or 11°C for month 7-11

 

𝑿𝑴𝒊𝒏𝒊𝒎𝒖𝒎𝑫𝒂𝒊𝒍𝒚𝑻𝒆𝒎𝒑𝒆𝒓𝒂𝒕𝒖𝒓𝒆,   𝒕  Daily minimum temperature 

𝑿𝑯𝒆𝒂𝒕𝒊𝒏𝒈𝑫𝒆𝒈𝒓𝒆𝒆𝒔,   𝒕  Number of degrees below 15,5°C 

𝑿𝑾𝒆𝒆𝒌𝒅𝒂𝒚𝑫𝒖𝒎𝒎𝒚,   𝒕    × 𝟕  One Boolean variable per weekday 

𝑿𝑴𝒐𝒏𝒕𝒉𝑫𝒖𝒎𝒎𝒚,   𝒕        × 𝟏𝟐  One Boolean variable per month 

𝑿𝑷𝒖𝒃𝒍𝒊𝒄𝑯𝒐𝒍𝒊𝒅𝒂𝒚𝒔,   𝒕  Binary variable  {
1, 𝑖𝑓 ℎ𝑜𝑙𝑖𝑑𝑎𝑦             
0, 𝑖𝑓 𝑛𝑜𝑛 − ℎ𝑜𝑙𝑖𝑑𝑎𝑦

 

 

A total of 28 input variables was used in the models for zones NO1-NO5. However, 

in zone NO a total of 33 variables was employed, as adding both temperature 

variables for zone NO1 and an average of temperature for all zones yielded bet-

ter results.  

Most neural networks will achieve a higher precision if the data, both input varia-

bles and target variables are normalized, so that they have a value ranging be-

tween 0 and 1. If the distribution of the quantity is normal, the data should be 

standardized, otherwise the data should be normalized. The data preprocessing 

must be done separately on the training data and the test data, so that no infor-

mation leaks from the test data into the training data. To do this the ‘Standard-

Scaler’ is used for standardization or the ‘MinMaxScaler’ for normalization, both 
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functions from Sklearn. The process is done separately on the training data and 

test data, and the prediction is then inverted using the ‘fit_transform’ when the 

computation is done. Scaling was tested, but did not result in any improvement 

of result, and was not included in the ultimate model. 

To optimize the neural network parameters, the ‘GridSearchCV’ function from 

‘Sklearn’ was run. This is an exhaustive search over specified values of the param-

eters. It tests all the different combinations of the parameters set and find which 

combination that fits the training data best. For MLPRegressor these parameters 

are the number of hidden layers, and their sizes, activation function, solver, alpha, 

learning rate and random state. The combinations searched are displayed in Ap-

pendix 2: Grid search for Multi-Layer Perceptron model, where the following com-

bination in Table 12 yielded the best fit: 

Table 12: Grid search for best MLP parameter settings. 

 

There are two possibilities for training, training one model on the training data, 

and running the model on the entire test set. This a very fast process. The other 

option is an expanding window, training a new model for each day, so that the 

training data include information that is only 48 hours old. This yielded better results 

and was included in the MPL model, but the difference was marginal, only ap-

proximately 0.5 %.  

The model was tested both on hourly observations, and on daily observations. 

When each hour of the day was modelled separately, using 24 individual models 
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for each zone, results improved with approximately 3%. This was included in the 

final models. 

6.4 Autoregressive Neural Network 

The ‘nnetar’ function in R ‘forecast’ package was used for the Autoregressive 

Neural Network (NNAR). The data was read into R and declared as a time series 

along with the frequency of observations before being split into the training and 

test set. 

‘nnetar’ fits a feed-forward 𝑁𝑁𝐴𝑅(𝑝, 𝑃, 𝐾)𝑚 model. Where 𝑝 denotes the number 

of lagged inputs from the last available observations. 𝑃 is the number of lags from 

the same season, defined by the frequency of the datapoints 𝑚. And 𝑘 is the 

number of nodes in the hidden layer. Using the default settings for the parameters,  

𝑝 is set to the optimal number of lags according to AIC for a linear 𝐴𝑅(𝑝) model. 

𝑃 is set to 1, and 𝐾 = 
𝑝+𝑃+1

2
. This resulted in a 𝑁𝑁𝐴𝑅(28,1,22)7 model. Since 24 models 

were created and individually optimized by the NNAR, the parameters may vary 

for each model. Additionally, the model uses the Box-Cox transformation and 

scales the inputs afterwards, which makes it run more efficiently.  

The variables were the same as those used for the MLP-model, as mentioned in 

Table 11. Fourier transformations, as used in the DHR-model, was also applied, but 

did not improve results and was excluded from the final NNAR model. 
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7. Results 

In this section, the results from the Seasonal Naïve, Dynamic Harmonic Regression 

(DHR), Neural Network Autoregression (NNAR), and Multi-Layer Perceptron (MLP) 

are presented in Table 7 for the Mean Absolute Percentage Error (MAPE). For all 

resulting tables, an equivalent table using the Root Mean Squared Error (RMSE) 

penalizing larger errors is displayed in Appendix 3: RMSE results.  

Table 13: Mean Absolute Percentage Error (MAPE) for the models across the bidding zones. 

 

The seasonal naïve model delivers forecasts with an average MAPE of 6,40% 

across the Norwegian zones, providing good results despite its simplicity. The 

model provides the lowest forecasting errors for NO3 with a MAPE of 5,19%, 

whereas NO1 deviates compared to the rest with a much higher error of 9,57% 

MAPE. 

The DHR model provides an average MAPE of 2,73% across the zones, being lower 

by 3,67% compared to the baseline with a relative model improvement of 56,1%. 

The NNAR model on the other hand has an average MAPE of 3,38%, performing 

worse by 0,65% compared to the DHR model and better by 3,02% against the 

baseline, being equivalent to a 47,12% relative improvement. For the individual 

zones NO and NO1 has the biggest model improvements of 68,43% and 68,77% 

relative to the baseline, but the NO1’s improvement can be attributed to the 
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seasonal naïve predicting much worse compared to the other zones. If NO1 is 

considered as a deviant, it seems model predictions for larger aggregates per-

form better compared to lower aggregates such as NO5 with the highest MAPE 

of the zones of 3,54% for the DHR model. 

Lastly, while they may not be directly comparable to our knowledge, another 

comparison is against the forecasts published by ENTSO-E and Nord Pool from Ta-

ble 3. Here, ENTSO-E average MAPE of 5,33% is beaten by both the DHR and NNAR 

model but fails to beat the MAPE for the aggregated NO, being 0,91%. The DHR 

and NNAR also beat the Nord Pool prognosis of 2,27% for NO.  

7.1. Model error breakdown 

In order to discover more about the model accuracy, the errors for each hour, 

weekday, and month can be used to pinpoint any flaws. Table 14 to Table 19 

displays the MAPE for the aggregated NO and the individual zones, where the 

bold values highlight the model with the best accuracy. 

Table 14: Breakdown of Mean Absolute Percentage Error (MAPE) for NO. 
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Table 15: Breakdown of Mean Absolute Percentage Error (MAPE) for NO1. 

 

 

Table 16: Breakdown of Mean Absolute Percentage Error (MAPE) for NO2. 
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Table 17: Breakdown of Mean Absolute Percentage Error (MAPE) for NO3. 

 

 

Table 18: Breakdown of Mean Absolute Percentage Error (MAPE) for NO4. 
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Table 19: Breakdown of Mean Absolute Percentage Error (MAPE) for NO5. 

 

 

Overall, the DHR errors are the most accurate of the models, but the breakdown 

highlights where the NNAR model performs better, namely for workdays, a few 

months, and between the hours 09:00-16:00 in the peak hours for the NO zone. As 

for the NO1-NO5 zones, the DHR model outperforms the NNAR consistently, with 

a few exceptions. To summarize the results, we take the average MAPE across the 

zones and display the findings in Figure 25 to Figure 27. 

Looking at the separate weekdays in Figure 25, the seasonal naïve suffers as ex-

pected when using a 48-hour lag, as predicting a weekday using data from the 

weekend causes the consumption to miss somewhat for the affected days. As for 

the DHR and NNAR model, the model accuracy between each weekday is mostly 

consistent, with a difference of less than 1% between the max and minimum ob-

servation for NO-NO4. The MLP model also exhibit consistent errors across the 

weekdays. 



Amanda Sophie Aronsen & Marius Liabø Gravem 

65 

 

 

Figure 25: Average MAPE across the zones for each weekday. 

For the separate months in Figure 26, we find the models to perform slightly worse 

for some of the summer months, with May peaking for the seasonal naïve, DHR 

and NNAR. This is perhaps due to more public holidays being present in these 

months, failing to capture the effect on consumption in a good manner. For the 

MLP model, the average MAPE peaks for August with about 18%, and shows a 

large variance in forecast accuracy.   

 

Figure 26: Average MAPE across the zones for each month. 

Thirdly, we display the errors for the separate hours in Figure 27, where the DHR 

and MLP model has a relative consistent behavior for each hour, but the seasonal 

naïve and NNAR model has some deviation. The errors for the seasonal naïve start 

increasing from 04:00 and peaks at 07:00 during the first peak hour with about 12% 

error before decreasing but remains about 7% until 17:00 before another reduc-

tion for the night. The NNAR model on the other hand only seems to exhibit a 
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higher error at 04:00 in the night, with the rest of the day having a consistent fore-

casting error. 

 

Figure 27: Average MAPE across the zones for each hour. 

We also display the prediction errors for the separate public holidays in Table 20. 

Here, the errors are not consistent across the zones, perhaps indicating that the 

effect or participation rate is varied. As the test set only has one of each holiday 

present for every zone, conclusions should be drawn with care. 

Table 20: Mean Absolute Percentage Error (MAPE) for the holidays in 2019. 
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7.2. Forecast showcase 

To showcase what the output from the DHR model looks like, Figure 28 displays 

the actual demand compared to the forecasted values for a random selection 

of weeks in 2019: 6, 18, 24, and 44 for the NO zone.  

 

Figure 28: Actual vs. forecasted NO demand for randomly selected weeks (6, 18, 24, and 44). 

For the different weeks displayed in A) to D), one can see the differences in load 

pattern, where each week exhibits a different shape of consumption. In A) One 

can clearly see the peak hours going through the week, as well as a drop-off in 

the load mid-week, which might be caused by a temperature increase persisting 

throughout the rest of the week. As for the load pattern in B), being the start of 

May, one can see a different shape for the peak hours, with a prevalent peak in 

the morning but almost no peak later during the day. The peak hours in C) are 
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harder to distinguish in comparison, except for Saturday, with a seemingly more 

stable consumption throughout the day for June. Lastly, D) showcases the more 

pronounced peak hours as the season heads toward winter again, increasing as 

the week progresses. As for the forecasted values, the model seems to adjust well 

to changes, but clearly misses somewhat when sudden changes in the consump-

tion occurs. However, the forecasts for the next day seem to adjust well in most 

cases. 

 

Figure 29: Actual vs. forecasted demand of the different zones for week 22. 
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As another showcase in Figure 29, the forecasts of the different zones are dis-

played for week 22. Going from NO to NO5, one can see how the accuracy of 

the forecast values is reduced as the total demand goes down and the data 

become less aggregated. Comparing NO5 to NO, the changes in consumption 

during the day are more volatile, likely as individual behavior has a bigger effect 

on the load here, whereas larger aggregations will smooth out their presence. 

Smaller aggregations also increase the samples magnitude of the peak hours 
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8. Discussion 

Comparing the models, one important thing to note is the differences in the ex-

ogenous variables included. While the baseline only contains the dependent var-

iable, the DHR and the ANN models are constructed using various lags and a dif-

ferent approach to modelling seasonality. Since the models contain different var-

iables, one might argue they are not directly comparable. On the other hand, 

since the variables constructed are derived from the same data, it might be a fair 

comparison given their individual optimization and prerequisites for handling 

data. Leaving out fairness, one can also say that only the results should matter in 

the end. 

Considering the fit of the hourly models, the DHR model was optimized using the 

09:00 load as a generalization for the rest of the hours, while the neural network 

models were optimized using the 00:00 load. As such, conducting individual opti-

mizations for each separate hour could have yielded better results. Judging from 

section 7.1 however, the observed model accuracy across the different hours 

seems consistent with a variation of less than 1% in the DHR model, indicating that 

the general fit perhaps could work well for all hours. 

We have also seen from the results how the monthly and weekday errors are con-

sistent for the DHR and NNAR model. Given that the errors are persistent enough, 

they could potentially be adjusted manually by an analyst to overcome its short-

comings to some extent, although uncertainty would still be present. Like in the 

words of Box and Draper (1987): “Essentially, all models are wrong, but some are 

useful” (p. 424). As the forecasting models only are simplified approximations of 

reality, we can only accept that they are flawed and do the best out of the infor-

mation they provide. 

Looking at the performance of the individual months, we also know that they fluc-

tuate slightly more during the spring and summertime, where historical data might 
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not be as valuable due to differences in climate from year to year. One way to 

approach this could be to make individual models for each month of the year. 

At the same time, the models in this thesis are working on actual historical weather 

data, so the errors cannot be due to bad weather forecasts. Therefore, it might 

be that the effect of the monthly binary variables has a negative effect on the 

model for some months of the year, even though the effect on the whole year is 

relatively good. During feature selection for the neural networks, some of the 

monthly dummy variables had more explanatory power than others, and some 

experimenting was done. However, it seemed strange not to give the model 

knowledge of the time of the year. It would be interesting to experiment more, 

maybe by leaving out just the spring months, or replace them with one dummy 

for spring. Another possibility is that the weather in spring is not the cause of the 

prediction errors, but that the errors are large in certain months because of the 

holiday effect. 

For the collected data, there are many available options for feature engineering, 

some including the construction of variables using neural networks, or wavelets 

on the history of the dependent variable or other exogenous variables. For the 

DHR model, seasonality is included using two Fourier-series, whereas the ANN 

models include a weekly- and monthly dummy variable. For this modelling chal-

lenge, other options could have been explored further, such as decomposing the 

time series for trend and seasonality before estimation and adding the effect 

back to produce the complete forecast. Instead, simpler transformations were 

conducted using the hourly temperature and load, where the inclusion of the 

daily average, maximum, minimum, and degree-days could improve the model 

fit in some cases. Another unexplored option is to include squared variables to 

better capture non-linear relationships, an option explored by Elamin and 

Fukushige (2018) who included the squared temperature in their SARIMAX model. 
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Additionally, the comfortable temperature where no heating or cooling is de-

manded has a range of 7°C according to Wang and Bielicki (2018) as discussed 

in section 2.3. However, the range of the comfort zone is dependent on the geo-

graphical location due to acclimation, and partly due to personal preference. 

This makes the construction of the heating- and cooling-degrees another chal-

lenge, as constraining all the price areas to the same variable might be a gross 

simplification. Exploring the comfort range could have been further examined for 

the price areas by testing and including the range with the best model fit.  

As for the forecasting accuracy of the different holidays, we generally find the 

presence of a holiday to add uncertainty to the load forecasts, where large errors 

can occur in some cases. Modelling the public holidays, two options were ex-

plored: using a single aggregated variable or separate them into several to con-

trol for the individual effects on load. The single aggregation was used for the ANN 

models, whereas the DHR arranged a separate variable for Christmas and Easter 

as well, while the remaining holidays were kept aggregated. From the results, the 

forecasting accuracy of the holidays are varied, and could be due to failing to 

control the individual effects. As such, separating the individual holidays further 

could have been explored to see if it improved the model fit, but would also make 

for a less parsimonious model. Another option we did not explore was an aggre-

gated holiday variable including Sundays, as the effect on the load pattern could 

be similar.  

Lastly, although MLP and other types of neural networks have proven themselves 

at load forecasting in other papers, Nti et al. (2020) comments that they are better 

suited for markets where relationships between exogenous and endogenous var-

iables are complex. A further dive into complicated methods of feature engineer-

ing could have benefited the neural networks. This can also be the reason why 

the NNAR only manages to outperform the DHR at certain times in the NO zone. 

Due to the strength of being able to handle more complex data, it could perhaps 
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have a bigger potential on less aggregated STLF. For our models, only a few vari-

ables are included, whereas lesser aggregations could have included more mi-

cro-level data, such as information about households and industries, painting a 

fuller and more complex picture of reality.  
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9. Conclusion 

Throughout this thesis we have investigated how to construct forecasting models 

for the short-term hourly electric load in Norway, and presented our predictions 

for the aggregated, and individual price areas. In our findings, a linear Dynamic 

Harmonic Regression (DHR) model performs better than the non-linear Neural Net-

work Autoregression (NNAR) with an average MAPE across the predicted zones 

of 2,73% and 3,38% for the models respectively. A Multi-Layer Perceptron (MLP) 

neural network was also created but fails to deliver an adequate forecast accu-

racy with a MAPE of 11,98%, performing worse than the baseline seasonal naïve, 

with 6,40% MAPE. 

Exploring the different methods available, a question that often arises is whether 

artificial intelligence will revolutionize the forecasting field in place of the more 

traditional statistics. From our results, this is not the case as the DHR provides a 

lower MAPE of 0,65% compared to the NNAR but might hypothetically have a 

similar potential for short-term load forecasting depending on the model con-

struction and optimization. For the model performance, the DHR forecasts con-

sistently better than the other models across all the zones, weekdays, months, and 

hours, with just a few exceptions for NO. This might indicate that the Norwegian 

market has mostly linear relationships with underlying determinants, and that the 

DHR captures these patterns better than the more complicated MLP, and the hy-

brid NNAR. 

As for potential model improvements, collecting the weather temperature for the 

price areas could have been more thorough, for instance constructing an aver-

age for the zone depending on population size and density to better capture the 

effect. Similarly, this could also have been done for precipitation and wind, which 

was found to reduce model fit in our case. More calendar effects could also have 

been controlled for, perhaps by examining the model errors to identify further ar-

eas of improvement.  
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Appendix 1: Norwegian holidays 

The data for Norwegian holidays is retrieved from norskkalender.no, taking into 

account the holidays which fall on different dates shown in. 

Table 21: Norwegian holidays. 
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Appendix 2: Grid search for Multi-Layer Percep-

tron model 
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Appendix 3: RMSE results 

Results displayed using Root Mean Squared Error (RMSE) instead of the Mean 

Absolute Percentage Error (MAPE) as displayed in Table 13 to Table 20. 

Table 22: Root Mean Squared Error (RMSE) for the models across the bidding zones 

 

Table 23: Model breakdown of Root Mean Squared Error for NO. 
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Table 24: Model breakdown of Root Mean Squared Error for NO1. 

 

Table 25: Model breakdown of Root Mean Squared Error for NO2. 
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Table 26: Model breakdown of Root Mean Squared Error for NO3. 

 

Table 27: Model breakdown of Root Mean Squared Error for NO4. 
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Table 28: Model breakdown of Root Mean Squared Error for NO5. 

 

 

Table 29: Root Mean Squared Error (RMSE) for the holidays present in 2019. 
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Appendix 4: Abbreviations 

ACF – Autocorrelation function 

ANN – Artificial Neural Network 

ARIMA – Autoregressive Integrated Moving Average 

ARIMAX – Autoregressive Integrated Moving Average with exogenous variables 

CNN – Convolutional Neural Network 

DHR – Dynamic Harmonic Regression 

DR – Dynamic Regression 

Electricity consumption – Amount of electricity used over time 

Electricity load – Electricity consumption at a specific moment in time 

LCOE – Levelized Cost of Energy 

LR – Linear regression 

LSTM – Long Short-term Memory Recurrent Neural Network 

MA – Moving average 

MAE – Mean Absolute Error 

MAPE – Mean Absolute Percentage Error 

MLP – Multi-Layer Perceptron 

MSE – Mean Square Error 

PACF – Partial autocorrelation function 

RNN – Recurrent Neural Network 

RMSE – Root Mean Squared Error 

SARIMA – Seasonal Autoregressive Integrated Moving Average 

SARIMAX – Seasonal Autoregressive Integrated Moving Average w/ Exogenous 

variables 

SSE – Sum of squares error 

STLF – Short-term load forecasting 
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