Next-generation non-local van der Waals density functional
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The fundamental ideas for a non-local density functional theory—capable of reliably capturing
van der Waals interactions—were already conceived in the 1990’s. In 2004, a seminal paper in-
troduced the first practical non-local exchange-correlation functional called vdW-DF, which has
become widely successful and laid the foundation for much further research. However, since then,
the functional form of vdW-DF has remained unchanged. Several successful modifications paired
the original functional with different (local) exchange functionals to improve performance and the
successor vdW-DF2 also updated one internal parameter. Bringing together different insights from
almost two decades of development and testing, we present the next-generation non-local correlation
functional called vdW-DF3, in which we change the functional form while staying true to the original
design philosophy. Although many popular functionals show good performance around the binding
separation of van der Waals complexes, they often result in significant errors at larger separations.
With vdW-DF3, we address this problem by taking advantage of a recently uncovered and largely
unconstrained degree of freedom within the vdW-DF framework that can be constrained through
empirical input, making our functional semi-empirical. For two different parametizations, we bench-
mark vdW-DF3 against a large set of well-studied test cases and compare our results with the most
popular functionals, finding good performance in general for a wide array of systems and a signifi-
cant improvement in accuracy at larger separations. Finally, we discuss the achievable performance
within the current vdW-DF framework, the flexibility in functional design offered by vdW-DF3, as

well as possible future directions for non-local van der Waals density functional theory.

I. INTRODUCTION

Systems with van der Waals interactions are ubiqui-
tous in nature and they determine the structure of a vast
and diverse array of materials around us, reaching from
cement to DNA. These materials are often of scientific
and technological importance, such as for gas storage
and sequestration [1-3], sensing [4], catalysis [5], organic
electronics [6, 7], and molecular crystals in pharmaceuti-
cal [8], ferroelectric [9, 10], and photovoltaic applications
[11, 12]. Tt is therefore surprising that capturing these in-
teractions with standard materials modeling techniques
such as density functional theory (DFT) is still very chal-
lenging. Thus, a major effort has been devoted to the
inclusion of van der Waals forces within DFT over the
last two decades [13-30]. Within these developments,
the non-local vdW-DF family of functionals was a major
breakthrough and stands out in that it can be evalu-
ated from knowledge of the density alone [27-31]. It be-
came popular due to its ability to provide accurate results
for binding energies and geometries of systems involving
widely different chemical compositions, ranging from typ-
ical van der Waals complexes to adsorption on metallic
surfaces [29, 30, 32]. However, the emphasis in vdW-DF’s
design has always been on accurately describing systems
at typical van der Waals separations, i.e. 3-4 A. As a re-
sult, errors in interaction energies for larger—but yet still
relevant—separations often exceed the 100% mark [33—
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35]. With the more recent shift in research focus to truly
extended systems such as layered materials and surface
adsorption, this issue becomes highly pertinent.

The vdW-DF framework was published in 2004 [27],
with the original functional form referred to here as vdW-
DF1. Later improvements [36-41] focused on optimizing
the local exchange with which vdW-DF is paired, while
the successor vdW-DF2 [42, 43] also updated an internal
parameter in the non-local correlation part. All of these
improvements provided essential insight that informed
the direction of further research and eventually led to
our current development. Overall, the vdW-DF family is
remarkably successful and widely used; considering the
framework itself and all its offsprings [27, 28, 3641, 43—
46], to date it has received more than 11,000 citations.

However, all improvements of vdW-DF thus far have
left its fundamental framework unchanged since its in-
ception. Here, we present an updated framework for
next-generation van der Waals density functionals. This
new framework is entirely built on the original framework
[27, 29], which is rigorously derived from a many-body
starting point [30, 47-50], and observes all the same con-
straints. In our new development, we utilize a recently
uncovered and largely unconstrained degree of freedom in
the underlying vdW-DF plasmon dispersion model [51].
This newly found flexibility allows us to design a new
functional form with two new parameterizations that im-
prove the performance at important mid-range and larger
separations without sacrificing performance at binding
separations—overcoming this long-standing issue. We
achieve this by constraining this new degree of freedom
in the plasmon dispersion model through optimization
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to accurate quantum chemistry results for reference sys-
tems. Our new non-local correlation functional form is a
logical extension and successor of the original vdW-DF'1
[27] and vdW-DF2-type [43] functionals and hence we
call it vdW-DFS3.

II. THEORY

A. Lessons Learned from Successive
Developments of vdW-DF

The original vdW-DF1 of 2004 was of tremendous im-
portance in establishing the ability to describe van der
Waals forces at the pure DFT level. It introduced a non-
local correlation energy functional of the electron density
n(r) taking the form of a six-dimensional integral

EM[n] = %/d?’r /dBr’ n(r) ®(r,v’)n(’), (1)

where the kernel ®(r,r’) connects different regions of
space and is derived from the adiabatic connection for-
mula (ACF), see Section IIB. This non-local correlation
energy functional includes both short- and long-range
contributions, but vanishes seamlessly in the homoge-
neous electron-gas limit. In vdW-DF, the non-local cor-
relation part is therefore paired with that of the local
density approximation (LDA), E.[n] = ELPA[n]+ EM[n].
The exchange part of vdW-DF', on the other hand, is eval-
uated at the generalized-gradient level (GGA). The GGA
exchange can be expressed as a modulation of the LDA
exchange as

ESONn] = [drnr) o (nw) (). (2

where €°™ is the exchange-per-particle in the homoge-

nous electron gas and the exchange enhancement fac-
tor Fy(s) is a function of the reduced gradient s(r) o
|Vn(r)|/n(r)*/3. In what follows, we briefly review var-
ious vdW-DF developments and draw up a number of
lessons learned from them, which—in turn—influenced
our functional design.

In vdW-DF1, revPBE exchange [52, 53] was chosen as
the GGA exchange. This choice was based on the fact
that its rapidly increasing Fy(s) in the s = 0.5 — 2 range,
as shown in Fig. 1, ensures that nonphysical binding ef-
fects in the exchange channel are kept at a minimum
[27, 42]. However, the choice of revPBE also leads to
a consistent overestimation of binding separations, oc-
casionally causing incorrect bonding predictions [32, 54—
56]. After a number of studies had established both the
capabilities and shortcomings of vdW-DF1 [29, 57-61],
the turn of the previous decade saw a string of impor-
tant improvements. First, Murray et al. [42] demon-
strated that a generally less aggressive but monotoni-
cally increasing Fx(s) could also be used to avoid the
spurious binding in the exchange channel. They did
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FIG. 1.  (top) Exchange enhancement factors Fx(s) and
(bottom) their derivatives for selected functionals.

so by reparameterizing the Perdew-Wang functional of
1986 (PWS6r) [62] and showed that Fy(s) o s*/° for
large values of s is well suited to reproduce the Hartree-
Fock exchange interaction curves beyond binding separa-
tions. This insight was used in the design of the successor
vdW-DF2 [43], which utilizes PW86R exchange, but also
changes an internal parameter from ZEbFl = —0.8491 to
Zb¥F2 — _1.887. This switch effectively reduces the po-
larizability of a given density region, but more so for
highly inhomogenous low-density regions than for high
density ones [63]. Through these changes, vdW-DF2
obtains a significantly improved accuracy for molecular
dimers; however, for solids, layered, and some adsorption
systems, the development did not resolve the overesti-
mation issues of vdW-DF1, which in some cases even
worsened [30, 39, 64, 65]. This suprising worsening can
be understood largely from the fact that the derivative
of Fy(s) of PW86r is larger than that of revPBE around
s = 0.5, see Fig. 1.

Around the same time, Cooper [36] demonstrated
that the systematic overestimation of binding separations
could be avoided by using a “soft” exchange functional,
i.e. having an exchange enhancement factor Fy(s) that
increases slowly with s for small values of s < 1. To
summarize, the following was learned. M Lesson 1: The
specific shape of Fx(s) strongly impacts the bonding in
vdW-DF and must be part of any functional design. The
small-s limit should be soft, i.e. similar to PBEsol [66], to
provide accurate solid lattice constants and Fx(s) should
increase with s for all values to avoid spurious binding in
the exchange channel. This insight was also used in the
optB86b [39] and CX [40] exchange functionals designed
for vdW-DF1 and the B86R [67] (see Fig. 1) exchange



functional for vdW-DF2 correlation.

On the other hand, Klimes et al. [37] took a different
approach: Instead of updating the non-empirical crite-
ria used in the design of Fy(s), they fitted F(s) directly
to the binding energies of the S22 data set of molecular
dimers keeping the vdW-DF1 correlation fixed. These
variants are therefore labeled as semi-empirical or “refer-
ence system optimized”. Their approach was surprisingly
effective, in the sense that it not only improved binding
energies for molecular dimers, as would be expected, but
also reduced the overestimation of binding energies and
improved performance for several other classes of systems
such as adsorption on coinage metals. This is in partic-
ular the case for the optB88 [37] functional, which also
arrived at a quite soft small-s from, but a very aggressive
high-s form. This provides our next lesson. l Lesson 2:
Within vdW-DF, reference-system optimization to spe-
cific benchmark sets has the potential to provide versatile
functionals. A likely reason for this robustness is the
soundness of the vdW-DF framework which is based on
exact constraints.

As of today, the optB88, optB86b, and CX exchange
for vdW-DF1 and B86R for vdW-DF2 are all actively
used for broad classes of van der Waals bonded materi-
als and all have quite comparable overall performance,
with B86R possibly being slightly better for solids [65],
while optB88 is the only one providing satisfactory re-
sults for rare gas dimers [68]. B Lesson 3: It is not clear
whether vdW-DF1 or vdW-DF2 correlation is the best
starting point for designing improved functionals, but in
any case a suitable exchange partner must be constructed
once the correlation functional is updated. In addition,
the similar performance of the best vdW-DF1 and vdW-
DF2 variants indicate that tuning Z.p is not sufficient
to greatly improve performance. We also note that both
B88 and B86b would be suitable starting points for repa-
rameterizations of Fx(s). This is less true for CX, as it
was designed solely for the vdW-DF1 correlation and is
not as widely available in various codes, though this is
being remedied [69)].

Finally, in our recent work we found that tuning
the momentum dependence of the plasmon-pole model
within vdW-DF provides an additional degree of freedom
that is fully consistent with the original constraint-based
design philosophy and that can be used to tailor various
aspects of the vdW-DF performance [51]. In particular,
we learned two important points. H Lesson 4: The
plasmon-pole model is the key for improving the ability
to simultaneously describe short- and long-range contri-
butions to van der Waals interactions and thus also its
ability to describe both small dimers and extended sys-
tems accurately. And, the asymptotic behavior of any
vdW-DF functional has limited influence on the binding
curves over physically relevant distances.

All these lessons laid the foundation for our design of
vdW-DF3.

B. Review of the Original vdW-DF Framework

The kernel ®(r,r’) in Eq. (1) can be rigorously derived
through a second-order expansion of the ACF. The ex-
pansion is in terms of an effective plasmon propagator S,
which describes virtual charge-density fluctuations of the
electron gas and has poles for real frequencies at the ef-
fective plasmon frequency wq, where q is the momentum
of the plasmon [27, 30]. Written explicitly including the
kernel ®(r,r’), Eq. (1) takes the form:

d3 d3 /
Enl / / q >

[1—(a-4)%] Sqa (it)Sq q(iv) , (3)
where S is given by:
. Irea . % .
Saa (i) = 5 [Saa (i) + S_q.—qiv)] (4a)

e~i(@=a)r g7 (r)

S iu) = °r
Sq,q (in) /d (iu+wq(1‘)) ((—iu—l—wqr(r))

Here, u = —iw is the imaginary frequency and 47n(r) is
the square of the classical plasmon frequency. Note that
there are two symmetric two-point S in Eq. (3), each of
which contains one density and one spatial integral (see
Eq. (4b)), leading to the two densities and spatial inte-
grals in Eq. (1). This particular form of S is chosen such
that it can fulfill four important physical constraints, i.e.
time invariance, charge conversation, the f-sum rule, and
maintaining self-correlation at large ¢ [27, 30]. These con-
strains are at the heart of vdW-DF and make it a pow-
erful and transferable tool for capturing van der Waals
interactions in vastly different systems.

As the main ingredient in Eq. (4b), the dispersion
model for wq comes into focus. The small-g limit of wq
has to be a constant (i.e. independent of ¢). On the
other hand, for the choice of S in Eq. (4b), the above
constraints are fulfilled if the plasmon dispersion has the
large-g limit of lim,_yoo wq(r) = ¢?/2. For ¢ values in-
between, the dispersion is not known. As such vdW-
DF uses a switching function h that smoothly switches
between the two known limits. In particular, vdW-DF
defines for the plasmon dispersion

(4b)

¢ 1
2 h(q/qo(r))’

where the switching function h determines the relation
between density-density fluctuations and electromagnetic
induction at different length scales. To facilitate the nu-
merical evaluation, the vdW-DF framework uses only
one length scale ~ 1/go(n(r)) in the switching function,
which depends on the density and parameterizes the local
response of the electron gas. go(r) is determined by the
requirement that the first-order expansion of the ACF in
S reproduces a general gradient approximation-type lo-
cal exchange-correlation (XC) functional. This XC func-
tional is referred to as the internal functional, €t, and

XC ?

wq(r) = (5)



is in general different from the total exchange-correlation
functional. The first-order expansion then yields for the
internal functional [27]

If we set

|- nwn=7. ™

then ¢o(r) takes a particularly simple form as a mod-
ulation of the Fermi wave vector ki(r) = 3m2n(r),
e, qo(r) = —(d4m/3)el(r) = (et (r)/elPA(r)) kie(x).
For practical purposes, the internal functional is ap-
proximated as LDA exchange correlation plus simple

quadratic exchange gradient corrections of the form

—Z£F1(2)52 /9. Both these functionals represent two dif-

ferent directions for design philosophies that are equally
valid, but yield varying levels of accuracy for different
classes of materials [30].

Obvious constraints on h(y) are Eq. (7) and that
lim,_, o h(y) = 1 to fulfill the large-g limit of wq(r). A
third constraint, i.e. h(0) = 0, corresponds to charge con-
servation of the spherical XC hole model of the internal
functional [49]. The original vdW-DF framework chooses
a particular simple switching function that fulfills all of
those constraints trivially as horg(y) = 1 — exp(—7yy?),
where v = 47/9. However, the three constraints do still
leave considerable freedom and more complicated forms
of h are conceivable—yet, staying completely within the
original framework and thus inheriting its constraint-
based transferability.

C. New Development

We have recently demonstrated that the freedom in
choosing the h function can be exploited to significantly
improve the notoriously bad Cg coefficients that derive
from the vdW-DF framework [51]. From our work it
became obvious that this newly found freedom directly
translates into a significantly expanded design freedom
(Lesson 4). Although our focus in Ref. [51] was on the
asymptote, we nonetheless gained some general insight
into what aspects of h lead to what outcomes. In this re-
gard, the fixing of the Cg coefficients was a simpler task,
as they are proportional to lim,_0 h(y)/y?; the prob-
lem of fixing the Cg coefficients (asymptotic behavior) is
thus separable from improving the binding (short-range
behavior) and a relatively simple A function is sufficient.

In our new development, we explore a larger space
of h functions in order to improve the general accuracy

for short, medium, and long separations. This problem
is vastly more complicated compared to the Cg coeffi-
cients as it does not separate and competing interests
have to be balanced. The accurate description of inter-
actions beyond the binding separation is important for
e.g. inter-layer binding and surface adsorption, truly ex-
tended systems such as layered systems, or an accurate
description of anharmonic vibrational modes or other
non-equilibrium processes.

Based on what we learned from our work on the Cg
coefficient, combined with an extensive amount of trial
and error, we identified a new switching function which
is both smooth and more flexible, in the form of

1

hy)=1— .
) L+9y* + (2 = B)y* + ay®

(8)

«, B, and ~ are adjustable parameters in this model, al-
beit one of them is constrained by Eq. (7); we describe in
Sec. IID how we determine the values of those parame-
ters with the help of an optimization scheme (Lesson 2).
This particular form of h has a small-y expansion of the
form

h(y) =vy* — By* + (287 =)y’ + ... 9)
or equivalently,
wq(r) ~y?/h(y) = (10)

=1/v+ By /¥ + (B/¥* —2B/v+ )y + ...

This allows a clear interpretation of the parameters, as
the v parameter sets the long-range van der Waals in-
teractions, whereas the 8 parameter is the leading-order
term causing damping of van der Waals interactions at
shorter ranges. Finally, the ay® term ensures that Eq. (7)
can be fulfilled without interfering with the series expan-
sions determining the long- and medium-range behavior
of the functional. The particular form of h is in part
inspired by the so-called vdW-DF-09 from Vydrov and
Voorhis [46], which does not fulfill Eq. (7), and was de-
signed just prior to the release of the more well-known
VV09 and VV10 [20, 22]. Note that, while Eq. (10) does
not contain the exponential term of the original h func-
tion, it can be made into a form very similar to Aorig(y)
in the more relevant 0 < y < 2 range.

The h function in Eq. (8) provides an independent pa-
rameter for the y? term in series expansions of wq(r),
Eq. (10). This freedom can be beneficial for fine-tuning
the strength of the van der Waals interactions in the
mid-range, a few A away from the optimum binding sep-
arations. However, when trying to minimize the error
in interaction energy of van der Waals complexes from
binding distances to mid-range and larger distances, we
find the somewhat surprising result that the optimal 3 is
close to 0, so that we actually approximate it with 8 = 0.
This simplifies Egs. (8) — (10) and we thus define our h
function for vdW-DF3 as

1
1 e

hprs(y) =1 (11)



which leads to the small-y expansions

hors(y) =vy° — v 4% + ... (12)
v /hors(y) = 1/ +vy* + ... (13)

The quadratic term in y?/hprs(y) is absent, which cor-
respond to the long-range limit of vdW-DF being well
suited to describe the entire long-to-mid range van der
Waals interactions; at the same time 5 = 0 also allows
a sharper damping of van der Waals interactions in the
mid-to-short range due to a larger « term, correspond-
ing to a faster increase of h at y = 1. Note that in this
context “long-range” in our design does not correspond
to the asymptotic limit, but rather corresponds to sepa-
rations of about 5 — 6 A beyond the optimum separation.

Figure 2 compares three different h functions. Al-
though all these switching functions appear very simi-
lar when plotted vs. y, a different picture emerges when
plotting the physically relevant quantity y*/h(y), which
shows stark difference for y < 0.8. As both vdW-DF1
and vdW-DF2 correlation is in use in standard func-
tionals today and their performance is comparable (Les-
son 3), for our new functional form we want to explore
possibilities for improvements both within the vdW-
DF1 and vdW-DF2 design philosophies and thus present
two different parameterizations, which we call hprs_opt1
and hprs.opt2. Both functions are nearly constant for
y?/hpra(y) within 0 < y < 0.3, which is related to 3 = 0.
In contrast, for herig this function behaves quadratic for
small y. All plotted h functions have intercepts at dif-
ferent values lim,_,0 y*/h(y) = 1/~ because they all have
different values for . This intercept is directly related to
the asymptotic behavior of the functional and different
degrees of accuracy for the corresponding Cg coefficients
can thus be expected [51].

Our new switching functions hprs.opt1 and Apraopt2
constitute a significant change of the original vdW-DF
framework. Any such modifications require careful at-
tention to rebalancing the exchange part in Eq. (2) (Les-
son 1). As the exchange largely determines the local
screening effects that characterize the chemical binding,
we choose to rebalance it through a reparameterization of
the free parameters within the enhancement factors F(s)
of a GGA-based exchange. Since Aprs-opt1 and Aprs-opt2
are noticeably different, they both need their own ex-
change reparameterization. Based on the requirements
of the s dependence of Fy (Lesson 1), we use

ps®
1+ us arcsinh(cs)/k
2

JDF3-0pt2 -1 Hs 15
X (S) + (1 +1U32//€)4/5 ) ( )

FPF3-optl(g) — 1 4 (14)

where ¢ = 2%/3(372)1/3. These exchange functionals
are inspired by optB88 [37] and B86R [41], which have
previously been paired successfully with vdW-DF1 and
vdW-DF2. To describe ‘weakly homogeneous’ systems,
such as solids, layered structures and surfaces, we choose

1.0 p————
0.8
__ 0.6y
2 orig
z —
0.41 ---- DF3-optl
---- DF3-opt2

0.2
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FIG. 2. (top) Directly comparing the various h functions
shows only minimal changes. (bottom) Looking at 4 /h(y),
which is proportional to the plasmon dispersion wq, is much
more revealing. The switching function horig is taken from
Ref. [27]. Note the different scales on the horizontal axes in
both panels. The parameters for hApra.opt1 and hprs-opt2 in
Eq. (11) are (o = 0.94950,~v = 1.12) and (o = 0.28248,~v =
1.29), respectively.

i = upBEsol = 0.12345 for both forms (Lesson 1). How-
ever, the larger density-gradient region 1 < s < 4, which
directly influences the non-local binding regions, needs
to be optimized with respect to our new vdW-DF3 non-
local functional, which we achieve through including  in
our optimization scheme in Sec. II D. Figure 1 shows the
differences in the various enhancement factors and their
first derivatives. In both cases, the enhancement fac-
tors and their derivatives are reduced at larger gradients
(1 < s < 4), indicating that these semi-local exchange
functionals become less repulsive at higher density gra-
dients compared to the original functional forms that in-
spired them, i.e. optB88 and B86R. Finally, we note that
both the Fi(s) of DF3-opt2 has a shape that is quite
similar to that of B86R and h(y) that is quite similar to
that of the original vdW-DF, indicating the suitability
of B86R for the vdW-DF2 correlation. DF3-optl, on the
other hand, has no such close similarity with previous
functionals.

D. Optimization Scheme

Our original theoretical development leaves three ad-
justable parameters, i.e. 8 and ~ from the proposed new
switching function in Eq. (8)—we constrain « for every
pair of 8 and « through Eq. (7)—and s from the en-



hancement factor in Egs. (14) and (15). Since there are
two different enhancement factors with possibly different
values for k, in principle we have to perform two three-
dimensional optimizations. We are using a reference-
system optimization (Lesson 2), where our parameters
are optimized with reference to high-level quantum chem-
istry (QC) results at the CCSD(T) level of the S22x5
dataset [70]. The quantity to be minimized is the de-
viation of our calculated interaction energies from the
CCDS(T) reference for all 22 systems and all 5 separa-
tions. To avoid making the optimization dominated by
the large molecular dimers with large binding energies,
the target to be minimized should be a relative rather
than an absolute energy difference. In particular, we con-
sidered the following two measures: mean absolute rela-
tive deviation (MARD) and a differently weighted variant
which we call weighted mean absolute relative deviation
(WMARD), defined as

1 n
MARD = ~ SCPZ:1 MARD,, (16)
1 n
WMARD = — > WMARD;, (17)
sep=1
where
1 - DFT QC QC
MARDsep = E Z |Esys sep Esys sep /Esys sep ( )
sys=1
1 m
WMARD,, = — Z [EDs tep = B3 epl/ Esteopt (19)
sys=1

For the S22x5 set used in our optimization we have

= 5 and m = 22. Note that MARD puts the de-
viation in relation to the QC result at that separation
and thus treats all separations on the same basis. How-
ever, when using MARD we found that the optimization
equally weights large percentage deviations at large sep-
arations, which, however, may on the absolute scale only
be in the sub-meV range—to the detriment of perfor-
mance around the binding separation. We thus weigh the
deviation by the interaction energy at the optimal sepa-
ration, ESys opt (Where “opt” is the one separation out of
the five for which the interaction energy is largest), and
optimize WMARD instead.

The optimization is now performed on a grid for all
three parameters, where we use a coarse grid at first
and later a finer grid around the minimum. Note
that each point in this three-dimensional space requires
22 %5+ 22 %2 = 154 (dimers + monomers) calculations,
which quickly becomes cost prohibitive. We thus decou-
ple the exchange degree of freedom from the h-function
degrees of freedom and transform the three dimensional
optimization into a one-dimensional and two-dimensional
optimization. This can be achieved through perform-
ing non-selfconsistent calculations and extracting the ex-
change energy as a function of x (which is almost entirely
independent of 8 and v) and the non-local correlation as

TABLE I. Optimum parameters for vdW-DF3-optl and
vdW-DF3-opt2. We set ( to zero and constrained a through
Eq. (7), leaving only v and x as adjustable parameters.

functional A function « ¥ exchange K
DF3-optl  hpraopt1  0.94950 1.12  EPF3°ptl 170
DF3-0pt2  hprsoptz  0.28248 129  FPF3opt2 (58

a function of f and «y (which also to a good approxima-
tion can be viewed as independent of k) [71]. The total
energy of any point in the three-dimensional space can
then be reconstructed by adding the various contribu-
tions on the fly to optimize WMARD. In the end, we
verified all our results with fully self-consistent calcula-
tions and our numbers reported here in all tables and
figures are the results of fully self-consistent calculations.
Although this approach constitutes a tremendous reduc-
tion in computational effort, we still performed roughly
50,000 non-selfconsistent calculations.

As mentioned in the previous section, we found op-
timized B values that are a small positive number and
zero, for DF3-optl and DF3-opt2, respectively, so we
chose to set f = 0 and thus reduce the amount of pa-
rameters in our functionals down to two. Our optimized
values for «, v, and k are collected in Table I. It is con-
ceivable that the global WMARD minimum, in partic-
ular for DF3-opt2, might occur for negative §, but this
breaks formal constraints of the vdW-DF construction.
Even though S came out to be zero, we chose to present
our formalism including § as this provides a rich field of
study and a focus on other physical or chemical quanti-
ties may well benefit from this degree of freedom, such
as reaction chemistry, transition-state searches, or har-
monic/unharmonic vibrational excited states and their
associated heat transfer.

III. COMPUTATIONAL DETAILS

All our calculations were performed with the QUAN-
TUM ESPRESSO (QE) package [72], where we modified the
kernel generation routines to implement our new func-
tionals vdW-DF3-optl and vdW-DF3-opt2, and these
functionals are now available in the latest official ver-
sion of QE. We used PBE GBRV ultrasoft pseudopo-
tentials due to their excellent transferability [73]. The
wave-function and density cutoffs were set to ~680 eV
(50 Ryd) and ~8200 eV (600 Ryd), respectively. Self-
consistent calculations were performed with an energy
convergence criterion of ~1.36x10~7 eV (1 x 10~® Ryd)
and, where applicable, a force convergence criterion of
~2.6x107° eV/A (1 x 1075 Ryd/Bohr) was used for
structure relaxations. For all calculations including met-
als/semiconductors a Gaussian smearing with a spread
of ~100 meV (7.35 mRyd) was used. Benchmarking
of our new functionals has been done on the molecular
dimer datasets S22x5 and S66x8, a set of solids, layered



structures, molecular crystals, and benzene adsorption
on Cu/Ag/Au surfaces. We compare the performance
of our new functionals with other, well-used dispersion-
corrected exchange-correlation functionals such as vdW-
DF (vdW-DF1) [27], vdW-DF1-optB88 [37], vdW-DF1-
cx [32, 40], vdW-DF2 [43], vdW-DF2-B86R [41], rVV10
[74], and SCAN+rVV10 [75] and we use the follow-
ing corresponding short names in all tables and figures:
DF1, DF1-0ptB88, DF1-cx, DF2, DF2-B86R, VV, and
SCAN+VV, respectively. For the molecular dimers, we
calculated all SCAN+VV values; for solids, layered struc-
tures, and adsorption on coinage metals we took readily
available values from the literature, but for our molecular
crystals we found no published SCAN+VV data.

For calculations on the dimer sets, spurious interac-
tions due to the period boundary conditions in QE were
minimized by padding dimers and monomers with at
least 15 A of vacuum. A list of 22 metals, semiconduc-
tors, and ionic salts were also used as in Ref. [39], except
Li. A 15 x 15 x 15 k-point mesh was used for these peri-
odic solids. To calculate their lattice constants and cohe-
sive energies, a Birch-Murnaghan equation-of-state was
used and the individual atom energies were calculated in
a box surrounded by at least 15 A of vacuum. Results
for cohesive energies and lattice constants are in addition
compared to PBE [76] and PBEsol [66]. The reference
data on zero-point corrected experimental lattice con-
stants and atomization energies are taken from Ref. [39]
and references therein. Several layered structures were
also considered. Experimental structures were retrieved
from the Inorganic Crystal Structure Database (ICSD).
Following the procedure in Refs. [75, 77, 78], these layered
structures were relaxed along the inter-layer axis (c-axis)
with 12 x 12 x 6 k-points, keeping the a-lattice constant at
its experimental value. Inter-layer binding energies have
been calculated using single layers with fixed a-lattice
constant and with at least 12 A vacuum along the c-axis,
using a 12 x 12 x 1 k-mesh. The corresponding refer-
ence data is taken from RPA calculations in Ref. [78]
and references therein. The molecular crystals benzene,
napthalene, anthracene, and tetracene were also studied.
Here, calculations were performed starting from experi-
mental structures [12] followed by an optimization of all
structural degrees of freedom. Finally, benzene adsorp-
tion on the (111) surface of the coinage metals Cu, Ag,
and Au have also been used as a benchmark, using the
reference data in Refs. [75, 79-82]. Six layers were used
to form the metallic slab [79], keeping the three bottom
layers fixed and using a 9 A vacuum. Calculations were
performed with a 4 x 4 x 1 k-mesh.

IV. RESULTS

To investigate the performance of vdW-DF3-optl and
vdW-DF3-0pt2, we benchmark those functionals on an
extensive list of systems reaching from molecular dimers
to periodic systems including solids, layered systems,

molecular crystals, and surface adsorption on coinage
metals. We compare our results with the most popu-
lar functionals, finding good performance in general for
a wide array of systems and a significant improvement in
accuracy at larger separations.

A. Molecular Dimers

The two adjustable parameters of our functionals (see
Table I) have been fitted to minimize the WMARD of the
S22x5 dataset [70], as described in Sec. IID. A compari-
son for this dataset is thus biased by construction, and we
will not go into extensive details here. Appendix A holds
a statistical summary and detailed results for each dimer
are provided in the Supplemental Material [83]. Overall,
both our new functionals have a WMARD of less than
4% and perform best in our comparison group. The per-
formance is particularly good for dispersion-dominated
complexes. Even though we optimized WMARD, MARD
also shows significant improvements.

The more diverse and larger S66x8 set of molecular
dimers is our first proper benchmark [84]. Similar to
S22x5, this set is comprised of 23 hydrogen bonded com-
plexes, 23 dispersion-dominated complexes, and 20 com-
plexes with various other kinds of interactions. Inter-
action energies at the CCSD(T) level are reported for
eight different separations—two at separations below the
optimal binding distance, one at the optimal binding dis-
tance, and five separations that are larger, up to twice
the optimal binding separation. The WMARD defined
in Eq. (17) for the S66x8 set is given in the upper right
panel of Fig. 3; a summary of statistical information can
be found in Appendix A and detailed results for each
dimer are provided in the Supplemental Material [83]. As
S66x8 is quite similar to the S22x5 set, our two func-
tionals also here perform best with a WMARD of 4.7%
and 4.9%, although it has gone up by approximately one
percentile. For hydrogen-bonded complexes, DF3-optl
has a WMARD of 5.8% which is larger than the oth-
ers for all but vdW-DF1. However, for dispersion dom-
inated complexes (4.7%) and the remaining complexes
(3.5%), DF3-optl performs better than all other tested
functionals. DF3-opt2 has slightly higher WMARD for
dispersion-dominated system (6.2%), but is also very ac-
curate (3.7%) for the rest of the complexes.

A more detailed picture of the performance for the
S66x8 emerges in Fig. 3, which provides WMARDgep,
from Eq. (19) , summed over all three subgroups as well
as for all 66 complexes. The plots reveal that both DF3-
optl and DF3-opt2 accurately describe interaction ener-
gies at equilibrium separation and beyond for each inter-
action type. In particular, we consider the “dispersion-
dominated” panel amongst the most pertinent results
of our study. It shows that DF3-optl, and to a some-
what lesser extent DF3-opt2, exhibits very good per-
formance for dispersion-bound systems beyond equilib-
rium separations—whereas several popular functionals
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The top right panel shows WMARD from Eq. (17). The bottom right plot shows MARD for the optimal

binding energy of the S66 dataset. We compare our results also to VV and SCAN+VV, but we separate them as they are
fundamentally different approaches and should not be understood as improvements within the vdW-DF family.

give quite large errors in this regime—and thus confirms
that we have achieved our goal of overcoming this long-
standing problem. We point out that DF3-optl is not
the best choice for hydrogen-bonded systems at short
separations. DF3-opt2 shows an accuracy quite similar
to DF3-opt1, but with somewhat better performance for
hydrogen-bonded systems and short separations, at the
cost of lower accuracy for dispersion-dominated systems.
The reason for the reduced accuracy for hydrogen-bonded
systems, in particular for DF3-opt1, may be traced to the
smaller dFy(s)/ds at around s =~ 0.5 —2 compared to e.g.
B86R [40]. Section V provides further discussion on the
inherit trade-offs in vdW-DF design.

In addition, we also provide data for the S66 data set
[84]—it contains the same molecular dimers as the S66x8
set but uses the optimal binding separation rather than
looking at eight explicit separations. Thus, in our com-
parison, we also fully optimize the binding separation
with the various functionals. The MARD of the result-
ing optimized binding energies is given in the bottom
right panel of Fig. 3 and statistical data for the devia-
tions in optimal binding separation and binding energy

are analyzed in the left column of Fig. 4 in the form of
violin plots and box plots; additional data is available
in the Supplemental Material [83]. Again, we find that
DF3-optl and DF3-opt2 perform very well. In particular,
the violin plots reveal that our new functionals provide
rather compact results with less spread in comparison to
other functionals.

B. Solids

Within DF3-optl and DF3-opt2 the non-local correla-
tion is purposefully combined with an exchange energy
that has a smaller, PBEsol-like enhancement factor for
small s, i.e. FPF3Pt(s) = 1 + ppppeos® + .... This
significantly improves lattice constants as well as atom-
ization energies of solids. In Fig. 4 we collect statistical
information in the form of violin plots combined with box
plots for a set of 22 standard solids [87] and provide devi-
ations for lattice constants and atomization energies. As
reference we use results from zero-point corrected exper-
iments [86]. Here, we also compare with the PBE and
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PBEsol functionals often used for solids. Further nu-
merical data is provided in Appendix A. Clearly, PBEsol
and SCAN+VYV provide an excellent description of lat-
tice constants. However, DF3-optl and DF3-opt2, to-
gether with other recent functionals also show good per-
formance. In terms of atomization energies, we find sev-
eral functionals that perform well and even better than
PBE, including our new functionals. In particular, DF3-
opt2 has a mean and median deviation of essentially zero.
Within the vdW-DF family of functionals, DF3-opt1 and
DFT-opt2 retain this significant advancement in vdW-
DF design, as the original functionals DF'1 and DF2 both
perform poorly for solids.

C. Layered Structures

We also benchmark our functionals for a set of 9
layered structures against RPA reference calculations
[77, 78] and results are given in the right column of
Fig. 4; details are provided in Appendix A, also see
Ref. [65]. The PBEsol-like enhancement factor for DF3-
optl and DF3-opt2 that resulted in good lattice constants
for solids has an even more prominent effect for lay-
ered structures. While the original DF1 and DF2 signifi-
cantly overestimate the layer separation, much improve-
ment can be seen for all other vdW-DF functionals. In
particular, DF3-opt2 has a mean deviation of zero and a
compact spread, closely followed by DF3-optl. Improve-
ments for the layer binding energy are mostly observed
in smaller spreads for newer vdW-DF functionals. While
SCAN+VYV is remarkably good here, DF3-opt1 performs
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best out of all vdW-DF functionals. The progress made
by our two functionals within the vdW-DF family can
better be seen in Fig. 5, where we show the MARD
of layer binding energy and MAD of layer separation.
The original DF1 and DF2 functionals had a reasonable
MARD for the energy, but their MAD in layer separation
rendered them inapplicable for layered structures. Fur-
ther developments like DF1-optB88, DF1-cx, and DF2-
B86R corrected that behavior, but to the detriment of
MARD in energy. DF3-optl now noticeably reduces the
MARD in energy again (and also the spread, see Fig. 4)
while having the lowest MAD in layer separation of any
tested functional.

D. Molecular Crystals

An important benchmark for all van der Waals func-
tionals are molecular crystals [12, 30, 65, 88-92]. We have
calculated the optimized volume per monomer and cohe-
sive energy per monomer of molecular crystals build from
benzene, naphthalene, anthracene, and tetracene. Re-
sults are depicted in Fig. 6; a summary of statistical data
is available in Appendix A. Looking at the volume, we see
that the original DF1 and DF2 show an overestimation,
that has been corrected by DF1-optB88 and DF2-B86R.
Our new functionals show consistent and noticeable un-
derestimation of the volume. On the other hand, all
functionals overestimate the energy, often by significant
margins, and DF2-B86R performs best here, followed by
DF1-optB88. Similar to the case for hydrogen-bonded
systems at short separations in Fig. 3, the mediocre per-
formance of our new functionals may be linked to the
shape of dFx(s)/ds around s ~ 1 and is the result of a
conscious trade-off we made, see the discussion in Sec-
tion V.

10
E. Benzene Adsorption on Cu/Ag/Au (111)

Finally, we benchmark our new functionals also against
molecular adsorption on coinage metals. In particular,
we study the adsorption of benzene on the (111) surface
of Cu, Ag, and Au. A summary of statistical data is
available in Appendix A. In Fig. 7 we show the benzene
adsorption distance from the surface and its adsorption
energy. This kind of system is challenging [32] and the
original DF1 and DF2 functionals significantly overesti-
mate the binding separations, resulting in dramatic con-
sequences for surface corrugation [93]. This figure also
shows nicely the progress that has been made within the
vdW-DF family, with DF3-optl providing almost per-
fect distances and very good energies, closely followed by
DF3-opt2. This good performance has its roots in the ex-
cellence performance for dispersion-dominated systems in
Fig. 3 for larger-than-binding separations as the adsorbed
molecule interacts with the surface significantly beyond
its footprint. This aspect is also intimately linked to—
and paralleled by—our improved performance for layered
systems.

V. BALANCING COMPETING INTERESTS —
WHAT CAN BE EXPECTED FROM THE
VDW-DF FRAMEWORK?

The results in the previous sections showed that our
new functionals vdW-DF3-optl and vdW-DF3-opt2 per-
form very well. The main advancement is the greatly
increased performance for dispersion-dominated molecu-
lar dimers, especially at larger-than-binding separations,
see Fig. 3. Although we also see improved and gener-
ally good performance for many other systems, we would
like to point out that performance is only average for
e.g. hydrogen-bonded systems at their equilibrium sepa-
ration. This modest performance might also be related
to structural aspects of molecular crystals.

We have noticed this trend early on and investigated
measures to also improve performance for hydrogen-
bonded systems at the equilibrium separation. These
systems are very much controlled by the choice of ex-
change and we have investigated further parameterized
versions of Eq. (14), where changing ¢ in conjunction
with x would, in fact, lead exactly to the desired im-
provement and we see better performance for hydrogen-
bonded dimers and molecular crystals. However, through
this higher dimensional parameter search (and other av-
enues we have investigated) we learned an important les-
son: With our new development, the overall vdW-DF
framework is coming to its performance limits. Although
possible new h-functions provide a rich degree of freedom
that allows for improvements of many aspects of partic-
ular systems, we now see that further improvements are
only possible to the detriment of other areas. In our case,
improving the hydrogen-bonded systems at binding sepa-
ration would lead to a decrease in accuracy for dispersion
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bound dimers, layered systems, and surface adsorption.

We show in Fig. 8 how the balancing of competing in-
terests plays out for the case of hydrogen-bonded molec-
ular dimers vs. dispersion-dominated molecular dimers
in Fig. 3. In particular, we study the split-up of the to-
tal energy into its non-local contribution E*! and the rest
Ey,ie Eyop = E§1+E0. Figure 8 shows this split-up as a
function of our parameters v and k. Our choice for DF3-
optl was k = 1.1 and v = 1.12, leading to very good per-
formance for dispersion-dominated systems and less good
performance for hydrogen-bonded systems. However, we
see that a choice of k = 1.7 and v = 1.4 would have
reversed those roles. As such, even with the same over-
all optimization scheme leading to the same WMARD
minimum, choices have to be made as to what systems
are being favored. Our choice fell on dispersion-bonded
systems because that was the original target of the vdW-
DF development and because of their impact on a large

class of relevant problems in surface adsorption and lay-
ered structures. On a mechanical level, this was achieved
through optimization of the WMARD of the S22 x5 set as
described in Sec. II D, because the dispersion part is far
more sensitive to the parameter choice for the dispersion
bonded systems, as can be seen in Fig. 8. The hydrogen-
bonded part of WMARD is also significantly smaller in
magnitude compared to the dispersion-dominated part.

Through the various improvements of the vdW-DF
framework over the years we have reached a point where
the performance of the original vdW-DF framework has
been pushed to its limit and the fundamental design
choices are now becoming the bottleneck. We see two
exciting ways forward: (i) New functionals within the
vdW-DF family are developed for specific applications,
rebalancing our choice. Such functionals would be some-
what limited in scope, but can show very good accu-
racy for the situation they have been designed. Appli-
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cations of particular interest may be adsorption systems,
molecular crystals, or transition-state chemistry. (ii) Al-
ternatively, it is possible to fundamentally change the
vdW-DF framework and deviate from its original design
philosophy. We see this as the only option to achieve
high accuracy for all systems at the same time and thus
truly generate a general-purpose functional. So, where
would one even start thinking about such a fundamental
change? Below Eq. (5) we point out that vdW-DF uses
only a single length-scale to parameterize its plasmon-
dispersion model. Already in the 2004 paper we see that
this is an approximation made for convenience [27], and
the introduction of a second length scale would be ben-
eficial. It is, in fact, surprising that the vdW-DF frame-
work captures such a diverse group of vastly different
types of materials so reasonably well. Another possible
direction could be to update the rather simple vdW-DF
plasmon-dispersion model altogether, maybe along the
lines of the VV functionals, from which much can be
learned. Finally, it is conceivable that a focus on differ-
ent physical constraints leads to a more accurate form
for S in Eq. (4a) or maybe S could be approximated
through better models for the response function. How-
ever, common to several of these directions would be that
they fundamentally change the vdW-DF framework and

design philosophy to such a point that they present com-
pletely new directions and thus would likely no longer
carry the original vdW-DF name.

VI. CONCLUSIONS

We have presented the next-generation non-local van
der Waals density functional vdW-DF3. It is entirely
built within the design guidelines of the original vdW-
DF, but takes advantage of a newly discovered degree of
freedom within the framework to significantly improve
performance, in particular for beyond-binding separa-
tions. At the same time, we show that—by observing
the vdW-DF constraints and building on lessons learned
in successive developments—vdW-DF3 can retain the
same wide transferability as earlier variants. This finding
is based on benchmarking on a wide array of systems,
in which we also compare with earlier van der Waals
functionals, allowing us to document successive improve-
ments. While we find generally good performance of
vdW-DF3 for many systems, the most striking improve-
ment is found for dispersion-dominated systems beyond
binding separation. Our analysis also indicates that, with
recent developments in general and vdW-DF3 in partic-



ular, the vdW-DF framework is operating close to its
limits in terms of overall accuracy. This is also evident
through the similarity of the DF3-opt2 parametrization
of vdW-DF3 and the DF2-B86R functional. However, as
the vdW-DF3 design is more flexible than its predeces-
sors, it opens the door for functionals tailored to more
specific classes of systems, which will likely cause some
worsening in other areas. Finally, we provide an outlook
for research directions that could overcome the funda-
mental bottlenecks of the vdW-DF framework and lead
to further improvements for even broader classes of sys-
tems.
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TABLE II. Comparison of mean deviation (MD), mean absolute deviation (MAD), mean absolute relative deviation (MARD)
from Eq. (16) and weighted mean absolute relative deviation (WMARD) from Eq. (17) for the interaction energies of the
S22x5 set of molecular dimers for all separations. Deviations are reported with respect to quantum chemistry calculations at

the CCSD(T) level from Ref. [70].

Complex DF1 DF2 DF1-optb88 DF1-cx DF2-B86R DF3-optl DF3-opt2 \AY SCAN-VV
Hydrogen bonded complexes (7)

MD [meV] 54.05 31.27 0.84 10.53 9.09 —24.26 —12.01 —18.84 —21.11
MAD [meV] 60.71 34.48 9.40 17.55 11.00 28.42 14.29 20.02 28.75
MARD [%] 14.36 7.01 3.17 6.28 3.02 6.25 3.81 5.11 7.41
WMARD [%] 11.04 5.63 2.17 4.00 2.08 4.72 2.64 3.83 4.71
Complezes with predominant dispersion contribution (8)

MD [meV] 29.40 30.84 —6.23 2.99 21.57 4.67 3.99 12.75 14.14
MAD [meV] 58.14 36.82 14.59 26.04 21.77 6.25 5.78 15.23 15.12
MARD [%)] 135.84 74.36 41.29 67.94 42.88 12.44 13.98 33.09 67.42
WMARD [%] 32.78 17.88 9.92 18.82 13.23 3.67 3.69 7.32 10.11
Mized complezes (7)

MD [meV] 17.40 19.25 1.96 5.58 16.00 3.15 3.89 6.60 6.24
MAD [meV] 28.61 19.91 6.67 15.23 16.07 5.91 5.54 7.73 10.34
MARD [%)] 26.29 15.10 8.35 17.08 12.24 5.71 6.47 7.12 12.55
WMARD [%)] 16.97 11.06 4.30 9.24 8.94 3.62 3.51 4.84 6.56
Average over all separation for all complezes (22)

MD [meV] 33.43 27.29 —1.37 6.21 15.83 —5.02 —1.13 0.74 0.41
MAD [meV] 49.56 30.70 10.42 19.90 16.53 13.19 8.41 14.37 17.94
MARD [%)] 62.33 34.08 18.68 32.14 20.45 8.33 8.35 15.92 30.87
WMARD [%)] 20.83 11.81 5.67 11.06 8.32 3.99 3.30 5.42 7.26

TABLE III. Comparison of various statistical measures for the interaction energies of the S66x8 set of molecular dimers for all

separations. See caption of Table II for more details. Reference data taken from Ref. [84].

System DF1 DF2 DF1-optb88 DF1-cx DF2-B86R DF3-opl DF3-opt2 \'A% SCAN-VV
Hydrogen bonded complexes (23)

MD [meV] 32.88 12.81 -3.01 6.47 4.32 —21.20 —14.89 —17.43 —18.08
MAD [meV] 39.45 17.44 7.29 13.87 9.00 22.19 15.27 17.89 20.65
MARD [%] 12.92 4.85 3.36 6.40 3.13 6.46 5.47 5.74 6.27
WMARD [%)] 10.00 3.94 2.22 4.12 2.53 5.79 4.60 4.98 5.04
Complezes with predominant dispersion contribution (23)

MD [meV] 7.65 7.52 —17.68 —2.30 14.19 —4.13 -6.41 —0.57 10.09
MAD [meV] 38.54 20.27 18.02 21.08 15.04 5.91 7.38 8.05 10.87
MARD [%] 69.98 29.83 35.14 42.89 17.45 10.59 12.00 14.74 16.14
WMARD [%] 26.31 13.52 13.35 14.89 9.73 4.73 6.18 5.74 7.85
Others (20)

MD [meV] 14.69 12.75 —2.65 4.99 13.68 —1.49 —1.68 1.79 1.68
MAD [meV] 28.00 16.14 7.76 15.58 13.93 5.57 5.55 6.31 9.62
MARD [%] 28.62 14.17 10.62 18.80 11.74 4.87 6.24 5.91 9.70
WMARD [%] 17.94 10.12 5.19 10.25 8.88 3.54 3.74 4.12 6.07
Average over all separation for all complezes (66)

MD [meV] 18.57 10.95 —8.02 2.97 10.59 —9.28 —7.93 —5.73 —2.28
MAD [meV] 35.66 18.03 11.17 16.90 12.60 11.48 9.58 10.95 13.90
MARD [%)] 37.56 16.38 16.64 22.87 10.73 7.42 7.98 8.93 10.75
WMARD [%] 18.09 9.15 7.00 9.73 6.96 4.74 4.89 4.98 6.33
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TABLE IV. Lattice constants [A] and atomization energies [eV] for selected solids. Zero-point corrected experimental lattice
constants and atomization energies are taken from Ref. [39, 75, 86] and references therein; SCAN-VV data taken from Ref. [75].

System expt. PBE PBEsol DF1 DF2 DF1l-optB8 DFl-cx DF2-B8R DF3-optl DF3-opt2 VV SCAN-VV

Lattice constants

Cu 3.60 3.63 3.56 3.69 3.75 3.62 3.57 3.59 3.57 3.59 3.65 3.54
Ag 4.06 4.15 4.05 4.25 4.33 4.14 4.07 4.11 4.08 4.10 4.17 4.06
Pd 3.88 3.95 3.88 4.01 4.09 3.94 3.89 3.92 3.90 3.91 3.98 3.88
Rh 3.79 3.83 3.78 3.88 3.95 3.84 3.79 3.81 3.80 3.81 3.87 3.77
Na 4.21 4.20 4.17 4.21 4.14 4.15 4.24 4.17 4.14 4.15 4.13 4.15
K 5.21 5.28 5.21 5.31 5.20 5.21 5.32 5.24 5.22 5.21 5.14 5.23
Rb 5.58 5.67 5.57 5.60 5.51 5.49 5.59 5.53 5.48 5.51 5.46 5.59
Cs 6.04 6.16 6.01 6.00 5.93 5.83 5.90 5.89 5.80 5.86 5.84 6.05
Ca 5.55 5.53 5.46 5.54 5.48 5.44 5.46 5.46 5.41 5.44 5.46 5.52
Sr 6.05 6.03 5.92 6.07 6.02 5.92 5.93 5.94 5.88 5.92 5.93 6.04
Ba 5.00 5.02 4.88 5.07 5.05 4.91 4.87 4.92 4.85 4.90 4.92 4.98
Al 4.02 4.04 4.01 4.09 4.09 4.06 4.03 4.04 4.03 4.04 4.03 4.00
LiF 3.96 4.07 4.01 4.11 4.08 4.03 4.06 4.04 4.00 4.02  4.03 3.94
LiCl 5.06 5.15 5.06 5.22 5.21 5.12 5.11 5.11 5.06 5.09 5.11 5.04
NaF 4.58 4.72 4.65 4.76 4.70 4.66 4.71 4.67 4.62 4.65 4.65 4.53
NaCl 5.57 5.70 5.61 5.75 5.70 5.63 5.67 5.64 5.58 5.61 5.61 5.51
MgO 4.18 4.26 4.22 4.28 4.29 4.23 4.23 4.23 4.21 4.23  4.25 4.17
C 3.54 3.57 3.56 3.59 3.61 3.58 3.57 3.57 3.57 3.57  3.59 3.55
SiC 4.34 4.38 4.36 4.40 4.43 4.38 4.37 4.38 4.37 4.37 4.40 4.35
Si 5.42 5.47 5.44 5.51 5.55 5.48 5.44 5.46 5.45 5.46 5.50 5.42
Ge 5.64 5.76 5.67 5.84 5.94 5.73 5.67 5.71 5.68 5.70 5.80 5.63
GaAs 5.64 5.75 5.67 5.84 5.93 5.74 5.68 5.72 5.69 5.71  5.79 5.64
MD [A] — 0.06 0.00 0.10 0.09 0.01 0.01 0.01 —0.02 —0.002 0.02 —0.01
MAD [A] — 0.07 0.04 0.10 0.13 0.07 0.06 0.06 0.06 0.06 0.09 0.02
MARD [%)] — 1.44 0.73 2.20 2.75 1.47 1.14 1.17 1.10 1.12 1.80 0.43

Atomization energies

Cu 3.52 3.53 4.10 3.07 2.89 3.59 3.90 3.70 3.95 3.79 3.72 4.04
Ag 2.98 2.52 3.09 2.29 2.15 2.76 2.98 2.79 3.07 2.88 2.89 3.08
Pd 3.94 3.74 4.46 3.36 3.16 4.00 4.32 4.09 4.39 4.19 4.13 4.59
Rh 5.78 5.74 6.68 4.99 4.69 6.06 6.72 6.26 6.73 6.44 5.92 5.60
Na 1.12 1.05 1.12 0.96 0.96 0.99 1.20 1.01 1.06 1.04 1.07 1.14
K 0.94 0.86 0.92 0.82 0.73 0.85 0.90 0.84 0.89 0.86 0.94 0.91
Rb 0.86 0.77 0.83 0.77 0.66 0.78 0.81 0.76 0.82 0.79 0.87 0.82
Cs 0.81 0.71 0.78 0.79 0.64 0.76 0.77 0.72 0.79 0.75 0.87 0.75
Ca 1.86 1.91 2.10 1.66 1.40 1.86 2.04 1.87 2.02 1.91 2.00 2.17
Sr 1.73 1.61 1.81 1.42 1.12 1.61 1.78 1.60 1.76 1.63 1.73 1.91
Ba 1.91 1.88 2.13 1.79 1.49 1.99 2.14 1.95 2.13 1.99 2.10 2.15
Al 3.43 3.47 3.81 2.90 2.52 3.24 3.64 3.43 3.58 3.49 3.41 3.71
LiF 4.46 4.39 4.49 4.44 4.57 4.56 4.44 4.49 4.59 4.55 4.55 4.49
LiCl 3.59 3.36 3.49 3.42 3.44 3.54 3.51 3.49 3.59 3.54 3.53 3.58
NaF 3.97 3.89 3.96 3.97 4.08 4.04 4.02 3.97 3.98 4.01 4.03 4.00
NaCl 3.34 3.09 3.20 3.18 3.19 3.26 3.29 3.19 3.29 3.23 3.24 3.33
MgO 5.20 5.11 5.38 4.95 4.93 5.06 5.27 5.20 5.26 5.26 5.26 5.34
C 7.55 7.70 8.18 7.13 6.87 7.60 7.89 7.76 7.97 7.85 7.61 7.60
SiC 6.48 6.38 6.79 5.95 5.72 6.38 6.61 6.48 6.68 6.56 6.34 6.55
Si 4.68 4.51 4.86 4.19 4.00 4.55 4.75 4.62 4.80 4.69 4.57 4.82
Ge 3.92 3.69 4.08 3.30 3.31 3.82 3.98 3.84 4.05 3.91 3.86 4.10
GaAs 3.34 3.13 3.54 2.85 2.80 3.27 3.40 3.27 3.50 3.34 3.35 3.47
MD [eV] — —=0.11 0.20 -0.33 —0.46 —0.04 0.13 —0.004 0.16 0.06 0.03 0.12
MAD [eV] — 0.13 0.23 0.33 0.48 0.10 0.16 0.10 0.18 0.12 0.08 0.15

MARD [%)] — 5.03 6.24 10.19 16.31 4.08 4.87 4.24 5.08 3.99  2.90 5.47
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TABLE V. Layer separation [A] and layer binding energies [meV/ AQ} for selected layered structures. Reference data for the
separation is taken from experiment and for the binding energy from RPA, as detailed in Ref. [77, 78] and references therein.
SCAN-VV data taken from Ref. [75].

System ref. DF1 DF2 DF1-optB88 DF1-cx DF2-B86R DF3-optl DF3-opt2 \AY% SCAN-VV
Layer separation

BN 3.35 3.54 3.47 3.28 3.21 3.26 3.24 3.23 3.29 3.24
graphite 3.35 3.55 3.49 3.34 3.28 3.31 3.31 3.29 3.35 3.27
HIS» 5.84 5.95 6.00 5.82 5.75 5.78 5.74 5.77 5.87 5.79
HfSeo 6.16 6.46 6.53 6.30 6.23 6.27 6.22 6.26 6.39 6.14
HfTes 6.65 7.25 7.27 6.78 6.55 6.67 6.59 6.63 6.81 6.69
MoS» 6.15 6.62 6.57 6.26 6.12 6.18 6.14 6.15 6.24 6.14
MoSe2 6.46 7.03 7.02 6.62 6.45 6.54 6.48 6.51 6.62 6.51
PdTez 5.11 5.65 6.02 5.36 5.14 5.25 5.19 5.23 5.48 5.00
WSo 6.16 6.58 6.53 6.28 6.15 6.21 6.17 6.18 6.26 6.12
MD [A] — 0.58 0.59 0.12 —0.07 0.03 —0.03 —0.01 0.15 —0.04
MAD [A] — 0.58 0.59 0.16 0.09 0.10 0.08 0.09 0.18 0.06
MARD [%] — 6.81 7.26 1.96 1.30 1.31 1.13 1.29 2.35 1.22
Layer binding energy

BN 14.4 19.02 18.30 25.33 23.80 21.17 20.17 22.04 24.73 18.45
graphite 18.3 20.54 20.21 27.00 25.27 23.28 21.01 23.95 26.81 20.30
HIS» 16.1 15.08 16.33 21.51 20.20 19.16 17.90 20.25 23.42 15.85
HfSeo 17.0 15.68 16.22 21.38 20.48 19.08 18.08 19.94 23.76 16.10
HfTes 18.6 15.72 16.04 22.71 24.55 21.97 21.37 23.04 26.93 17.99
MoS2 20.5 18.76 19.61 25.73 24.36 23.28 21.41 24.14 29.74 19.89
MoSe2 19.6 17.52 18.10 24.73 24.37 22.34 21.11 23.04 29.61 19.33
PdTez 40.1 23.59 21.73 42.86 51.60 44.33 46.73 45.95 47.43 41.74
WSa2 20.2 18.07 18.84 25.83 24.23 23.17 21.42 23.97 29.97 23.38
MD [meV/A2] — —2.31 —2.16 5.81 5.43 3.67 2.71 4.61 8.62 0.91
MAD [meV/A?] — 3.84 3.50 5.81 5.43 3.67 2.71 4.61 8.62 1.50
MARD [%)] — 16.08 13.53 32.36 26.31 19.60 13.55 24.38 45.67 8.15
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TABLE VI. Lattice constants a, b, and ¢ [A], unit cell angles o, 3, and v [°], volume per monomer [A®], and cohesive energy
per monomer [eV] for molecular crystals formed from benzene, naphthalene, anthracene, and tetracene. Relative deviation
(RD) are given for the volume and energy. Experimental reference data taken from Ref. [12] and references therein. Reference
data for the cohesive energy is not available for tetracene.

System expt. DF1 DF2 DF1-0ptB88 DF1-cx DF2-B86R DF2-optl DF2-opt2 \AY%
Benzene T =4K

a [A] 7.36 7.607 7.458 7.443 7.450 7.353 7.247 7.288 7.294
b [A] 9.37 9.644 9.398 9.443 9.581 9.336 9.193 9.240 9.209
c[A] 6.70 7.082 6.899 6.855 6.809 6.713 6.573 6.623 6.642
vol./monomer [A3] 115.5 129.9 120.9 120.5 121.5 115.2 109.5 111.5 111.6
RD [%)] — 12.5 4.71 4.33 5.24 —0.20 —5.17 —3.42 —3.38
coh. energy/monomer [eV] 0.520 0.624 0.585 0.755 0.628 0.559 0.649 0.637 0.659
RD [%)] — 20.0 12.5 45.1 20.8 7.49 24.74 22.50 26.7
Naphthalene T = 5K

a [A] 8.08 8.405 8.215 7.995 8.117 8.032 7.917 7.948 7.981
b [A] 5.93 6.069 5.985 5.884 5.939 5.906 5.853 5.872 5.877
c [A] 8.63 8.714 8.592 8.578 8.795 8.623 8.555 8.578 8.520
B [°] 124.7 121.7 122.5 123.8 124.1 124.1 124.7 124.4 124.1
vol./monomer [A3] 170.2 189.2 178.2 167.6 175.7 169.4 163.0 165.1 165.6
RD [%] — 11.16 4.72 —1.52 3.20 —0.47 —4.22 —2.98 —2.72
coh. energy/monomer [eV] 0.820 0.979 0.931 0.892 0.994 0.892 0.995 0.994 1.054
RD [%] — 19.42 13.54 8.77 21.25 8.79 21.39 21.15 28.48
Anthracene T = 16K

a [A] 8.37 8.732 8.560 8.321 8.431 8.355 8.250 8.275 8.307
b [A] 6.00 6.116 6.027 5.937 5.988 5.957 5.906 5.924 5.923
c [A] 11.12 11.24 11.10 11.04 11.29 11.09 11.01 11.04 10.98
B [°] 125.4 123.6 124.2 125.1 125.5 125.3 125.7 125.6 125.2
vol./monomer [A?’] 227.6 245.0 236.9 223.1 232.0 225.2 217.8 220.1 220.8
RD [%)] — 9.84 4.08 —1.96 1.92 —1.06 —4.33 —3.32 —2.98
coh. energy/monomer [eV] 1.130 1.360 1.304 1.255 1.392 1.257 1.374 1.380 1.478
RD [%] — 20.32 15.36 11.03 23.15 11.22 21.57 22.12 30.79
Tetracene T = 0K

a [A] 6.03 6.163 6.083 6.000 6.083 6.028 5.981 5.996 5.983
b [A] 7.71 8.185 7.967 7.695 7.739 7.710 7.600 7.624 7.670
c [A] 12.88 13.365 13.167 12.917 12.978 12.914 12.773 12.832 12.878
a [°] 77.60 75.47 76.05 77.41 77.90 77.54 77.99 77.87 77.39
B [°] 72.10 71.45 71.66 72.10 72.69 72.25 72.36 72.28 72.07
~ [°] 85.50 86.27 86.02 85.72 85.45 85.56 85.46 85.53 85.67
vol./monomer [A3] 278.9  309.3  293.9 276.9 285.1 279.1 270.6 2731 274.3
RD [%)] — 10.92 5.39 —0.70 2.23 0.08 —2.98 —2.05 —1.63
coh. energy/monomer [eV] — 1.748 1.694 1.628 1.800 1.640 1.775 1.789 1.930
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TABLE VII. Adsorption distance [A] defined as the carbon-metal distance, adsorption energy [eV], and their relative deviation
(RD) for benzene adsorbed on the (111) surface of Cu, Ag, and Au. Reference data is available in Refs. [75, 79-82]. For
SCAN-VV we report the distance between the surface and the center of mass of the benzene molecule [75].

System expt. DF1 DF2  DF1l-optB88 DFl-cx DF2-B8R  DF3-optl DF3-opt2 VV  SCAN-VV
Cu(111)/benzene

distance [A} 2.83 3.60 3.49 3.34 2.95 3.10 2.87 3.01 3.13 2.93
RD [%] — 27.92 24.05 18.62 4.51 10.13 1.86 7.04 11.31 3.53
energy [eV]  0.68+0.04 0.464 0.430 0.595 0.708 0.530 0.646 0.617  0.697 0.740
RD [%] — =31.74 —36.82 —12.52 4.06 —22.04 —4.95 —9.20 2.50 8.82
Ag(111)/benzene

distance [A] 2.97 3.58 3.45 3.33 3.05 3.14 2.99 3.07  3.14 3.02
RD [%)] — 20.44 16.05 12.24 2.64 5.61 0.54 3.28 5.85 1.68
energy [eV]  0.63+0.05 0.513 0.478 0.673 0.669 0.608 0.655 0.668  0.767 0.680
RD [%] — —18.63 —24.10 6.82 6.20 —3.47 4.02 5.99 21.71 7.94
Au(111)/benzene

distance [A} 3.05 3.50 3.36 3.28 3.06 3.12 3.01 3.06 3.11 3.07
RD [%)] — 14.81 10.15 7.55 0.20 2.18 1.47 0.28 2.10 0.66
energy [eV]  0.714+0.03 0.601 0.575 0.771 0.767 0.653 0.724 0.712  0.839 0.730

RD [%)] — —=15.39 1897 8.57 7.97 —8.00 1.96 0.21 18.11 2.82
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