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A B S T R A C T   

Traditional plant breeding based on selection for grain yield is time-consuming and costly; therefore, new 
innovative methods are in high demand to reduce costs and accelerate genetic gains. Remote sensing-based 
platforms such as unmanned aerial vehicles (UAV) show promise to predict different traits including grain 
yield. Attention is currently being devoted to machine learning methods in order to extract the most meaningful 
information from the massive amounts of data generated by UAV images. These methods have shown a prom
ising capability to come up with nonlinearity and explore patterns beyond the human ability. This study in
vestigates the application of two different machine learning based regressor methods to predict wheat grain yield 
using extracted vegetation indices from UAV images. The goal of the study was to investigate the strength of 
Support Vector Regression (SVR) in combination with Sequential Forward Selection (SFS) for grain yield pre
diction and compare the results with LASSO regressor with an internal feature selector. Models were tested on 
grain yield data from 600 plots of spring wheat planted in South-Eastern Norway in 2018. Five spectral bands 
along with three different vegetation indices; the Normalized Difference Vegetation Index (NDVI), Enhanced 
Vegetation Index (EVI), and MERIS Terrestrial Chlorophyll Index (MTCI) were extracted from multispectral 
images at three dates between heading and maturity of the plants. These features for each field trial plot at each 
date were used as input data for the SVR model. The best model hyperparameters were estimated using grid 
search. Based on feature selection results from both methods, NDVI showed the highest prediction ability for 
grain yield at all dates and its explanatory power increased toward maturity, while adding MTCI and EVI at 
earlier stages of grain filling improved model performance. Combined models based on all indices and dates 
explained up to 90% of the variation in grain yield on the test set. Inclusion of individual bands added collin
earity to the models and did not improve the predictions. Although both regression methods showed a good 
capability for grain yield prediction, LASSO regressor proved to be more affordable and economical in terms of 
time.   

1. Introduction 

Rapid worldwide population growth and challenges in food supply 
due to climate change demonstrates the necessity for considering new 
solutions in food production. However, one should be careful with the 
approach in order not to harm the environment. Yield progress has come 
through both improvements in agronomy and plant breeding (Voss-Fels 
et al., 2019). Wheat is the most widely grown crop in the world and 

provides approximately 20% of the food calories and protein for 4.5 
billion people (Lucas, 2012). The goal of any wheat breeding program is 
development of broadly adapted, durable, disease resistant, high 
yielding and stable wheat germplasm. The conventional way of doing 
this is by pedigree breeding, which typically takes 10–12 years before 
these new lines are used as parents for the next cycle of breeding. In 
some areas and crops such as Sub-Saharan Africa this could take as long 
as about 30 years for a crop such as maize (Atlin et al., 2017). Due to 
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traditional phenotyping being time consuming, labor intensive, costly 
and low throughput, Unmanned Aerial Vehicle (UAV) imagery-based 
phenotyping has caught interest in this field (Lee et al., 2018; Burud 
et al., 2017). UAV imagery at visible and near infrared wavelengths (Vis- 
NIR) has been used to derive many spectral indices for estimating 
different vegetation properties including the amount of chlorophyll and 
other pigments as well as Leaf Area Index (LAI) (Barati et al., 2011; 
Zarco-Tejada et al., 2012). UAV images have shown a promising capa
bility to predict grain yield as an important trait in plant phenotyping 
and precision agriculture for different crops such as wheat (Wang et al., 
2014), maize (Taghvaeian et al., 2012), and rice (Reyniers et al., 2006). 
Many studies have shown better results for yield prediction by using 
different vegetation indices (Stas et al., 2016; Johnson et al., 2016; 
Saeed et al., 2017). Spectral indices depend on a small number of 
available spectral bands and therefore do not use the entire information 
conveyed by the spectral trace. Therefore, it is often questionable which 
vegetation index, or which set of vegetation indices is better for a given 
task (Panda et al., 2010). 

Multi-sensor and multi-temporal remote-sensing images have been 
used to predict wheat grain yield and protein content in a study by Wang 
et al. (2014). The results demonstrated that the use of ratio vegetation 
index (RVI) (Nir, Red) at the initial grain filling stage enhanced accuracy 
in wheat yield prediction. In addition, the accumulated spectral index 
PRVI (Nir, Red) from jointing to initial grain filling stage gave higher 
prediction accuracy for grain yield, than the spectral index at a single 
period. Single stage and multi-temporal vegetation indices acquired by 
UAV, have been applied to rice grain yield prediction (Zhou et al., 2017). 
NDVI showed a linear relationship with grain yield, and multi-temporal 
VIs showed higher correlation with grain yield than the single stage VIs. 
NDVI based on Green (GNDVI) or Red (RNDVI) reflectance have been 
studied for their correlation with winter wheat biomass, forage nitrogen 
uptake, and final grain yield (Moges et al., 2004). Neither index 
appeared to have a sizeable advantage over the other for grain yield 
prediction in winter wheat based on the results. Some researchers have 
compared NDVI and EVI prediction ability for grain yield during the 
growing season. Results showed that EVI plays more important role for 
estimating yield than NDVI. They attributed these reasons that the final 
crop yield is significantly related to both the duration of green biomass 
and especially the maximum biomass during heading stage. Also, the 
saturation problem of NDVI under high biomass condition may cause 
less accurate yield estimation at heading stage (Son et al., 2014; Han 
et al., 2020). Comprehensive review has been done on significant 
vegetation indices (VIs) and it concluded that one needs to consider the 
pros and cons of each index in the related environment since each 
environment has its own variable and complex characteristics (Xue and 
Su, 2017). 

Determining whether a vegetation index is useful for yield prediction 
is a feature selection task and the yield prediction is a regression prob
lem. Some studies have investigated regression analysis for wheat grain 
yield prediction (Moges et al., 2004; Haghighattalab et al., 2017; Li 
et al., 2019). Haghighattalab et al. (2017) input multi-temporal 
phenotypic traits into principal component regression (PCR) and 
geographically weighted (GW) model to estimate wheat yield. The GW 
model considered the spatial relationship among acquired images, 
which performed better on grain yield prediction than PCR (r increased 
from 0.26 to 0.74 under the drought environment, and from 0.24 to 0.46 
under irrigated environment). 

Machine Learning (ML) has demonstrated its powerful performance 
in data mining (Witten et al., 2016) and yield analysis including prin
cipal variable selection (Li et al., 2019) and yield prediction (Cai et al., 
2019). ML provides powerful and flexible framework for not only data- 
driven decision making but also for incorporation of expert knowledge 
into the system (Chlingaryan et al., 2018). These are some of the key 
characteristics of the ML techniques that make them widely used in 
many domains, and highly applicable for plant phenotyping. In recent 
years, different ML techniques have been implemented to achieve 

accurate yield prediction for different crops (Subhadra et al., 2016). The 
most successful ML techniques reported in the literature for yield pre
diction are Artificial Neural Networks (Safa et al., 2004; Fortin et al., 
2011), Support Vector Regression (Ruß, 2009), and K-Nearest Neighbor 
(Zhang et al., 2010). ML techniques can be employed for extraction of 
relevant features from the UAV data to build a yield prediction model 
(You et al., 2017). Random Forest (RF) was applied for feature selection 
in a recent study (Han et al., 2020), and it stated that EVI is more 
important than NDVI for winter wheat yield prediction. In another 
research, three classical VIs including NDVI, GNDVI and Normalized 
Difference RedEdge (NDRE) in combination with other features such as 
plant height and extracted features from RGB images were investigated 
to select the best set of descriptive features for grain yield prediction (Li 
et al., 2019). Two selection algorithms including LASSO regression and 
Random Forest were used for feature selection. NDRE and GNDVI 
related variables appeared more frequently in the selection results 
compared to the more commonly known NDVI. Since NDVI tends to 
saturate earlier than NDRE and GNDVI, it possibly results in less NDVI 
variables being selected. 

In view of the shortcomings of using different feature selection 
methods to select a good subset of VIs for grain yield prediction, this 
study aimed to: (1) use sequential forward selection for variable selec
tion for yield prediction and compare it with the LASSO variable 
selector; (2) using grid search for tuning the hypermeters of the model 
and select the better machine learning regression model for yield pre
diction; (3) and compare the explanatory power of three major VIs for 
grain yield prediction. 

2. Materials and methods 

2.1. Test site 

The study was conducted at Vollebekk Research Farm, at the Nor
wegian University of Life Sciences (NMBU), South-Eastern Norway (59◦

39′N 10◦45′E) (Fig. S1). A spring wheat yield trial with 600 yield plots of 
396 different cultivars and breeding lines was used. The field was 
divided into several small trials, each with 25 cultivars and breeding 
lines, which in most cases were sown in two replicates containing the 
same cultivars but with a different randomization. The field trial plots 
were 1.5 m wide and 5 m long with 1 m alleys between plots. The field 
was planted on May 9th, 2018. Border rows were planted at each end of 
the field to decrease border-effects. 

2.2. UAV and image acquisition 

The Unmanned Aerial Vehicle (UAV) used in this study was a 
Phantom 4 Pro with maximum payload capacity of 250 g. A five-band 
multispectral camera (Micasens- RedEdge-M, MicaSense, Inc. Seattle, 
WA 98103, USA) was mounted on the UAV to obtain multispectral im
ages of wheat plots. The camera specifications are listed in Table S1. The 
spectral bands Blue, Green, Red, Red Edge and Near IR have center 
wavelengths of 475, 560, 668, 717, and 840 nm, respectively. 

The UAV campaigns were conducted under clear sky and low wind 
speed conditions between hour 10:00 and hour 14:00 local time. The 
Altizure app was used to set the flight waypoints. The altitudes for 
acquisition of multispectral images were 20 m above ground level with 
80% forward overlap and 85% side overlap. The maximum speed was 
set to 1 m/s and maximum capture speed of one capture per second was 
applied for the MicaSense camera. The images were acquired from nadir 
view at 3 different dates between heading and maturity. Using the 
RedEdge calibration model, to convert raw pixel values to radiance 
values compensates for sensor black level, the sensitivity of the sensor, 
sensor gain, exposure setting and lens vignette effects. The RedEdge 
radiometric calibration converts the raw pixel values of an image into 
absolute spectral radiance values, W/m2/sr/nm. Then a transfer func
tion is converting radiance to reflectance for each band. All the 
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parameters used in the model can be read from the XMP metadata inside 
the TIFF file saved by the RedEdge camera. Images of calibration panel 
(with Albedo values of 0.58, 0.59, 0.60, 0.59, and 0.56 respectively for 
Blue, Green, Red, RedEdge and NIR bands) were taken immediately 
before and after each flight. 

Processing of UAV images including geometric correction, image 
mosaicking, and radiometric calibration was conducted in Pix4D soft
ware with spatial resolution of 1.32 cm/pixel (Pix4D SA, Lausanne, 
Switzerland). The three vegetation indices NDVI, MTCI, and EVI, which 
have shown a good capability for yield prediction in the literature 
(Zhang and Liu, 2014), were calculated (based on the center wavelength 

for each band) as described in Table S2. The orthomosaic was generated 
for each band separately. QGIS software (QGIS 3.4, Open Source Geo
spatial Foundation Project. http://qgis.osgeo.org) was used to extract 
average spectral values for each plot in the field. Since our focus is on the 
performance of whole field trial plots with well-structured canopies, the 
mixed pixel issue is not considerable in this study. Plot values for each 
band and index were calculated as the median value of the pixels in each 
plot, where the outer edges were removed to avoid plot border effects, 
resulting in approximately 4800 pixels per plot. 

2.3. Grain yield (GY) 

After all the plants had reached full maturity, the field trials were 
harvested with a plot combine on Aug 7th, 13th and 14th, 2018. Har
vested grains were kept in netting bags and dried down to 14% moisture 
content before they were weighed, and the grain yield was calculated as 
grams/m2 and converted to tonnes per hectare (t/ha). 

2.4. Data analysis 

2.4.1. Image data preprocessing 
Data preprocessing techniques were applied to the raw data to make 

the data clean, noise free and consistent. Data normalization standard
izes the raw data by converting them into specific range using a linear 
transformation which can generate high quality clusters and improve 
the accuracy of clustering algorithms (Mohamad and Usman, 2013). 
There is no universally defined rule for normalizing the datasets; and 
thus, the choice of a particular normalization rule is largely left to the 
discretion of the user (Karthikeyan and Thangavel, 2009). 

In this study, Z-score (Jain and Dubes, 1988) was calculated and 

Fig. 1. Histogram of the grain yield data from 600 field trial plots used in the 
present study. 

Fig. 2. Heat map of Pearson correlation coefficients between traits (DM: days to maturity) measured on the 600 field trial plots.  
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implemented as the data preprocessing method. The transformed vari
able will have a mean of 0 and a variance of 1. 

2.4.2. Regression analysis 
Two different regression methods, including Least Absolute 

Shrinkage and Selection Operator (LASSO) and Support Vector Regres
sion (SVR) were applied to predict grain yield in this study. The analysis 
was done using a Lenovo T480 laptop that has an Intel Core i7 processor 
and 16 GB memory with 64-bit operating system. All the machine 
learning programs were written in Python 3.6. 

2.4.2.1. LASSO model. LASSO was first formulated by Robert Tibshirani 
in 1996 (Fonti, 2017). It is a powerful method that performs two main 
tasks including regularization and feature selection. The LASSO method 
puts a constraint on some of the absolute value of the model parameters. 
The sum must be less than a fixed value (upper bound). In order to do so 
the method applies a shrinkage (or regularization) process where it 
penalizes the coefficient of regression variables, thereby shrinking some 
of them to zero. During the feature selection process, the variables that 

still have non-zero coefficients after the shrinkage process are selected to 
be part of the model. The goal of the process is to minimize the pre
diction error (Fonti, 2017). In this study, the tuning parameter for reg
ularization amount control, was determined using 10-fold cross- 
validation. The length of the path (min_lambda/max-lambda) was 
chosen to be 0.001 and 100 default values along the regularization pass 
were tested to find the best lambda value. 

2.4.2.2. Support vector regression. Support Vector Regression (SVR) is 
an application of Support Vector Machine (SVM) for regression cases. 
The basic idea of SVR has been described by Smola and Scholkopf 
(2003). SVR is a form of nonparametric modeling that defines bound
aries in a high dimensional sub-space using a hyperplane. In two di
mensions, the hyperplane is a flat one-dimensional subspace and splits 
the training data into different sections in a two-dimensional plot. 
Depending on whether the relationship between data is linear or non- 
linear the SVR is using a linear or non-linear kernel function. In this 
study grid search was used to determine the appropriate kernel function 
and the C parameter for the SVR model, and gamma parameter was set 
on default value. Two different types of kernels including Radial Basis 
Function (RBF) kernel and linear kernel along with C values of 1, 50, 
100, 200, 300, 400, 500, 600, 700, and 1000 were tested. 

2.4.3. Grid search 
There are two types of parameters in machine learning. The pa

rameters that are learned from the training algorithm and the learning 
algorithm parameters that are optimized separately. Those are tuning 
parameters also called hyperparameter models such as C value and 
kernel type in SVR. One of the popular hyperparameter optimization 
technique is grid search, that can further help improve the performance 
of a model by finding the optimal combination of hyperparameter 
values. The grid search approach is quite simple. It is a brute-force 
exhaustive search paradigm where one specifies a list of values for 
different hyperparameters and the computer evaluates the model per
formance for each combination of those to obtain the optimal combi
nation of values from this set (Rashka and Mirjalili, 2017). In this study, 
the dataset was divided into train (70%, 420 samples) and test (30%, 
119 samples) sets. Grid search and 10-fold cross validation on training 
data set, were used to find the most appropriate regression parameters. 
The test set was used to estimate the performance of selected model. 

2.4.4. Sequential forward selection 
Sequential feature selection algorithms are a family of greedy search 

algorithms that are used to reduce an initial d-dimensional feature space 
to a k-dimensional feature subspace where k < d. The motivation behind 
feature selection algorithms is to automatically select a subset of fea
tures that are most relevant to the problem. This improves the compu
tational efficiency or reduces the generalization error of the model by 
removing irrelevant features or noise, which can be useful for algorithms 
that do not support regularization (Rashka and Mirjalilli, 2017). This 
algorithm can work in one of two ways, either forward (SFS) or back
wards (SBS). In SFS the algorithm starts with using just one of the fea
tures and tries to model the data using the given model. It then picks the 
feature that provides the highest accuracy, or a set performance metric. 
This process repeats itself up to a set number of features that the user 
decides. SBS works backwards, meaning that it begins with all features 
and removes the one that gives the least reduction in performance. This 
repeats itself down to a set number of features. In order to make sure that 
all combinations have been covered, it is also possible to include or 
remove features that have been previously picked. These variations are 
called Sequential Forward Floating Selection (SFFS) for the forward 
moving or Sequential Backward Floating Selection (SBFS) for the 
backward moving. Mean Square Error (MSE) and Coefficient of Deter
mination (R2) were adapted to evaluate the ML methods performance. 

Table 1 
Selected indices by LASSO and their importance scores, displayed as absolute 
regression coefficients with grain yield.  

Date Selected indices Importance 

26.06.2018 (47 days after sowing) NDVI 0.54 
MTCI 0.5 
EVI 0.14 

02.07.2018 (54 days after sowing) NDVI 0.71 
MTCI 0.42 
EVI 0.008 

19.07.2018 (70 days after sowing) NDVI 1 
MTCI 0.11  

Fig. 3. The feature importance of the pooled data of vegetation indices at all 
three dates when presented to the LASSO model, displayed as correlation 
coefficients. 
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3. Results 

The 2018 growing season in South-East Norway was characterized 
by an unusually hot and dry weather resulting in stressed plants. As it 
can be noticed from the histogram of grain yield (Fig. 1) the yield pro
duction varied between 2 and 7 t/ha, indicating that some plots were 
highly stressed by the drought. Three different vegetation indices, NDVI, 
EVI, and MTCI were investigated in this study to assess their ability to 
predict wheat grain yield. Fig. 2 shows a heat map of Pearson correla
tions between different indices, days to maturity (DM), and grain yield 
in different measuring dates. Tested wheat lines displayed variability in 
heading and maturity dates. Heading occurred from approximately June 
20th to 28th and maturity from July 22nd to August 2nd (data not 
shown). Considering the growth stages, the first UAV flight, on June 
26th coincided with the time when the majority of the lines had just 
completed heading, the second flight on July 2nd to early grain filling 
and the third flight on July 19th to the time when the earliest lines were 
close to maturity with mostly senesced leaf canopies while the later 

Fig.4. Sequential Forward Selection (SFS) results for different dates as well as the pooled dataset. The blue arrow in the lower right panel for the pooled dataset 
points to the best model with four added features. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of 
this article.) 

Table 2 
LASSO and SVR Regression results for the training set using selected vegetation 
indices by LASSO and SFS, respectively.  

Date Regression model 

SVR (selected features by 
SFS) 

LASSO (selected features by 
LASSO) 

R2 MSE Training 
time (sec) 

R2 MSE Training 
time (sec) 

26.06.2018 (47 
days after 
sowing) 

0.86 0.21 730 0.82 0.27 <2 

02.07.2018 (54 
days after 
sowing) 

0.84 0.23 750 0.82 0.29 <2 

19.07.2018 (70 
days after 
sowing) 

0.89 0.17 800 0.86 0.21 <2 

All dates together 
(Pool) 

0.90 0.16 1100 0.90 0.15 <3  
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maturing lines were expected to still exhibit more green canopies. This is 
also seen by a positive correlation between NDVI on July 19th and days 
to maturity (DM) and grain yield (Fig. 2). There is a high positive linear 
relation between all indices in different dates and grain yield, NDVI later 
in the season showing the highest correlation with grain yield. The 
correlation between features could present a multicollinearity problem 
in regression models. By using feature selection, some redundant vari
ables will be dropped, which reduces the model variance to obtain a 
more parsimonious model. 

3.1. Vegetation indices as inputs to the models 

3.1.1. Feature selection 
One of this study goals was to compare the strength of different 

indices and to identify the most relevant index for grain yield prediction. 
Among different regression methods, LASSO is the method that has a 
powerful variable selection capability inside the model. To model the 
wheat grain yield, all indices were put into the regression model as in
dependent variables while the grain yield was set as the dependent 
variable. In addition to variable selection, LASSO also estimates the 
regression coefficient for selected variables (Li et al., 2019). Variables 
with higher absolute coefficient could be considered as contributing 
more in explaining grain yield. Therefore, the absolute regression co
efficient was used as the importance score for the variable selected by 

LASSO. Table 1 shows the coefficients of selected features by LASSO 
cross validation method for each date of measurement. It can be noticed 
that NDVI is the most predictive feature for grain yield in all dates and its 
regression coefficient has an ascending trend with increasing correla
tions with grain yield towards maturity. Obviously, and as seen in 
Table 1, NDVI is the most predictive index for grain yield, but it can be 
hypothesized that combination of NDVI with the other indices such as 
MTCI and EVI will make the model more robust. Based on the results, 
MTCI has a bigger explanatory power at early stages and its correlation 
coefficient has a descending trend toward maturity. The same trend 
could be seen with EVI as later in the season, EVI did not show any 
importance in the model compared to MTCI and NDVI and was elimi
nated by the LASSO feature selector in the last day of measurements. It is 
also noticeable that the importance of EVI is always less than NDVI and 
MTCI for this dataset. To see the effect of accumulated data during the 
season, all data were pooled and presented to the LASSO regression 
model and the results of feature selection and coefficients can be seen in 
Fig. 3. Based on Fig. 3, NDVI at the last day of measurements has the 
highest value of importance followed by MTCI and EVI at early stages of 
grain filling. Considering all dates to develop a model for grain yield 
prediction, NDVI later in the season, is presenting the strongest pre
diction ability followed by MTCI and EVI early in the season. These 
results highlight the predicting abilities of MTCI and EVI in the early 
stages of grain filling. Since the measurements for earlier time in the 

(A) 47 days after sowing 

(B) 54 days after sowing 

Fig. 5. Comparison of measured grain yield against predicted value (for test set) using SVR and LASSO based on vegetation indices at three dates (A: June 26th, B: 
July 02th, C: July 19th, and D: Pool). 
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(C) 70 days after sowing 

(D) pool 

Fig. 5. (continued). 

Table 3 
LASSO regression results when all bands and indices were used as inputs to the model.  

Date Days after sowing R2 MSE Selected features Number of selected features Training time (sec) 

Train test Train test 

26.06.2018 47 0.83 0.87 0.24 0.21 All except for RedEdge 7/8 <2 
02.07.2018 54 0.86 0.84 0.21 0.23 All except for Red and RedEdge 6/8 <2 
19.07.2018 70 0.86 0.89 0.2 0.18 All except for RedEdge 7/8 <2 
All dates together (Pool)  0.91 0.89 0.13 0.14 26 June: Blue, EVI, MTCI, Green, RedEdge 

2 July: Green, EVI, NDVI, Blue, RedEdge, 
19 July: EVI, Red, Green, MTCI, Blue 

15/24 <4  

Table 4 
SVR results for selected features using SFS when all bands and indices are the input vector.  

Date Days after sowing R2 MSE Selected features Training time (Sec) Kernel C 

Train test Train test 

26.06.2018 47 0.88 0.85 0.17 0.21 NDVI-Blue-Green-NIR 800 RBF 100 
02.07.2018 54 0.91 0.89 0.14 0.15 NDVI-Blue-Green-NIR-Red 802 RBF 100 
19.07.2018 70 0.90 0.83 0.15 0.21 NDVI-Blue-Green-Red-RedEdge 800 RBF 100 
All Dates Together (Pool)  0. 92 0.91 0.11 0.14 June 26: Blue -NIR-NDVI-MTCI 

July 02: Blue-NDVI 
July 19: Blue-Green-RedEdge-NDVI-MTCI-EVI 

1200 Linear 100  
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season are not available in this study, more research needs to be done on 
the importance of these indices and their ability to predict grain yield in 
the early stages of plant growth. The results of using SFS is presented in 
Fig. 4. It can be noticed that NDVI was the most effective feature for all 
dates followed by MTCI. Adding EVI to the model, early in grain filling 
stages increased the model performance but later, this effect was very 
small or even decreased the model performance. For the pooled dataset, 
it could be noticed that the model performance is increasing by 
increasing number of features to 4 and after that adding more features is 
showing redundancy. The four best features were MTCI and EVI at the 
early stages of grain filling (June 26th) and NDVI and MTCI in the final 
stages of grain filling (July 19th). These results are quite the same as 
those obtained with LASSO feature selector and emphasizes the impor
tance of measuring MTCI and EVI early in the season to increase the 
model performance. 

3.1.2. Regression 
For all dates the RBF kernel function was the most fitted to the model 

whereas for the pooled data the linear kernel was chosen as the best 
kernel for the SVR model. The constant C parameter was set to 100 for 
all dates and pooled dataset. Before doing regression, SFS was used to 
select the most relevant explanatory features for grain yield prediction 
by SVR. LASSO and SVR Regression results for the training set are pre
sented in Table 2. It can be noticed that both models are able to predict 
grain yield with a satisfying amount of error and a good coefficient of 
determination for all dates specially with the pooled data. Fig. 5 is 
showing the results of LASSO and SVR regression for the test set. It can 
be seen from Fig. 5 that the LASSO regression model is able to predict the 
grain yield with coefficients of determination of 0.82, 0.81, and 0.86 and 
MSE of 0.25, 0.23, and 0.19, respectively, for 47, 54 and 70 days after 
sowing. The SVR model can predict grain yield with R2 = 0.80, 0.81, and 
0.81 and MSE of 0.26, 0.26, and 0.23, respectively, for June 26th, July 
02nd, and July 19th. Presenting accumulated information from all dates 
during grain filling to both models led to increases in prediction accu
racy and reduced errors. The coefficient of determination for test set is 
equal to 0.90 for both models and the MSE values are also the same and 
equal to 0.14. For the pooled dataset both models’ performance is 
increasing. These results are showing the importance of time series data 
for grain yield prediction in wheat phenotyping. Overall looking at re
siduals for all dates and the pooled data is showing that the over
estimation and underestimation of grain yield by both models is 
decreasing when all measured dates are used to predict grain yield. The 
lowest amount of variation is seen for the pooled dataset (readers could 
refer to Fig. S2 in the supplementary files). 

3.2. All individual bands and vegetation indices into the models as feature 
vector 

To make a comparison of different inputs to the model, all individual 
bands and indices were put into the LASSO regression model as an input 
vector. Table 3 shows the results of prediction based on all individual 
bands and indices. It can be noticed that the results are not different 
from the model with using just indices (Table 2) and adding all indi
vidual bands for all dates together is only slightly reducing the amount 
of error. The model is selecting some features automatically, and it can 
be noticed that the RedEgde band was excluded from the analysis by the 
model for all individual dates. For comparison, the SVR model was also 
tested with all bands and indices as input. Feature selection and 
regression results are presented in Table 4. It is clear also here that the 
model performance is not different from the results for indices alone. 
However, it shows the importance of Blue and Green channels along 
with different indices for grain yield prediction. It is important to note 
here that the running time for the whole pipeline was considerably 
different. While the SVR needed from 13 to 20 min for tuning the model 
parameters and feature selection (Table 4), the whole process of the 
LASSO regression took just a few seconds (Table 3). 

4. Discussion 

This study evaluated the application of two different regression 
methods including LASSO regression and SVR for spring wheat grain 
yield prediction. To find the explanatory power of different VIs and 
individual bands extracted from UAV images for grain yield prediction 
by SVR, SFS was used as the feature selection method. LASSO is a 
method that is doing both feature selection and regression. Comparing 
SFS with LASSO internal feature selector, the selected variables by the 
two methods are similar when indices are used as input to the models. In 
addition, both are selecting NDVI as the most explanatory index for 
grain yield prediction. The results also showed that the incorporation of 
MTCI and EVI can improve the accuracy of predictions, although their 
importance is not equal to NDVI. Using individual bands in addition to 
indices as input did not improve the model performance in neither of the 
two cases. Strong ability of NDVI to predict wheat grain yield has 
already been shown in some studies (Wall et al., 2008). However, Li 
et al. (2019) has shown the strength of other indices such as NDRE and 
GNDVI in comparison with most known NDVI for grain yield prediction. 
Based on the results from this research and the previous studies, one 
could say that selection of a particular VI to predict grain yield is highly 
dependent on the dataset and that important factors such as the growth 
stage of the plants and the environmental conditions will highly affect 
their importance for grain yield prediction. Some indices such as MTCI 
and EVI are acting better early in the season while NDVI is giving its 
most efficient prediction ability toward maturity. Similar results have 
been reported recently by Marsha et al. (2020) for corn yield prediction 
late in the season using NDVI. 

NDVI is known to have problems with saturation under high-yielding 
conditions with dense crop canopies (Han et al., 2020). However, and in 
this study, a wide variability in grain yield was observed due to drought 
and heat stress on the plants, and it appears that NDVI was able to 
capture yield differences under these conditions in a better way than 
MTCI and EVI. 

Towards the end of the grain filling period, NDVI correlates with 
days to maturity and reflects the differences in earliness of the lines. 
Days to maturity showed positive correlation with grain yield, since 
more days with a photosynthetically active crop canopy will increase the 
production of assimilates that can be translocated to the grains. 
Comparing two different feature selection and regression methods, the 
time needed for running the algorithm is the most pronounced differ
ence. The running time for LASSO was always less than a few seconds 
whereas SFS in combination with SVR needed considerably more time 
for tuning the model parameters, especially with all bands for the pooled 
dataset. For developing a prediction model for grain yield based VIs on 
individual date, we divided the whole data for the mentioned date into 
train and test sets. The regression results are slightly different but both 
models have a good estimation of grain yield for individual dates. When 
we are using the pooled dataset for grain yield prediction, the model 
performance is increasing in both cases. Multi-temporal data is always 
producing better prediction results compared to the data for individual 
dates. Same results have been reported by Wang et al. (2014) and Zhou 
et al. (2017). Incorporation of individual bands adds collinearity to the 
models and based on the present results, no difference between SVR and 
LASSO was found in handling this problem. Both methods have shown 
good ability for crop yield predictions in the other studies as well (Han 
et al., 2020). 

5. Conclusion 

Machine learning has great ability to predict wheat grain yield using 
spectral indices from images. There are some advantages for some of 
those methods over the others. In this study we have shown that SVR in 
combination with SFS is a robust method for grain yield prediction based 
on UAV imagery, and that LASSO regression yields similar results with 
much less computation time for feature selection. The explanatory 
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capability of vegetation indices for grain yield prediction differs during 
the season. Some indices are more predictive of grain yield in the early 
growth stages and some later in the season. Multi-temporal remote 
sensing data provides more accurate prediction than single-temporal 
data. Comprehensive research is still needed in different environments 
to obtain firm conclusions on most prominent vegetation indices for 
grain yield prediction. 
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