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Abstract

Interactions of wind turbine wakes with downstream turbines can reduce a wind farm’s
power production and increase loads on the individual turbines. For the purpose of
wind farm optimization, different aerodynamic approaches to modify the performance
and wake flow of one or two model wind turbines have been tested in a number of wind
tunnel experiments.

In a first set of measurements, different modifications of the rotor design to limit wake
effects are studied. Herein, the effect of the blade number on the wake development
is studied by comparing the wake properties behind 2- and 3-bladed model wind
turbines. Also, the influence of the rotational direction is investigated by comparing
the performance of an aligned two-turbine array with co- and counter-rotating rotors.
Moreover, the effect of winglets on the performance and vortex interaction in the wake
is assessed. For this purpose, a new rotor with aerodynamically optimized winglets has
been designed. The performance of the rotor is compared to a reference rotor without
winglets and effects on the vortex interaction and velocity recovery in the wake are
investigated.

The second set of measurements investigated the control of the model wind turbines
by intentional yaw misalignment. Therefore, the wake flow behind a yawed turbine
exposed to different inflow conditions is measured, while also the power and loads on
a two-turbine array are analyzed for varying separation distances, lateral offsets and
yaw angles. Selected test cases are furthermore provided for validation purposes of
CFD codes. In a Blind test experiment, performance and wake data are compared to
computational results from external groups.

All the experiments have been carried out in the closed-loop wind tunnel at NTNU
in Trondheim. The wakes were investigated for uniformly distributed and sheared
inflow velocity profiles with different turbulence intensities ranging from 0.23% to
10.0%. During the project different rotor designs from 2- to 3-bladed rotors, all with
a diameter of D = 0.9 m, are investigated. The velocities in the wake are measured
using a 2-component laser Doppler velocimetry system or a Cobra probe, which is used
to extract phase-averaged information from the wake flow.
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The potential of the blade number and opposite rotational directions in turbine
array are found not to have a significant potential for the optimization of a wind farm.
While not affecting the mean velocity distribution, the blade number is observed to
influence to turbulence peak levels in the wake. An opposite rotation of the downstream
turbine is assessed only to be effective for very small turbine separation distances,
where the energy contained in the wake swirl of the upstream turbine can be extracted.
The design of aerodynamically optimized winglets could rise the power coefficient CP

of a single rotor by 8.9%, whereas the thrust coefficient CT only increased by 7.4%.
Winglets are furthermore found to accelerate the tip vortex interaction in the wake,
leading to a local shear layer enlargement and earlier wake recovery. In a wind farm,
rotors with winglets extract more energy and leave a similar amount of kinetic energy
in the wake for potential downstream turbines. Yaw control is found to have the
largest potential for the optimization of wind farms. The total power of an aligned
two-turbine array is assessed to increase up to 11% by deflecting the upstream turbine’s
wake laterally though an intentional yaw misalignment. However, yaw moments on
yawed turbines and turbines operating in a partial wake are observed to increase,
showing the importance of considering loads for yaw control. Finally, the comparison
of experimental data to numerical predictions in the Blind test confirmed the strength
of codes based on Large-Eddy Simulations (LES) in predicting mean velocity and
turbulent kinetic energy levels in the wake precisely.
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Chapter 1

Introduction

This section introduces the topic of wind energy and rotor wake interactions and
explains the motivation for the PhD thesis. The important contribution of wind energy
development to achieve the climate goals and to limit global warming is explained.
Furthermore, the historic development of wind energy, which resulted in large turbines,
which are clustered in wind farms onshore and offshore is summarized to show the success
of previous research. Next, wind farm interactions, which affect the overall efficiency and
increased turbine loading are explained to show the potential for wind farm optimization.
Thereafter the turbine wake, which causes these interactions and is characterized by
low velocities and increased turbulence is introduced. Then the measures, wind farm
layout, rotor design and turbine control, which can be optimized to limit such wake
effects are presented. The motivation is concluded with an introduction of the wake
investigation techniques, wind tunnel tests, numerical simulations and measurements
of full-scale wind turbines, which all have some limitations, but complement each other
to provide accurate wake data. After the motivation, the objectives of the PhD thesis
are explained. The main goal of the PhD thesis is to enhance the current knowledge
of the physics of rotor wake interactions to improve wind farm efficiency. Finally, the
thesis structure will be presented and the different papers are classified and connected.

1.1 Motivation

The consequences of the climate change are one of the major topics human kind is likely
to face in future. Herein, the largest single source of global greenhouse gas emissions is
the utilization of fossil fuels for the generation of electricity and heat (IPCC, 2014).
Although the energy sector is already a major contributor to global warming, the world
wide energy demand is expected to further increase in the next decades (IEA, 2017).
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Introduction

The political will to limit global warming has resulted in the Paris Agreement that was
adopted in 2015. The agreement has the goal of saving the climate and limiting the
increase in global average temperature below 2 °C compared to pre-industrial levels
(UNFCCC, 2015). To achieve this two-degree goal the transition from fossil fuels to
renewable energy sources is of major importance (IEA, 2016).

1.1.1 Historic summary of wind turbine development

Within the renewable energies, wind energy, with its vast potential plays a fundamental
role in the energy transition. Wind energy has also a long history, which will be
presented in the following overview that is adopted from Hau (2013) and Manwell et al.
(2010). The first historical source goes back to the 7th century and tells of vertical axis
wind mills that were used in Persia for milling grain. But also in China wind mills were
already used for the irrigation of rice fields. The horizontal axis wind turbine, which is
the common type today, is assumed to be invented in Europe in the 12th century. It
was used all over Europe up into the 20th century mainly for milling, but with further
development also for sawing wood and machining metal. The power generation with
wind turbines began already in the end of the 19th century. The Danish professor
Paul La Cour built a wind turbine driving a dynamo as early as 1891, this concept
was further developed and utilized until the middle of the 20th century. Furthermore,
La Cour is assumed to be the first researcher to carry out wind tunnel experiments
on wind turbines in a self constructed facility. Until the 17th century, wind turbine
development was no result of systematic research, but then physical and mathematical
thinking became more established and scientists drafted the first works on wind mills.
In the 1920’s the aerodynamicist Albert Betz formulated the modern physical principles
of wind energy conversion, he published his research in 1926 and provided basis for the
aerodynamically design of wind turbine blades (Betz, 1926).
In the first part of the 20th century different turbine concepts were developed in

Europe and the United States ranging from small turbines that where produced in a
large quantity to experimental turbines with big rotors. The rotors had different number
of blades ranging from 2-bladed to multiple bladed rotors and were manufactured
from various materials like fabric, aluminum, stainless steel laminated wood and even
glass-fiber composites. However, the low price of fossil fuels lead to decreasing interest
in further development of windmills for energy generation. Consequently, most of the
turbines where decommissioned in the 1960’s as they where economically unprofitable.
However, the oil crisis in the 1970’s changed the perspective on energy generation,

as the price for fossil fuels increased and western countries wanted to become more
independent from oil exports. Consequently, renewable energy sources became inter-

2



1.1 Motivation

esting for electricity generation again. Therefore, the US government and European
governments, especially Denmark, Sweden and Germany initialized various research
programs to further develop wind power. In the 1980’s, the focus was set primarily on
large experimental turbines, which were mostly developed by well known industrial
companies. The turbines were tested intensively the first years and were even kept
running into the 1990’s. Even though the large turbines were not very successful and
thus the research focus on them came too early, they provided the technical foundation
for modern wind turbine technology. Simultaneously, an interest in clustering wind
turbines arose and as a result the first wind farms were built in California in the
beginning of the 1980’s. A large number of turbines in these wind farms were imported
from Denmark, where companies started to build small 3-bladed turbines, after the
energy crisis. These turbines were economically sustainable and were manufactured in
a large number. Together with the first law supporting renewable energies in Germany,
wind power became more and more important.

In the following decades, those turbines were further developed from a diameter of
15 m and a rated power of 50 kW to turbines with a diameter of up to 180 m and a rated
power of up to 9.5 MW, which are actually used today (Windpowermonthly, 2017).
Wind turbines are also not only installed on land but also more and more offshore.
Between 2011 and 2017 the globally installed offshore capacity increased from around
4.000 MW to 18.000 MW (GWEC, 2017). The offshore wind marked is expected to
further grow and with the successful development of floating wind turbines, high wind
locations in deep water can be utilized for wind farm installations in the future. The
successful history of wind energy for generating electricity and the importance of wind
power can be seen in the globally installed wind power capacity, which is distributed
to 90 countries and increased from 24.000 MW in 2001 to around 540.000 MW in 2017.
Today, wind power is effectively competing with traditional energy sources and thus a
further increase of installed capacity of over 800.000 MW globally is expected until
2021 (GWEC, 2017).

1.1.2 Wind turbine interactions

Most wind turbines today are installed in wind farms as the installation and maintenance
costs are lower compared to a single turbine operation. However, the turbines cannot
be arranged randomly and too close to each other. This is because the flow downstream
of a wind turbine is characterized by a reduced mean flow velocity and an increased
turbulence level. This flow field, behind the wind turbine, is called the wind turbine
wake.
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Experimental and numerical studies show that the velocity deficit in the wake is
only minor after a separation distance of 10D (D is the rotor diameter) (Ammara
et al., 2002). The higher turbulence however, is still present at a distance of 15D
downstream of the rotor (Højstrup, 1999). In most wind farms, the typical spacing
for turbines is between 4 - 8D, as the installation costs would be too high for larger
separation distances (Barthelmie et al., 2006). Consequently, the turbines are usually
installed close enough that they interact with each other and the wake of the upstream
turbine influences the downstream turbine’s power production. Barthelmie et al. (2009)
reported average losses of 10 - 20% between the first and second turbine row in a
offshore installation and a maximum power drop of up to 35% in the extreme case
when the turbines are aligned with the wind direction. In another study, Thomsen
and Sørensen (1999) investigated fatigue loads in an offshore wind farm and found
an increase of 5 - 15% for the whole wind farm compared to the free flow situation.
Furthermore, Sanderse (2009) stated an increase of up to 80% in fatigue loading for
turbines that were aligned with the wind direction. Because of this influence on wind
farm performance and the large potential of wind farm optimization, the European
Academy of Wind Energy (EAWE) listed wake investigations as one of the research
challenges in their long-term wind energy research agenda (van Kuik et al., 2016).

1.1.3 An introduction into the wind turbine wake

The wake of a wind turbine is schematically depictured in Figure 1.1. It can be mainly
divided into two different sections, the near wake and the far wake (S. Lissaman, 1979).
The complex near wake region is characterized by pressure equalization of the low
pressure, resulting from extracting energy by the rotor and the ambient air. As a result,
the wake widens and the center line velocity decreases until it reaches its minimum
(when the pressure in the wake is similar to the ambient pressure) at around 1 - 2D
downstream (Ainslie, 1988). From there, fluid mixing dominates the wake flow, the
high turbulence in the boundary layer that is caused by blade tip vortices, mixes with
the higher velocity in the ambient flow, generating a shear layer that expands outwards
and inwards until it reaches the center line at around 2 - 5D. This point is defined as
the end of the near wake (Crespo et al., 1999).
After the transition region where the wake velocity is further increasing and the tip

vortices decay due to interaction with the ambient turbulence, the far wake begins at
around 5D. In the far wake the wake is fully developed and the velocity deficit in the
center decays with a rate that is dependent on the ambient turbulence (Ainslie, 1988).
In a hypothetical case with an uniform inflow, the velocity and turbulence profiles in
the far wake are axissymmetric and distributed self similar (Crespo et al., 1999).
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Shear layer

Transition Far wake

Wind

region2 − 5D > 5D
Near wake

Figure 1.1: Schematic wake flow, adapted from (Hau, 2013; S. Lissaman, 1979).

1.1.4 Wind farm optimization approaches

Research on wind turbine wakes already started in the 1970’s and since then several
studies, investigating the wind turbine wake and its implication have been conducted.
Detailed reviews about these studies and the wind turbine wake research can be found
from Vermeer et al. (2003) and Sanderse (2009).
Understanding wakes and their structure in detail is important for the optimization

of wind farms. Wake effects have to be considered when planning the arrangement of
wind turbines and the operation of a wind farm can be optimized by taking turbine
interactions into account. There are different approaches for optimizing the performance
of a wind farm. These are mainly the wind farm layout, the turbine/rotor design
and the wind farm control during operation. For the optimization of wind farms not
every single turbine is optimized but the whole arrangement has to be as effective as
possible. Thus, a single turbine might operate at a less efficient state and not extract
the maximum energy from the wind, leaving more energy for downstream turbines, so
that the whole farm can be more efficient.
The wind farm layout is offering a large potential for increasing overall perfor-

mance. In a complex terrain it is determined mainly by the site’s topography and the
wind regime. Flat terrain and especially offshore sites offer better possibilities for a
customized farm layout. Based on the layout, the wake impact on the downstream
turbines could be improved using different approaches. Firstly, the separation distances
among the turbines could be increased until the wake effects decayed before reaching
the downstream turbine. The demand for land however would be very high and also
installation and infrastructure would increase costs dramatically. Secondly, the turbine
configuration can be varied by different approaches like an aligned array or structured
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and unstructured grids. Consequently, many factors have to be taken into account
finding the most efficient layout. Therefore, several studies optimizing the wind farm
layout have been conducted. An initial optimization study on wind farm layout was
conducted by Mosetti et al. (1994). The authors used the Jensen wake model to
simulate a wind farm and optimized it for maximum energy and minimum installation
cost. Since then, many studies using different approaches to optimize wind turbine
arrays have been conducted. An overview of these approaches is given in the review by
Shakoor et al. (2016).
The rotor design is another possibility to optimize a wind farm in the design process.

Usually wind turbine rotors are designed to extract as much energy from the wind
as possible. However, if they could be designed to leave more energy in the flow, the
overall performance of a wind farm could benefit from that, because more energy would
be available for downstream turbines operating in the wake. An example for such a
rotor concept is the low-induction rotor, which is working at non optimal induction
and thus has a lower efficiency. Such a rotor is mainly designed for load reduction but
is also reducing wake effects (Quinn et al., 2016). Designing a rotor with the focus on
limiting wake losses was not yet considered a lot within wind farm optimization. The
overall performance of a wind farm could also be increased by a rotor design with an
improved efficiency that has no implications on the velocity deficit in the wake. Thus,
the energy content in the wake of such a rotor is similar to the energy content of a
wake forming behind rotor without improved efficiency.
The wind farm control offers large potential for the optimization of wind farms.

There are mainly two approaches for wind farm control optimization, the induction
based and the wake redirection control (Raach et al., 2016). A preliminary study on
this topic was conducted by (Steinbuch et al., 1988) who showed that by applying
control strategies the interactions between turbines can be limited and thus the energy
output is maximized. A survey summarizing literature on wake farm control can be
found in Knudsen et al. (2014). In a recent study Bartl and Sætran (2016) investigated
the induction based control methods tip speed variation and pitch angle variation and
showed that both techniques only have minor potential for wind farm optimization.
Wake redirection is considered to have a bigger potential for control optimization.
Fleming et al. (2015, 2014) tested the three redirection strategies yaw angle variation,
tilt variation and individual pitch control. They showed good wake redirection with
performance increase and load reduction for yaw and tilt variation, whereas individual
pitch control resulted only in little wake redirection but an increase in blade loading.
This was confirmed by Gebraad et al. (2014) who used the FLORIS model to evaluate
yaw control for a small wind farm and also found a performance increase and load
reduction.
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In a study investigating different approaches for wind farm optimization, Fleming
et al. (2016b) combined wind farm layout and wind farm control and showed that the
best improvement was reached by applying a coupled control and layout optimization.
This suggests, that all approaches have to be taken into account and combined to further
optimize the wind farm performance. Consequently, further studies investigating wind
farm layout, rotor design and wind farm control are needed.

1.1.5 Wake investigation techniques

There are mainly three techniques to investigate wind turbine wake investigations,
full-scale measurements, computational fluid mechanics (CFD) simulations and wind
tunnel experiments.
Full-scale experiments are widely conducted for the investigation of single turbines

and wind farms. However, the measurements of full-scale wake data are rather complex,
because substantial measurement equipment is needed. Nevertheless, many studies
present velocity profiles measured with met masts (Barthelmie et al., 2007; Hansen et al.,
2012). The installation of such met masts is expensive and thus the costs are rather
high. In the last few years the development of the remote sensing technique LiDAR
(laser detection and ranging) has made significant progress and LiDAR instruments
have been used in several studies for wake measurements behind full-scale turbines
(Kumer et al., 2015; Trujillo et al., 2016). LiDAR instruments can also be installed on
the nacelle of a wind turbine to track the wake (Raach et al., 2017). However, the costs
of full-scale experiments could be decreased by new full-scale measurement techniques.
Such a technique was developed by Reuder et al. (2016), who equipped a drone with
velocity measurement technique and used it to fly into the wake to directly measure
flow properties. Notwithstanding, the biggest drawback of full-scale measurements are
the uncontrollable boundary conditions. The inflow and the flow regime cannot be
controlled and are constantly changing, which makes it hard to measure at defined
boundary conditions and get reliable wake data. Consequently, other wake investigation
techniques are needed to draw reliable conclusions on the wind turbine wake.
A ’somewhat’ cheaper technique for wake investigations are numerical CFD sim-

ulations. This technique was developed intensively in the last decades and several
different models were established. A state-of-the-art review on the calculation of wind
turbine wake aerodynamics is presented by Sanderse et al. (2011). With computer
simulations it is possible to extract detailed information of the wind turbine wake
and multiple wake properties. Even though this technique is already very advanced,
there are some limitations to it. Because direct numerical simulations still require
too much computational capacity, small turbulent structures cannot be simulated and
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numerical models are depended on different turbulence models resolving turbulence in
the flow. Furthermore, boundary conditions have to be defined and the grid has to be
generated. Consequently, CFD simulations are depended on various input parameters,
which influence the results and thus make them unreliable. As a consequence numerical
models have to be validated against reliable data obtained by measurements.
Experimental wind tunnel tests under controlled boundary conditions are good

techniques to deliver reliable results for CFD validation. In the last decades several
experimental studies on the wind turbine wake have been conducted. These scaled
model experiments helped to better understand the wake of wind turbines and to
investigate different design and operation parameters and their influence on the wake
development. The wake of single turbines was investigated in detail using different
measurement technique (e.g. Chamorro and Porté-Agel 2009; Medici and Alfredsson
2006). Furthermore, numerous experiments of multiple aligned turbine arrays were
conducted for a better comprehension of wake interactions see amongst others (Schottler
et al., 2017; Schreiber et al., 2017). Moreover, whole wind farms consisting of multiple
turbine rows were investigated in the wind tunnel to better understand wind farm
behavior see for example Corten et al. (2004). Even though wind tunnel experiments
provide actual measurement results, there are limitations to such measurements. One
disadvantage is the influence of the wind tunnel walls, which can block the flow and
limit it from expanding freely. This effect gets stronger with an increasing blockage
ratio, which is defined as the ratio of the wind turbine rotor and the cross-section
of the wind tunnel. The biggest limitation of wind tunnel experiments is achieving
scaling similarity. While it is no problem to match the tip speed ratio of a full-scale
turbine it is very hard to achieve Reynolds number similarity between wind tunnel
tests and full-scale applications. Only few studies, which used advanced pressurized
wind tunnels, were able to achieve model Reynolds numbers, which are similar to those
occurring at full-scale turbines see for example (Miller et al., 2016). Nevertheless, as
pictured in Figure 1.2 low Reynolds number wind tunnel experiments provide precise
measurement data, which can be used for the validation and calibration of numerical
CFD simulations. The validated CFD codes in turn can then be used to predict what
is happening in full-scale applications. Consequently, experimental wind tunnel studies
are not only important to understand the wake structure but also to provide reference
data for the validation of CFD codes.

1.2 Objective

The existing literature on wind turbine wakes indicates that a lot of studies including
experimental models in wind tunnel tests, numerical simulations and measurements of
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Figure 1.2: The importance of wind tunnel experiments and the connection between
the three wake measurement techniques.

full-scale wind turbines have already been carried out to understand the characteristics
and the behavior of wind turbine wakes. Nevertheless, there is still need for further
investigation to fully understand the wake of wind turbines and thus the interaction
between wind turbines.

For this PhD thesis, experimental studies were carried out to investigate the
performance characteristics and the wake structures of single model wind turbines and
multiple turbine arrays under various operating conditions and for different parameters
that could have an effect on the wind turbine wake. The knowledge gained from
this study will provide better understanding of the overall flow structure around wind
turbines and the physics of rotor wake interactions and therefore help in proper planning
and designing of wind farms. In addition, the generated data is used as reference for
the validation of CFD codes and thus helps to improve numerical tools that are used
for the simulation of wind farms.

In Paper I, Paper II and Paper III the focus is on rotor design and how it affects
the wake development. Thus, these papers give insight on the potential of adopting
the rotor design in order to improve the overall performance of a wind farm. Paper I
focuses on how the rotor blade number is influencing the wake structure of a single
wind turbine. The study should show if it could be beneficial to consider other concepts
than the common three bladed turbine rotor to better account for losses due to turbine
interactions. Paper II investigates the potential of opposite rotating rotors. Detailed
measurements of the wake structure as well as the overall performance of an aligned
turbine array are considered to show if different rotational directions in a wind farm
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could have the potential to improve the wind farm efficiency. In Paper III the wake of
a rotor with winglets and thus an improved efficiency is compared to that of a base
line rotor. The study shall give information if a rotor, that is equipped with winglets,
is changing the wake structure, and thus improving or deteriorating the performance
of a wind farm.
The rotor design and winglet optimization for the winglet wake experiment in

Paper III are presented in Paper IV. The goal of the study is not only the design of
a rotor for the wake investigations, but also the analysis of the potential of adding
winglets at the blade tips for power optimization of a single wind turbine and providing
basic design instructions for further winglet concepts. Furthermore, a detailed analysis
of the blade flow shall show the difference of a winglet and a baseline rotor and explain
why a winglet rotor can be beneficial. Together with Paper III it is investigated if
winglets can not only improve the efficiency of a single turbine but also a complete
wind farm.
Optimizing the wind farm control by redirecting the wake with intentional yaw

misalignment is the topic of Paper V and Paper VI. These studies shall help to evaluate
the potential of yaw control strategies for the optimization of wind farms. Thereby, the
focus of Paper V is on the wake structure behind yawed turbines. The paper provides
detailed information about the wake structure and how it is affected by varying inflow
conditions. Consequently, it provides information that is needed for the development of
advanced wind farm control algorithms. Paper VI is focusing on the power production
and loads of a turbine operating in the wake of a yawed turbine at various inflow
conditions and array configurations. Together with Paper V this study completes the
link between detailed wake flow characteristics and the performance and loads of a
turbine operated in the wake.

Paper VII compares detailed experimental measurement results of complex wakes
behind yawed wind turbines to numerical predictions, obtained by various CFD simu-
lations of the same wake flow. The comparison and the analysis of discrepancies of the
CFD results should help code developers to see how well their simulations perform and
thus provide information for further development of CFD solvers. Furthermore, the
data is published and made available to CFD developers as validation reference for
CFD codes.

1.3 Thesis outline

After the introduction given in this chapter, chapter 2 describes the methods applied
in the PhD thesis. Firstly, the experimental facilities and the model wind turbines
that were used to study rotor wake interactions are specified. After that the different
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rotor designs that were developed are introduced. The blade element momentum
(BEM) code that was used for the rotor evaluation and design will be described and
the 3D printing production technique, that was applied for the rotor concepts will
be introduced and evaluated by comparing performance and wake measurements of
aluminum and 3D printed rotors. At the end of chapter 2 the employed measurement
technique and the method determining the measurement uncertainty will be explained.
In chapter 3 the results are summarized and the outcome of the articles are linked

and brought in an overall perspective. A schematic summary and connection of all
papers is presented in Figure 1.3. All articles can be assigned to the overall topic of
the project, rotor-wake interactions. However, they are divided into the subtopics wind
farm optimization and reference data for CFD validation. Whereat the major part is
on the optimization of wind farms, which is again divided into the two categories rotor
design and control strategies. Within the topic of rotor design the three topics, which
are, comparison 2-3-bladed rotors (Paper I ), counter rotating wind turbine rotors
(Paper II ) and winglet rotors (Paper III and Paper IV ) are discussed. Within control
strategies the focus is on intentional yaw misalignment (Paper V and Paper VI ). The
topic reference data for CFD validation is represented by Paper VII, which is based on
the wind turbine wakes in yaw measurement campaign. This article is complementing
the studies for wind farm optimization by comparing the experimental results to
numerical CFD predictions and providing detailed data that can be used by CFD
developers for the validation of their numerical wake simulation codes. The motivation
for all investigated topics will be summarized, before the literature will be briefly
reviewed. Furthermore, the major results of each study will be summarized and a
conclusion on their potential for wind farm optimization will be given.
The introductory chapters of the PhD thesis will be completed by the conclusions,

in which the potential for wind farm optimization of the different approaches will be
analyzed. Furthermore, recommendations for future research work on the promising
methods for wind farm optimization will be given.
After the introductory chapters, all the papers that are part of the PhD project

will be provided. The seven articles are ordered regarding the research topics and will
not be assorted in a chronological order.
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Figure 1.3: Summary and connection of all papers in the thesis.
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Chapter 2

Methodology

This chapter introduces the methodologies applied in the PhD study. First the wind
tunnel is described and different inflow conditions with varying velocity distribution
and turbulence levels are introduced. Then the three model wind turbines used for
the experiments are presented. Next the focus is on the design of the different model
rotors. The blade element momentum (BEM) method, which was used for the design
of the blades and the numerical investigation of the rotors, will be briefly summarized.
Furthermore, the different rotor concepts, used in the various experiments will be
presented. Because the new rotors were manufactured with the 3D printing technique,
it will be analyzed whether 3D printed rotors are applicable in wind tunnel tests. Then
the measurement technique, which was used to measure the power, force and wake
properties is introduced. The chapter is concluded with a description of the method
that was used to quantify the measurement uncertainty and presentation of typical
measurement uncertainties occurring during the project.

2.1 Wind tunnel

All the experimental studies were conducted in the closed-loop wind tunnel in the
Fluid Mechanics Laboratory at the Norwegian University of Science and Technology
(NTNU). The test section of the wind tunnel has a length of 11.15 m and a width of
2.71 m, it is depicted in Figure 2.1. The roof of the wind tunnel was adjusted for zero
pressure gradient and thus the height increased from 1.80 m at the inlet to 1.85 m at
the outlet. The tunnel is driven by a radial fan with a power of 220 kW, at the end of
the test section. The test section inlet is formed as a contraction nozzle with static
pressure taps all around the circumference of the nozzle inlet and outlet cross-section
measuring the pressure difference Δp. Applying the continuity equation and Bernoulli’s
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law, Δp can be used for calculating the inlet velocity of the wind tunnel with:

U∞ =
√√√√ 2Δp

ρ
(
1− A2

out

A2
in

) , (2.1)

where ρ is the air density, Ain the area of the nozzle inlet and Aout the area of the nozzle
outlet. The advantage of this measurement technique is, that no device is blocking the
flow and thus the inlet velocity U∞ can be obtained without disturbing the flow. In all
experiments conducted for the seven papers the inlet velocity of the wind tunnel was
adjusted to U∞ = 10.0 m/s.

Figure 2.1: Test section of the wind tunnel with dimensions and coordinate system,
looking in flow direction.

2.1.1 Inflow conditions

During the experiments three different inflow conditions were investigated: low-
turbulence uniform, high-turbulence uniform and high-turbulence shear. The higher
turbulence was generated by passive grids at the test section inlet. Figure 4 shows
the grid setting at the inlet and the normalized velocity U∗

∞ = ū/Uref
and turbulence

intensity TI = u′/Uref
at the turbine position, which is 2D behind the grid. Where

Uref is the reference velocity at hub height, ū is the time averaged velocity and u′ the
turbulent velocity component.

Low-turbulence inflow

The low-turbulence inflow was applied in most studies and was therefore investigated
in all Papers except Paper VII. As pictured in Figure 4a there was no grid installed at
the inlet of the test sections resulting in a flow with only marginal turbulence intensity
of TI = 0.23%. TI and U∞ are uniformly distributed in the empty wind tunnel
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Figure 2.2: Different inlet configurations and resulting U∞* and TI in [%] at the
turbine position for (a) low-turbulence uniform, (b) high-turbulence uniform and (c)
high-turbulence shear inflow.

and the mean velocity over the rotor swept area is found to deviate by ±0.8% for
U∞ = 10.0 m/s.

High-turbulence inflow

The high-turbulence inflow was used in Paper IV, Paper V, Paper VI and Paper VII.
In order to get a uniform high-turbulent flow the inlet was equipped with a turbulence
grid as shown in Figure 4b. The grid is fabricated from evenly spaced wooden bars with
a clearance of 0.24 m resulting in a solidity of 35%. The grid generates a turbulence
intensity of TI = 10.0% at the turbine position (0D). However, because the turbulence
is only generated at the inlet it decays with increasing distance resulting in TI = 5.5%
3D and TI = 4.1% 6D behind the turbine position, detailed measurements of U∞ and
TI are presented in Paper V. The grid structure can still be observed in the flow at the
turbine position, resulting in a spatial variation of U∞ over the rotor area of ±2.5% at
the turbine position. However this variation is found to be only ±1.0%, 3D behind the
turbine.

High-turbulence shear inflow

The third inflow condition is a high-turbulence shear flow that was used in Paper V
and Paper VII. The grid generating the turbulent shear flow is shown in Figure 4c.
It has a solidity of 38% and is also made of wooden bars that are distributed evenly
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in horizontal direction with a clearance of 0.24 m. In vertical direction however, the
distance between the bars is increasing from 0.016 m at the wind tunnel floor to 0.30 m
at the ceiling. This arrangement is resulting in a velocity shear in which the normalized
velocity is 1.0 at hub height, see Figure 4c. The shear profile can be described with
the power law:

ū

Uref
=

(
y

yref

)α

. (2.2)

Equation (2.2) describes the mean wind speed ū as a function of height y provided
that Uref is known at a reference height yref. The power law coefficient α determines
the strength of the shear. The described grid was designed to obtain a α of 0.11, which
corresponds to a neutral atmospheric boundary layer (Wharton and Lundquist, 2012).
The turbulence intensity at the turbine position is TI = 10.0% at hub height and with
increasing distance it decays similar to that of the high-turbulence grid, the detailed
streamwise evolution is shown in Paper V.

2.1.2 Wind tunnel blockage

As already mentioned in Chapter 1, a limitation in wind tunnel experiments is the
blockage effect. The model wind turbines are an obstacle in the flow, consequently part
of the flow is evading the rotor and expanding around the turbine. If the cross-section
fraction that is blocked by the wind turbine rotor is too large, the expansion is limited
by the wind tunnel boundaries and the flow hitting the turbine is influenced, resulting
in higher velocities at the turbine. The model rotors used in the study have a blockage
ratio of approximately 13% in the NTNU wind tunnel. Sarlak et al. (2016) showed
in their study that a blockage ratio of this size has already an influence on the power
and thrust measurements of the turbine. There exist different methods correcting for
the wind tunnel blockage, see for example (Chen and Liou, 2011; Ryi et al., 2015).
Nevertheless, they are also based on different assumptions. Consequently, analyzing
the results of wind tunnel experiments it has to be kept in mind that the power and
forces of a turbine could be higher in comparison with the free flow condition.

2.2 Model wind turbines

The three model turbines Turbine 1 (T1), Turbine 2 (T2) and Laterally Angled Rotating
System 1 (LARS1), which were used in the wind tunnel experiments, are shown in
Figure 1. Detailed technical drawings of the model turbines are attached in Appendix A.
The turbines were already used for various studies at NTNU. Krogstad and Lund
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(2012) designed the standard NTNU rotor and measured power and thrust for the
single turbine T2. This study was extended by Adaramola and Krogstad (2011) who
investigated the performance of an aligned turbine array with turbines T1 and T2 at
various separation distances, yaw angles and blade pitch angles. The first wind turbine
wake measurements at NTNU were conducted by Krogstad and Adaramola (2012) who
investigated the near wake of the single turbine T2 at different tip speed ratios and
yaw angles. Moreover, measurements of the wake formed behind a turbine array of T1
and T2 were conducted by Bartl et al. (2012) and Schümann et al. (2013). A recent
study by Pierella and Sætran (2017) examined the influence of the tower structure on
the wake development behind the single turbine T2 and an aligned array with T1 and
T2. Furthermore, an elaborated analysis, providing detailed information about the
wake behind single turbine T2 was performed by Eriksen and Krogstad (2017a,b).

Figure 2.3: Model wind turbines (a) T2, (b) T1 and (c) LARS1, all equipped with the
standard 3-bladed NTNU rotor.

The turbines T1 and T2 are driven by an asynchronous motor that is located at the
base of the turbine tower and controlled by a frequency converter. This configuration
enables an adjustment of the turbines rotational speed, independent from the flow
regime in the wind tunnel. Consequently, the turbines can be operated at a wide range
of tip speed ratios even though they operate in stall. Model turbine T2 was the most
common turbine in the PhD study and was used in all papers except Paper V. On
the contrary T1 was only used as a downstream turbine in Paper II. Model turbine
LARS1 was designed for the yaw experiments and is employed in Paper V, Paper VI
and Paper VII. It has a slimmer tower and a smaller nacelle as turbines T1 and T2 to
limit blockage of the wake flow when the turbine is yawed. It is driven by a servo motor
that is installed inside the turbine nacelle. The motor is also frequency-controlled
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enabling operation at a constant rotational speed. The three turbines have a similar
hub structure so that all different rotors can be installed on all turbines. During the
yaw experiments another model wind turbine, from ForWind in Oldenburg (Germany)
was used. The turbine is somewhat smaller than the NTNU turbines. A detailed
description is presented in (Schottler et al., 2016a). Wake measurements behind this
turbine are part of Paper VII.

2.3 Model rotor design

For the PhD work the existing rotors at NTNU were used in addition to a new set of
model rotors, which were designed in the course of this study. The two parameters
that have to be determined in the blade design are the span-wise chord length c and
twist angle θ distribution. The determination of these parameters is based on different
approaches for the diverse blade designs. The classical blade element momentum
(BEM) theory was applied to evaluate the rotor designs. Furthermore, it was used
in the rotor design process together with another technique, which is based on the
modification of existing rotor designs. In the following sub-chapters, the BEM method
is explained, the different rotors are described and their design and production process
are discussed.

2.3.1 Blade element momentum method

For the evaluation of the different rotors and the blade design, a classical BEM code
was developed, which is described below based on (Hansen, 2015). Furthermore, non-
dimensional numbers, which are important for the evaluation of wind turbine rotors
will be explained.
The available energy for a wind turbine is defined by the kinetic energy of the wind.

It is given by:

Pavl =
1
2ρARU3

∞, (2.3)

where AR is the rotor swept area However, the turbine cannot extract all the available
power from the wind. The power coefficient CP is a dimensionless number, which
describes the aerodynamic efficiency of a wind turbine and thus, the amount of energy
it is extracting from the flow:

CP =
P

0.5ρARU3∞
. (2.4)
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P denotes the power extracted by the rotor. The maximum aerodynamic efficiency
of a wind turbine according to Betz is CP,Betz = 16

27 . Similar to the power coefficient
another dimensionless number, the thrust coefficient CT can be calculated with:

CT =
T

0.5ρARU2∞
, (2.5)

where T is the thrust force acting on the rotor. CT is not directly related to the
aerodynamic efficiency. However, it is an indication on how much the flow is affected
by the wind turbine. Another important non-dimensional parameter is the tip speed
ratio λ, which is defined as the ratio of the blade tip speed and the inflow velocity,

λ = ωR

U∞
, (2.6)

where ω is the rotational speed and R is the rotor radius.

Flow around wind turbine

The stream tube, pictured in Figure 2.4 is a common one-dimensional approach to
describe the flow around a wind turbine. It can be seen, that the velocity is already
decreasing before hitting the turbine. This reduction in velocity can be described by
a rotor induced axial velocity component acting in opposite flow direction, which is
defined by the axial induction factor a. With the axial induction factor, the axial
velocity u1 at the rotor plane can be expressed with the known inflow velocity U∞,
which becomes important when calculating the aerodynamics at the rotor blades:

u1 = (1− a)U∞. (2.7)

Considering the three-dimensionality of the flow, the rotating rotor blades cause
wake rotation behind the wind turbine, which induces additional tangential velocity.
This additional tangential velocity component in the wake can be specified with the
tangential induction factor a’. Similar to the axial velocity, the tangential velocity at
the rotor plane can be calculated by:

ut = (1 + a′)ωr. (2.8)

where r is the radial position of the blade element. Opposite to the axially induced
velocity the tangentially induced velocity is added to the rotational component as the
flow is accelerated in tangential direction.
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Figure 2.4: Schematic stream tube describing the one-dimensional flow passing a wind
turbine, with the corresponding pressure and velocity distribution.

Rotor evaluation with BEM method

In the blade element momentum method, the stream tube, presented in Figure 2.4 is
divided into several rings. As a result the flow regime at each blade element can be
analyzed (see Figure 2.5) and the steady-state power and thrust of the rotor can be
calculated. The BEM method is a two-dimensional approach, consequently the span
wise velocity component is not considered and thus each element is independent and
there is no lateral transfer between the elements, which depicts a limitation of the
method.

The flow regime on a blade element and the resulting forces are pictured in Figure 2.5.
It can be seen that the velocity acting on the blade element Vrel is the resulting velocity
from the axial and tangential velocity component, which stem from the wind speed
and the rotor rotation respectively. The flow angle ϕ is defined as the angle included
between Vrel and the rotor plane, it can be calculated along with the induction factors
by applying:

ϕ = tan−1
(
(1− a)U∞
(1 + a′)ωr

)
. (2.9)

The flow angle is split into the twist angle of the blade θ and the angle of attack αa,
resulting in:

αa = ϕ − θ. (2.10)
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Figure 2.5: Blade element with velocity triangle at the rotor plane and the resulting
force R, with components for lift L and drag D and the load coefficients in axial and
tangential direction.

The lift and drag coefficients CL and CD, which are non-dimensional coefficients
representing the lift and drag force acting on the blade element, can be found in
look up tables, simulated or obtained through experiments. In this study CL and CD

were calculated using the program XFOIL (Drela, 1989). With this two dimensionless
parameters the axial and tangential load coefficients Ca and Ct can be calculated
according to:

Ca = CL cosϕ+ CD sinϕ, (2.11)

and

Ct = CL sinϕ − CD cosϕ. (2.12)

The evaluation process with the BEM code is iterative as the induction factors are
unknown in the beginning. So, in the BEM analysis initial values for the induction
factors a and a’ need to be guessed, as they are necessary to calculate the flow angle.
After the load coefficients are obtained, the actual induction factors can be calculated
according to:

a = 1
4F sin2ϕ

σsCa
+ 1

, (2.13)
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and

a′ = 1
4F sin ϕ cos ϕ

σsCt
− 1 . (2.14)

F denotes the Prandtl’s tip loss factor, which corrects the induction factors for a finite
blade number and the spanwise flow, limiting the loads at the tip, consequently, its
effect is increasing with increasing radial position r. σs is the solidity, which is defined
as the fraction of the annular area that is covered by the blades. Furthermore, in the
BEM code values of a > 0.2 need to be corrected according to Glauert to account for
the fact that the thrust forces can be bigger as the static pressure in the flow. If the
initial induction factors and the actual induction factors are within a defined tolerance
level, the iteration is stopped and the thrust and torque of each blade element are
calculated with:

T(r) =
1
2ρB

U2
∞(1− a)2

sin2ϕ
cCtΔr, (2.15)

and

M(r) =
1
2ρB

U∞(1− a)ωr(1 + a′)
sinϕ cosϕ

cCtrΔr, (2.16)

where, c is the chord length of the blade element B is the number of rotor blades and
Δr is the blade element length in radial direction. The total power of the rotor P is
the sum of the shaft torques from all annual sections:

P =
∑

M(r)ωr. (2.17)

Similar to the torque the thrust force acting on the rotors is the sum of the thrust
forces of all blade elements:

P =
∑

T(r). (2.18)

BEM for blade design

For the blade design the chord length and twist angle were determined for each blade
element. Therefore, the axial induction factor was optimized according to:

16a3 − 24a2 + a(9− 3x2)− 1 + λ2
loc
= 0, (2.19)
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where λloc = ωr
U∞

is the local tip speed ratio. The corresponding tangential induction
factor is dependent on the axial induction factor and could thus be calculated by:

a′ = 1− 3a
4a − 1 . (2.20)

The flow angle was obtained by solving Equation (2.9) and together with the optimum
angle of attack of the used airfoil αa,opt the twist angle was calculated according to:

θ = ϕ − αa,opt. (2.21)

The chord length for each blade element could then be obtained by:

c = 8πaλlocsin2θR

(1− a)BCaλ
. (2.22)

The results for the separate blade elements together with the radial position resulted
in the chord length and twist angle distribution of the new blade.

2.3.2 Rotors

In order to investigate the influence of the rotor design on the wake development, several
rotors were tested in the wind tunnel experiments. The chord and twist distribution
of these rotors is presented in Figure 2.6 and the key parameters are summarized in
Table 2.1.
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Figure 2.6: Span-wise (a) chord length c and (b) twist angle θ distribution for the
rotors used in the PhD study (r is the radial position).

The existing rotors at NTNU were milled from an aluminum alloy. Such rotors
are very precise and sturdy and are suited very well for wind tunnel experiments.
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Table 2.1: Key parameters of the rotors used in the PhD study, (tip speed ratio (λ)
clock-wise (CW) and counter-clock-wise (CCW) rotation).

Rotor Number
blades

opt.
λ

CP CT Rotational
direction

Airfoil Material Papers

Standard
NTNU

3 6 0.46 0.90 CCW S826 Aluminum II, V,
VI,
VII

Printed
NTNU

3 6 0.48 1.00 CW S826 VeroGray I, II

2-bladed
same solidity

2 6 0.45 0.98 CW S826 VeroGray I

2-bladed
same aspect

2 7 0.45 1.03 CW S826 VeroGray I

Adjustable
wing tips

2 6 0.47-
0.52

0.97-
1.08

CCW R-opt VeroGray III,
IV

However, this production technique is very costly and could therefore not be considered
as production method for the various model rotors. Therefore, another technique
was selected and the rotors were produced using a considerably more reasonable
manufacturing option of rapid prototyping using a 3D printer. The printer used for the
blade fabrication is a Objet Eden 500V that works based on the Multi-Jet Modeling
technique. This technique enables the production of very detailed parts with a high
accuracy and smooth surfaces. Accordingly the fabricated blades are of high quality
and their appearance is similar to the milled aluminum blades. Nevertheless, they were
manufactured from a material called VeroGray, which has worse performance than
aluminum regarding tensile strength and modulus of elasticity (Ver, 2016). Accordingly,
they act different in the wind tunnel test. Therefore, their applicability in wind tunnel
tests was verified and evaluated in 2.3.3.

Standard NTNU rotor

The standard NTNU rotor (see Figure 1) was used in most studies of the PhD study
and it additionally served as reference for all the other rotor designs. The blades for
the rotor were designed using BEM theory, the design and the rotor are described in
detail in (Krogstad and Lund, 2012). The rotor has a diameter of D = 0.984 m and
has three blades, which are fabricated from aluminum. Therefore, it is well suited for
wind tunnel experiments as the blades do not deflect and thus have a defined geometry
even when operated under heavy load. The rotor is based on the NREL S826 airfoil
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from root to tip. The shape of the airfoil is pictured in Figure 2.7 and its polars for
Re = 1.0·105 are presented in Figure 2.8. A detailed description of the airfoil can be
found in (Somers, 2005).
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Figure 2.7: Airfoil shapes used for the model rotors.

The airfoil was originally developed as tip airfoil for full-scale wind turbines,
hence it was designed for Reynolds numbers of Re ≈ 1.0·106. This is approximately
one magnitude higher as the chord based Reynolds number at the blade tip in the
experiments, which is approximately Rec,tip = 1.1·105 at the optimal tip speed ratio of
the rotor (λ = 6) and the inlet velocity of U∞ = 10.0m/s. However, Krogstad and
Lund (2012) performed a Re dependence test and found a performance independence
for U∞ > 9.0m/s. Consequently, the airfoil performs already decently at lower Re.
The airfoil polars for Re = 1.0·105 generated by XFoil are presented in Figure 2.8 .
This rotor was used in the experiments for Paper II Paper V Paper VI and Paper VII.
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Figure 2.8: Predicted airfoil polars at Re = 1.0·105 using XFOIL.
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2-bladed rotors

For Paper I the effect of the blade number on the wake development was investigated.
Accordingly new 2-bladed rotors were designed, they can be seen in Figure 2.9. The
goal of the design was to obtain 2-bladed rotors that have similar performance as the
3-bladed reference rotor, which is the standard NTNU rotor. To get rotors with similar
CP and CT, the chord and twist distribution of the blades from the standard NTNU
rotor were modified. To find designs with matching CP and CT, the newly designed
blades were evaluated with a BEM code .

Figure 2.9: Model rotors for the experiment comparing the effect of the blade number
on the wake development, mounted on model turbine T2 (taken from Paper I ).

For the 2-bladed rotors, two design approaches, which have the same aspect ratio
and same solidity were considered. For the rotor with the same blade aspect ratio the
chord length distribution is similar to the 3-bladed rotor and the twist distribution was
modified until the maximum CP’s of the 2-bladed rotors match that of the 3-bladed
reference rotor. This results in a rotor blade that has twist angles that are 70% of those
of the reference blades (see Figure 2.6). The 2-bladed rotor with the same solidity as
the 3-bladed rotor, has blades with chord lengths that are 1.5 times greater as those of
the reference blade. Moreover, the BEM analysis yielded in a slightly modified twist
distribution that is 95% of those of the reference blade (see Figure 2.6). The three
rotors that were manufactured with the 3D printing technology and tested in the study
are shown in Figure 2.9. Because they all rotate in clockwise direction, the printed
3-bladed rotor together with the standard NTNU rotor were also used for the counter
rotation experiment investigated for Paper II.
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Rotor with adjustable wing tips

In Paper III and Paper IV, the effect of winglets on the rotor performance and the wake
are investigated. Therefore, a new rotor with exchangeable wingtips was developed. As
it can be seen in Figure 2.10, the last 0.05 m of the blade tip can be changed. In this
way different tip winglet shapes can be investigated with the model rotor. The rotor
has two blades because the chord length and thus the thickness of the profile could
be designed bigger than for a 3-bladed rotor. This thicker profile was needed because
of constructional constraints, as the wing tip needs to be attached to the blade with
a threaded rod that runs through the whole blade. Furthermore, the stability of the
blade could be increased by thicker profiles and thus the deflection of the blade tips
under operation would be limited. This was considered to be very important, since
the experimental measurement results were used for validation of a CFD code for the
winglet optimization.

Figure 2.10: Model wind turbine rotor with exchangeable blade tips.

To further increase the stability of the blade in the tip region a new airfoil named
R-opt was designed. As it can be seen in Figure 2.7, the R-opt profile is thicker than
the S826 in the trailing edge region to limit torsion of the blade. The airfoil was
optimized for Re = 1.0·105 and therefore has a better performance at this Reynolds
number as the S826 airfoil (see Figure 2.8).

2.3.3 3D printed blades for wind tunnel tests

The milled NTNU rotors and the 3D printed rotors used in the PhD study are fabricated
from different materials with diverse properties, see Table 2.2. Therefore, they perform
slightly different in the wind tunnel tests. While the Aluminum rotor is stiff and not
deforming at all, the 3D printed blades deflect with increasing aerodynamic forces. To
quantify this effect and to see if the 3D printed blades are applicable in the wind tunnel
test, the performance and rotor forces of two identical 3-bladed rotors, one milled from
Aluminum and one 3D printed in VeroGray were investigated and compared.
The power coefficient CP over a range of λ is pictured in Figure 2.11a. It can be

seen that the two curves slightly diverge and the printed rotor has a somewhat better
performance. However, the differences up to λ = 7.0 are only insignificant and are
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Table 2.2: Relevant mechanical properties of blade materials Aluminum and VeroGray.

Material Tensile strength Modulus of Elasticity Density
[N/mm2] [N/mm2] [kg/m3]

Aluminum ∼250 70,000 2.7
VeroGray 60 3,000 1.17

within the measurement uncertainty. However, when λ > 7.0 the discrepancy of the
graphs is increasing, resulting in a higher run-off tip speed ratio for the 3D printed
rotor.
A similar trend can be observed for the thrust coefficient CT, shown in Figure 2.11b.

Whereas the graphs for CT are almost identical until λ = 7.0, they start diverging
from there increasingly. While the forces on the Aluminum rotor are getting bigger
with increasing λ, the forces on the 3D printed rotor are not increasing as strongly and
even start to decrease from λ = 10.0.
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Figure 2.11: (a) CP and (b) CT for the 3-bladed rotor milled from Aluminum and 3D
printed in VeroGray.

The difference in performance can be explained by the blade deformation of the 3D
printed rotor, which is pictured for λ = 6.0 and λ = 10.0 in Figure 2.12. The blade
deformation was determined with an optical method. The blade tip was illuminated by
a stroboscopic flash light that was synchronized with the rotational speed of the turbine.
Using this method the airfoil shape could be frozen and pictures of the deformed blade
were recorded with a camera on a fixed tripod. An computational evaluation of the
images resulted in the values for the deflection and twist of the blade at the tip. At the
optimal tip speed ratio of λ = 6.0, the blade tip is clearly deflected backwards. However,
the blade is just shifted backwards, which is expected to have no decisive influence on

28



2.3 Model rotor design

the rotor performance, as CP and CT are alike at λ = 6.0. A different deformation can
be observed at λ = 10.0, where the printed blades are not only deflected backward but
also slightly twisted in clock-wise direction. This additional twist angle changes the flow
regime over the blade and thus, has a significant influence on the rotor performance,
which is due to the strongly decreasing CL/CD for low αa (see Figure 2.8a). The effect
can be seen in the distinct differences in CP and CT between the Aluminum and 3D
printed rotor at λ = 10.0.

Figure 2.12: Deformation of the blade tip of the 3D printed 3-bladed rotor for
U∞ = 10.0 m/s at (a) λ = 6 and (b) λ = 10. With the blade deflection in x-
and y-direction given in cm.

The significant differences between the two rotors are caused by a twist of the
blade tip that occurs at tip speed ratios, which are beyond the optimum tip speed
ratio. Therefore, it can be concluded that the printed rotors are well suited for wake
investigations carried out at the optimum tip speed ratio of the rotor. However,
measurement results at high tip speed ratios have to be treated with special caution.
This also applies for results that should be used as reference data for CFD validation.
For such experiments Aluminum rotors are favored as they do not deform and have
defined geometrical properties, also at high tip speed ratios.

2.3.4 Scaling effects

The scaling of the model rotors is another limitation of wind tunnel tests. Whereas the
model turbines are operated to match tip speed ratios of full scale turbines, it is almost
impossible to match the chord based Reynolds number at the tip, which is calculated
by:

Re = Vrelc

ν
, (2.23)
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where ν is the kinematic viscosity of air. The viscosity and and the relative velocity Vrel

in the model-scale and in full-scale are identical, but the chord length c is significantly
different resulting in model Reynolds numbers which are around one magnitude lower
as those appearing on full-scale turbines.
Even though, the the Reynolds number cannot be matched, the polars of the used

airfoil should be stable in the operational range of the rotor. This is important because
the Reynolds number is not a constant value, but can change along the blade in the
course of one rotation. Consequently, if the airfoil polars are not stable for the occurring
Re, the axial and tangential blade forces can alter for parts of the blade where extreme
Reynolds numbers occur.
As discussed in section 2.3.2, the NTNU rotor was tested for Reynolds number

dependence and was found to be independent for the boundary conditions tested in
the Phd study. Also the new airfoil R-opt, which was developed for the rotor with
the exchangeable tips, was optimized to operate stable at low Reynolds numbers.
Nevertheless, it should be kept in mind that the wind tunnel experiments are affected
by scaling effects and do not represent the full-scale exactly.

2.4 Measurement technique

In the experiments carried out in this study, different measurement techniques were
used to study turbine power, forces acting on the turbine and various wake properties.
Most of the measurement devices provided analog signals, which were transformed
to digital signals and conditioned using DAQ (data acquisition) system devices from
National Instruments. Before transforming the analog signals to digital signals, they
were amplified by in-house amplifiers in order to be able to use the whole measurement
range from -10 V to +10 V of the 16-bit DAQ systems and thus limit discretization
errors. The digital voltage signals were analyzed and recorded using a computer with
a LabView routine. The transformation of the voltage data to the desired variables
and the evaluation of this properties was conducted with MATLAB.

2.4.1 Power measurement technique

The hub of the model wind turbines T1 and T2 is equipped with measurement technique
to determine the rotor power. In Figure 2.13, the hub of T2 and a sketch of its cross-
section are pictured. It can be seen that the hub is equipped with a torque transducer
to measure the shaft torque M and an optical RPM sensor to determine the rotational
speed of the rotor. With these two parameters the rotor power can be calculated
according to P =M · ω.
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Figure 2.13: Picture of the turbine hub of T2 and a sketch of its cross-section showing
the setting with the installed measurement technique (blue) inside the hub.

The Hottinger 2 N torque transducer is located to the rotor as close as possible. With
this setting only the roller bearings are located between the rotor and the transducer
and thus the shaft friction losses are limited. Furthermore, flexible couplings before
and after the transducer secure this highly sensitive measuring device from load peaks.
The transducer was calibrated prior to all the measurements by applying a range of
reference weights at the blade tips (see Figure 2.14). The calibration process resulted
in a linear relation between the rotor torque and the voltage signal. Furthermore, the
calibration factor was observed to be stable throughout all experiments and only varied
insignificantly.

Figure 2.14: Calibration process of torque transducer.

The optical RPM sensor provides a signal amplitude at a fixed rotor position for
every revolution of the turbine rotor. With the time span between the signals the
rotational velocity of the rotor can be calculated. Furthermore, the RPM signal was
synchronized with the other measured signals to determine the rotor position were the
other measurands were obtained. Due to this arrangement, the data could be analyzed
in relation to the rotor position to get phase-locked information. Such phase-locked
data was generated and investigated in the wake experiments of the winglet rotor for
Paper III.
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2.4.2 Force measurement technique

For the force measurements the model turbines were installed on a aerodynamic balance,
which is located under the wind tunnel floor. With the six-component force balance
from the Carl Schenck AG, it is possible to measure all force components acting on
the model turbines and calculate the aerodynamic moments with the accompanying
lever arms. For the experiments, only the three horizontal load cells were used and
in most experiments, only the component in flow direction was considered to obtain
the thrust force acting on the turbine and rotor assembly. All three components were
recorded in the experiments for Paper VI and Paper VII in which - in addition to the
thrust force - the yaw moments were analyzed. In some studies the solely rotor thrust
was of interest. Therefore, the thrust force acting on the turbine rig without the rotor
was measured separately and subtracted from the total thrust. All load cells were
calibrated separately prior to every measurement by applying defined reference weights
on the load cells. Similar to the torque transducer, a linear relation between the force
and voltage was obtain in the measurement range. Furthermore, the aerodynamic
balance served as a rotating table for the turbine models. This enabled a control of
the yaw angle from outside the wind tunnel.

2.4.3 Wake measurement technique

For measuring the wake flow mainly two measurement techniques were used. In
the experiments for Paper I, Paper II, Paper V, Paper VI and Paper VII, the wake
properties were measured with a LDV (Laser-Doppler velocimetry) system. Only in
Paper III, where phase-locked data was acquired, a Cobra probe was used for the
velocity measurements. This technique was chosen because it could be synchronized
with the other measurement devices and the data could be obtained at a defined rotor
position with a fixed sampling frequency. The measurement devices were mounted on
a traverse system in the wind tunnel that was controlled from outside with a LabView
routine. With this setting, the wake measurement devices could be traversed in the
wake flow.

Laser Doppler velocimetry

The most applied velocity measurement technique in the PhD study was LDV. All the
measurements were conducted using a 2-component Dantec FiberFlow LDV system,
which is shown in Figure 2.15. With the LDV technique, it is possible to measure flow
velocities with a high temporal resolution and thus get not only time-averaged mean
velocities, but also time-independed flow information.
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LDV is an optical measurement technique, which is non-intrusive and does not need
calibration. Furthermore, the velocities do not need to be transferred from voltages
but are provided directly and in real time. Therefore, the voltage signals are processed
by so called burst spectrum analyzer (BSA) and analyzed by the accompanying BSA
flow software. The laser beam is generated by a air-cooled Argon-ion laser with up
to 300 mW per wavelength. In the transmitter, the laser beam is split into two
beams by a bragg cell and each of these beams is separated into the two colors green
(λLDV = 514.5 nm) and blue (λLDV = 488 nm). With the four manipulators, the lasers
are adjusted so that the maximum amount of light is linked to the fibers directing the
beams into the probe, from where they are transmitted and the back scattered light is
received.

Figure 2.15: Picture of the turbine hub and sketch of the setting with the installed
measurement technique (blue) insight the hub.

The measurement principle of the LDV system is briefly sketched in Figure 2.15. It
can be seen that with the LDV technique, the velocity of the airflow is not measured
directly, but the velocity of particles moving in the flow. The measurement volume is
formed by two laser beams of similar intensity, which are transmitted from the LDV
probe, where they are focused to intersect and form a fringe pattern with the known
interval Δx. When a particle is passing through the fringe pattern it scatters light
back to a receiver in the probe. This back scattered light contains a frequency shift
entailed by the Doppler frequency fD of the moving particle, which is proportional to
the velocity of the particle passing through the fringe pattern. This optical signal is
converted to a voltage signal, which is filtered and amplified and then transformed to
the frequency domain by a Fast Fourier Transformation (FFT) in order to determine
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fD. As the distance traveled by the particle is given by Δx and the time of this travel
is contained in fD the velocity of the particle can be calculated by u = Δx · fD.
The LDV probe was installed on the wind tunnel traverse and adjusted by leveling

the reflections on the wind tunnel wall or floor and aligning them with the probe. The
LDV system was adjusted to only take samples into account that were recorded by
the lasers in both measurement directions. In the experiments 5.0·105 samples were
recorded for every measurement point. The acquisition data rate was adjusted by
controlling the particles in the flow. Throughout the measurements the acquisition data
rate was between 1 500 Hz and 2 500 Hz what resulted in a measurement time between
20 s and 35 s. The particles with a size between 0.5 μm and 2.0 μm were created with
a thermal smoke generator that was located at the end of the test section. In that way
the particles traveled through the whole wind tunnel where they distributed evenly
before entering the test section.

Cobra probe

For the investigation of the wake flow of the rotor equipped with winglets in Paper III
a Series 100 Cobra probe from TFI (TurbulentFlow Instrumentation) was used. This
measurement technique was selected, because with this device it is possible to synchro-
nize the turbine rotation and the velocity measurements and allocate measurants to an
exact turbine position to obtain phase-locked wake data.
The Cobra probe, which is shown in Figure 2.16, is a 4-hole Pitot tube in which

the pressure transducers are located directly in the probe body. The short tubing
between the pressure tabs together with a linearisation process, correcting for pressure
fluctuations in the tubing, enables the Cobra probe to measure not only time-averaged
mean velocities but also time-varying turbulent velocity components (Hooper and
Musgrove, 1997).
The Cobra probe does not require extensive calibration, as the probe head has a

defined geometry (see Figure 2.16) and the calibration process is performed by the
manufacturer who provides calibration tables for the individual probes. The pressure
regime at the probe head, which is determined by the four pressure values measured
at the tabs, can be assigned to the three velocity components u, v and w as well as
the static pressure at the tip of the device by applying the calibration tables. Detailed
information of the calibration process and the transformation from the pressures to
the velocities is provided by Shepherd (1981)
In the PhD study, the four voltage signals provided by the Cobra probe were

evaluated by a MATLAB routine with implemented interfaces of the manufacturer TFI
providing the calibration tables. The analysis resulted in the time-varying velocities

34



2.4 Measurement technique

Figure 2.16: Series 100 Cobra probe, with detailed probe head geometry and the flow
axis system.

of the three components, which were used to calculate the other flow properties like
the time-averaged velocities, the flow angles and the turbulent kinetic energy (TKI).
In order to obtain accurate results, the flow angles must be within 45°. Therefore, all
measurements in which one of the flow angles was bigger than 45° were excluded from
the analysis.
The Series 100 Cobra probes used for the study have a frequency response of 600 Hz.

In order to obtain phase-locked data one rotor revolution was divided in 120 section,
each of 3°. With a rotational speed of 1 280 RPM this resulted in a required frequency
response of at least 2 560 Hz in order to get information for every rotor position
per revolution. In order to sample the data with a frequency response of 2 560 Hz,
the usable frequency range was extended by changing the transfer function cut-off
amplitude for the linearization process. With this measure the response of the probe
was extended to over 3 000 Hz. Nevertheless, the disadvantage of this method is, that
signals with frequencies >1 000 Hz need to be amplified, because such signals appear
too weak at the transducers. Consequently, also noise is amplified, which increases the
measurement error. In order to avoid aliasing, the data acquisition rate was 10 240 Hz
resulting in an over-sampling ratio of 4.
For the experiments, two Cobra probes were used simultaneously, to reduce the time

for the measurements. Therefore they were installed in a support, carrying them with
a defined distance of separation. One of the biggest challenges is to install the probes
straight in the wind tunnel. In order to achieve this, the velocities were measured
with the LDV probe and the Cobra probe at the same position. The direction of the
Cobra probes was adjusted until the measurement devices measured the same velocity
components, resulting in identical flow angles. The procedure is pictured in Figure 2.17.
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Figure 2.17: Simultaneous measurements with LDV and Cobra probe for adjustment
of Cobra probe head.

2.5 Measurement uncertainty

Experimental measurements are not perfect. They are always afflicted with some
deviation between the true value and the measured value. This error has various
sources and can typically be divided into the two categories systematic and random
errors, see Figure 2.18.

Figure 2.18: Explanation of systematic and random error.

Systematic errors can be described as repeatable and consistent, meaning that they
are not changing during the experiment. Random errors are caused by unpredictable
changes in the experiment, which are not known and thus can not be repeated. Usually,
the real error of a measurement is unknown and cannot be determined. A method to
evaluate how accurate an experiment was and to quantify the error, is to calculate the
uncertainty of a measurement. The measurement uncertainty is an estimated range, in
which the error will be arranged based on a confidence interval.
Measurements of all individual parameters are afflicted with uncertainties that

propagate to a total uncertainty of the final result. For example, the measured quantities
temperature Temp, ambient pressure pamb, inlet velocity U∞, rotational speed of the
rotor ω and shaft torque M are needed to calculate CP (Equation (2.4)) and each
parameter features an inaccuracy that will affect the total uncertainty of the final
result for CP.
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2.5 Measurement uncertainty

To obtain the total uncertainties of the investigated parameters in this work
the procedure described by Wheeler and Ganji (2010) was applied. Therefore, the
measurement process was outlined in the beginning and the relation between the final
result and all depended parameters was defined. For all the parameters possible error
sources containing errors due to calibration, data acquisition, data reduction methods
and other sources were listed. For each individual source, the errors were determined.
The systematic errors were estimated based on manufacturers specifications or from
previous studies and observations. For the random errors the standard deviation of the
measured parameters was calculated. To get the standard deviation of the turbulence
properties the standard deviation was calculated based on the technique described in
(Benedict and Gould, 1996). With all the individual error terms the total systematic
uncertainty was calculated using a root of the sum of the squares:

BR =
{

n∑
i=1

(
Bi

∂R

∂xi

)2
}1/2

, (2.24)

where Bi is the systematic error of the individual parameter and and ∂R
∂xi

is the
derivative of the overall parameter with respect to the individual parameter. The
random uncertainty for every measurement point is calculated with:

PR = ±t
σ√
n

, (2.25)

where t is the value of the Student’s t, σ is the standard deviation and n is the number
of measurements. The resulting individual error terms are combined to the total
uncertainty by the root of the sum of the squares, similar to that of the systematic
uncertainty. The total uncertainty is calculated by a combination of both uncertainties:

�R =
√

B2
R + P 2

R. (2.26)

In this study, all uncertainties were estimated based on an 95%-confidence level.
The analysis of the uncertainties for the different investigated quantities suggested that
systematic errors had the largest contribution to the total uncertainty. Nevertheless,
also random uncertainties were distinguished, which could be seen in higher levels of
uncertainty in turbulent flows.
Typical uncertainties for mean velocities measured with the LDV system were

around 1% whereas the turbulence from these measurements featured slightly higher
uncertainties around 2%. The measurements with the Cobra probe featured higher
uncertainties, which were typically up to 5% for the velocity and 8% for the turbulence.
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Typical uncertainties of the power coefficient CP were found to be approximately 3%
around the optimum tip speed ratio of the rotor. Outside this region the results were
affected by less inaccuracy. For the thrust coefficient CT, the uncertainty was observed
to rise with increasing tip speed ratios reaching uncertainties of up to around 2%.
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Chapter 3

Summary of main results

This chapter summarizes the main results of the PhD study and the main findings of
the papers will be presented. The contribution to the field of wind farm optimization
will be discussed in beginning. Within this field, the study comparing the wake of 2-
and 3-balded wind turbine rotors will be presented. Afterwards, the main findings of
the project analyzing counter rotating wind turbine rotors will be shown. The third
rotor modification concept that will be presented examines the effect of winglets on
wind turbine blades, in which the design of the winglets and their influence on the
wake development will be discussed. The wind farm optimization will be finalized by
presenting the results of the wind turbine wakes in yaw project, where the potential of
intentional yaw misalignment for wind farm control optimization will be shown. The
summary of the main results will be completed by presenting the findings of the Blind
test comparison, where reference data was provided for CFD validation.

3.1 Wind farm optimization

For the main part of the PhD thesis rotor-wake interactions were investigated to
evaluate different methods, which were deemed to have the potential to optimize the
power output of wind farms. Firstly the approach of modifying the rotor design to
limit wake effects was studied. Within this technique the effect of the blade number on
the wake development was studied by comparing wake properties of 2- and 3-bladed
model wind turbines in Paper I. Furthermore, the influence of the rotational direction
of the wind turbine rotors in a wind farm was investigated in Paper II by comparing
the performance of an aligned turbine array with co- and counter-rotating rotors. The
third rotor design modification that was studied, was a rotor equipped with winglets.
For this study, a new rotor was designed and winglets for this rotor were optimized
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before comparing the performance of the rotor with and without winglets in Paper IV.
The winglet rotor’s effect on the wake was investigated in Paper III, where wakes of
rotors with and without winglets were compared. The second approach for wind farm
optimization that was considered in the project was improving the turbine control
by intentional yaw misalignment. In order to apply yaw control it is important to
know how the wake flow of a yawed turbine. To provide more information about the
wake structure Paper V investigates the influence of different inflow conditions on the
wake shape and development. The power and loads of a turbine array in various yaw
configurations are discussed in Paper VI.

3.1.1 Comparison of 2- and 3-bladed rotors

The costs of a wind turbine can be reduced if 2-bladed rotors instead of common
3-bladed rotors are used. However, using 2-bladed rotors is accompanied by several
disadvantages like higher noise emissions, distracting visual effects and unfavorable
dynamic behavior (Hau, 2013). Those disadvantages are deemed to be the reason why
the research effort on the wake development of 2-bladed rotors was limited and only
few studies on this topic exist.
In an experimental study, Newman et al. (2015) investigated wake effects in scaled

down wind farms consisting of 12 small model wind turbines with 2- and 3-bladed
rotors with similar CP. They found large differences of mean streamwise velocities in
the near wake of the array, where the wake of the 2-bladed rotors showed higher mean
velocities. However, in the far wake the differences between the two rotor concepts for
the mean velocities where only insignificant. Furthermore, the streamwise Reynolds
stresses were observed to be higher in the wake of the 3-bladed turbines leading to
higher fatigue loading on the downstream turbines.
Analytical wake models suggest that the blade number does not have an influence

on the velocity in the wake as they do not take the blade number into account (Polster
et al., 2017). The main parameter determining the wake flow in the models is the thrust
coefficient CT, which was similar for the tested rotors in the study. However, there
might be differences in the wake flow as already suggested in the study by Newman
et al. (2015). Especially the turbulence intensity is expected to be different in the
wake behind the 2- and 3-bladed rotors, as the stronger tip vortices of the rotors with
only two blades are deemed to increase the turbulence levels behind the rotor edge.
Therefore, the wake of 2- and 3- bladed turbines were compared in Paper I.
The differences of the wake properties between the 2- and 3-blade rotors from the

line wakes of Paper I are summarized in Table 3.1. The available power in the wake
(Pava = 0.5ρARU3

∞). was calculated in order to compare the velocities in the wake. It
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can be seen that the differences in the available power and thus the mean streamwise
velocities are only minor. This is confirmed by similar wake recovery rates for all
three rotor concepts. Furthermore, full wake scans of the mean streamwise velocity
at 5D reveal no major differences and thus verify these observations. Comparing the
turbulence in the wake there also is no indication of big differences between the wakes
of the three rotors. Nevertheless, it can be seen that the turbulence levels in the
wake behind the 2-bladed rotors are higher than those of the 3-bladed rotor at all
investigated distances, whereas the differences become smaller with increasing distance.
The major discrepancies in TI occur mainly behind the tip region and are caused by
the stronger tip vortices of the 2-bladed rotors, which decay with increasing distance.

Table 3.1: Summary of differences in available power (Pava) and turbulence intensity
(TI ) in the wake behind the 3-bladed rotor (Rotor1), the 2-bladed rotor with the same
aspect ratio (Rotor2) and the 2-bladed rotor with the same solidity (Rotor3).

Rotor1 - Rotor2 Rotor1 - Rotor3

3D Pava 1,3% 0.2%
TI -0.5% -1.9%

5D Pava 1,0% -3.0%
TI -0.5% -1.2%

7D Pava 1,1% -3.2%
TI -0.2% -0.2%

It can be concluded from the study that the wakes of 2- and 3-bladed rotors are
similar. The differences in mean streamwise velocity are minor and the turbulence
intensity is only varying for the blade number at small distances and is equalized
at typical separation distances of wind turbines. As a result, using turbines with
2-bladed instead of 3-bladed rotors does not improve the power output of a wind farm.
Nevertheless, 2-bladed rotors do not have a negative influence on wake interactions and
can therefore be used in wind farms to decrease installation costs, without affecting
the overall power.
A weakness of the study is displayed by the circumstance, that the CP’s of the

2- and 3-bladed rotors do not match at the tip speed ratios where the turbines were
operated. The 2.7% higher CP of the 3-bladed rotor makes it difficult to draw reliable
conclusions about the overall performance of a wind farm. To solve this problem, new
2-bladed rotors with higher CP’s that exactly match that of the 3-bladed rotor need
to be designed and the wake of these rotors need to be compared to the 3-bladed
rotor. Furthermore, an experiment investigating the overall performance of an aligned
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2-turbine array would be necessary to draw a reliable conclusion about the different
energy content in the wake of 2- and 3-bladed turbines.

3.1.2 Counter rotating wind turbine rotors

From Figure 3.1 can be seen, that the wake behind a clockwise rotating wind turbine
is rotating counter-clockwise and thus opposite to the turbine rotor. Consequently,
the inflow of a downstream turbine operating in the wake of an upstream turbine
contains a tangential velocity component in opposite direction to the rotor rotation.
This additional velocity component is changing the velocities at the rotor plane, which
could affect the performance of the rotor. It might have a positive effect on the rotor
performance if this additional velocity component is orientated in opposite direction
and thus in the direction of the rotor rotation. Consequently, it might be beneficial
to use a mirrored rotor design for the upstream turbine to get an array with counter
rotating turbines. However, only little attention has been paid to this topic and only
few studies, which investigate the effect of alternating rotational direction in a wind
farm, exist.
An experimental study on this topic was conducted by Yuan et al. (2013, 2014),

who investigated an aligned tandem turbine array with co- and counter rotating rotors.
They showed that the counter-rotating array was more efficient as the co-rotating
array in extracting power. The performance increase was found to be up to 20%
at a separation distance of 0.7D, but decreased with increasing distance and was
found to be negligible from 6.5D on. Nevertheless, the study showed the potential
of counter-rotating turbines for the optimization of wind farms. Therefore, the effect
of the rotational direction on the wake of a wind turbine rotor was investigated in
Paper II.
In the study for Paper II the wake was analyzed with special focus on the tangential

velocity component. Furthermore, the performance of a two-turbine array with co- and
counter-rotating rotors was compared. In addition to the experiments, a BEM code
was used to study the effect of the additional tangential velocity component on the
blade loads and the performance of the aligned turbine array.
The BEM analysis of the flow around the blade showed that the additional tangential

component in the inflow changes the flow angle. As a result, the angle of attack on
the downstream rotor decreased in the co-rotating array, whereas it increased in the
counter-rotating array. The performance comparison of the tandem turbine arrays
showed no big differences between the co- and counter-rotating array. However, the
counter-rotating array had a slightly better performance at all investigated turbine
separation distances. At 2.00D the combined CP was 1.2% higher, at 3.50D and
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Figure 3.1: Contour plots of normalized streamwise mean velocity, with arrows repre-
senting the resultant of the vertical and horizontal velocity component, in the wake (a)
2.00D, (b) 3.50D and (c) 5.15D behind the clock-wise rotating 3-bladed rotor mounted
on turbine T2, the black lines represent the turbine rotor, nacelle and tower, locking in
flow direction.

5.15D the difference was 2.0% and 0.6%, respectively. This was confirmed by the
BEM calculations, which were generally between 5% and 7% lower as the experimental
results, but showed the same trends.
However, as the performance improvement stems from a increased flow angle,

the same effect could be generated by changing the pitch angle of the blade. This
observation is confirmed by Bartl and Sætran (2016), who investigated the CP of the
same rotor for a variation of pitch angles and found a higher CP if the twist angle was
greater than the one applied in the study for the counter rotating wind turbine rotors.
From this observation and the small differences in CP of the co- and counter-

rotating turbine array can be concluded, that the optimization potential of alternating
rotational directions in a wind farm is insignificant.

3.1.3 Winglet rotor

Most modern airplanes are equipped with winglets to improve their efficiency (Fig-
ure 3.2). The additional winglets reduce the fuel consumption by around 4-5% for
transport airplanes (Freitag and Schulze, 2009). Winglets improve the performance of
a wing by reducing the induced drag, which is generated at the blade tip where the
pressure difference between the pressure and suction side of the blade is equalized and
a vortex is formed. The resulting span wise flow from the pressure to the suction side
influences the lift and drag at the tip and further inwards and the lift of the wing is
reduced (see Figure 3.3). A winglet reduces this span wise flow and consequently helps
to limit the reduction of lift.
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Figure 3.2: Winglet on the wing tip of a transport airplane.

From the performance enhancement achieved in aviation it can be concluded, that
winglets might also have the potential to improve the performance of a wind turbine.
Consequently, several studies investigating the effect of winglets on wind turbine rotors
have been conducted.

Figure 3.3: Pressure equalization at the blade tip and the resulting tip vortex and lift
distribution.

Johansen and Sørensen (2006) designed six winglet shapes, and analyzed them with
the EllipSys3D solver. They showed that winglets can improve the performance, but
also worsen it if not properly designed. Their best design increased CP by around 1.0%,
which was accompanied by an increase in CT of 1.6%. In a further study, they used
the same CFD solver to perform a parameter study changing the height, curvature
radius, sweep angle and twist angle of a winglet (Johansen and Sørensen, 2007). They
designed and investigated 10 winglet concepts and their results show that the winglet
height has the biggest influence on the CP and CT. Whereupon a winglet with a
height of 4% of the rotor radius had the highest CP and CT increase of 2.6% and
3.6%, respectively. Gaunaa and Johansen (2007) also used the EllipSys3D solver to
investigate winglets, which they designed with a self-developed free wake lifting line
code. They showed that downwind winglets are more effective than upwind winglets.
Maniaci and Maughmer (2012) designed downwind winglets with the height of 8%
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rotor radius for a model-scale wind turbine (D = 3.3 m). Results of wind tunnel
experiments with this rotor showed an increase in CP of 9% and confirmed the large
influence of winglet height on the performance. The same rotor was used by (Gertz
et al., 2012, 2014) who tested different winglet designs and found performance increases
between 5% and 8%. The wake formed behind a rotor with downwind winglets was
experimentally studied by (Tobin et al., 2015). They found an increased velocity deficit
in the wake of the winglet rotor. However, they predicted that this deficit could be
evened by the higher CP of the winglet rotor and increase the total CP of a turbine
array. Furthermore, they found similar tip vortex strength for the winglet and baseline
rotor. In his PhD thesis Ostovan (2017) investigated the performance of an aligned
turbine array operating with and without down-facing winglets and found an increase
in overall efficiency if winglets were installed on the upstream turbine. Furthermore,
he measured the tip vortices in the very near wake and estimated an induced drag
reduction of around 15%.
All these studies show that additional winglets on wind turbine rotors have the

potential to increase the performance of a single turbine and turbine array. To further
investigate this promising technique, in Paper IV a new rotor was designed and winglets
for this rotor were optimized for an increased CP. Furthermore, the growth in CT was
limited in the optimization to reduce wake effects. In Paper III the wake behind this
new rotor was investigated experimentally and compared to the baseline rotor without
winglets.
During the optimization process the six design parameters span, sweep, angle of

attack, radius, root chord and tip chord were varied and over 100 different designs were
investigated numerically. The optimal winglet for the rotor in the design framework was
found to have a span of 10.8% of the rotor radius. According to the CFD simulations
the winglet increased the rotor power by 7.8% and the thrust by 6.3%. This was
confirmed by the experiments, which showed an increase of CP and CT of 8.9% and
7.4%, respectively. The same increase in CP was achieved by increasing the blade
radius by 3.6%. Analyzing the rotor blade flow showed that the winglet improves the
rotor performance mainly by increasing the lift in the tip region of the blade. In this
region the induced drag is reduced because the pressure difference is shifted from the
blade tip to the winglet.
The experimental wake study showed that up to 4.0D downstream the differences in

mean streamwise velocity between the winglet and baseline rotor are small, suggesting
a minor effect of blade tip extensions on the combined efficiency of a wind farm. The
investigation of total kinetic energy, revealed slightly higher initial energy peaks in the
tip region, when winglets were attached to the rotor tips. Starting from a dwonstream
distance of approximately 2.0D, the shear layer behind the tip region was observed to be
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significantly broader for the wingletted configuration. An analysis of the out-of-plane
vorticity showed that the tip vortices of the wingletet rotor were breaking around 1.0D
earlier as those of the rotor without winglets. Furthermore, higher absolute vorticity
was found when winglets where mounted on the rotor.
The winglet study showed that it is possible to design winglets, which increase the

wind turbine performance with a moderate growth of rotor thrust. Furthermore, it
confirmed the findings from literature that winglets can help to improve not only the
performance of a single turbine but also those of a turbine array consisting of multiple
turbines.
However, the investigation of the blade extension showed, that a by 3.6% increased

rotor radius has the same effect on the CP as the winglet with a span of 10.8% of the
radius. In conclusion, winglets make most sense if the rotor diameter is limited, which
can be the case for offshore applications, where the costs of the tower can be reduced
if its height is limited. Nevertheless, winglets are deemed to be a good possibility to
optimize a wind farm by a modified rotor design.

3.1.4 Yaw wake control

Usually a wind turbine is aligned with the flow to extract most energy possible from
the wind. However, if the rotor is not perpendicular to the wind direction, the velocity
experienced by the rotor decreases with the cosine of the yaw angle γ (see Figure 3.4).
As a result, the power of the rotor reduces. Moreover, the thrust force of the rotor
T contains a streamwise and lateral force component. The resulting lateral force
component introduced by the yawed rotor Fz deflects the wake sideways. As a result,
the wake trajectory can be controlled by intentionally yawing the rotor. Even though
such a yaw misalignment would decrease the turbine performance. The overall efficiency
of a wind farm could be increased if the wake is directed away from a downstream
turbine leaving more energy in its inflow. Such wake redirection is considered to be a
promising technique to improve wind farm control (Gebraad et al., 2016).

Figure 3.4: Sketch of forces induced by a yawed wind turbine and the resulting lateral
wake deflection.
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Among wake redirection techniques, yaw misalignment is deemed to have the
largest potential for increasing the farm efficiency (Fleming et al., 2014). Therefore,
several studies investigating the wake development behind a yawed turbine have been
conducted. In an experimental study Medici and Alfredsson (2006) analyzed the wake
behind a small yawed model turbine of D = 0.18 m. They investigated a yaw range
from γ = 0◦ – 20◦ and found a distinct deflection of the wake, caused by a clear
cross-stream flow component. Krogstad and Adaramola (2012) used a larger turbine
of D = 0.9 m, on which they showed that the power output decreased proportional
to cos3γ. They furthermore investigated the near wake and found a dependency of
the wake deflection and structure on the turbine’s tip speed ratio. Bastankhah and
Porté-Agel (2016) performed an extensive experimental particle image velocimetry
(PIV) study on the wake of a yawed model wind turbine of D = 0.15 m. Their results
confirm the wake’s dependency on factors like wake rotation and tip speed ratio. A
combined experimental and numerical study was performed by Howland et al. (2016)
who investigated the wake behind a small drag disc of D = 0.03 m. They show that
the yawed non-rotating disc has a realistic wake deflection. In their analysis of the
wake shape, they found an asymmetric so-called curled wake shape, which is created by
a counter-rotating vortex pair. In another experimental study, Schottler et al. (2016b)
investigated the performance of an aligned turbine array and showed an asymmetric
power output depending on the upstream turbines yaw angle. This asymmetric behavior
was also observed by Fleming et al. (2014), who performed a numerical study based on
Large-eddy simulations (LES) and found a slightly different wake deflection depending
on the yaw direction. Gebraad et al. (2016) performed another CFD study using the
SOWFA solver and confirmed the large potential of intentional yaw misalignment for
wind farm control optimization. The influence of atmospheric stability on the wake
of yawed turbines was numerically investigated by Vollmer et al. (2016). They show
that the wake shape and skew is highly depended on the atmospheric stability. In a
recent CFD LES study Wang et al. (2017) showed the importance of including tower
and nacelle in the simulations. Moreover, also full-scale experiments investigating the
effect of yaw were carried out. Trujillo et al. (2016) used LiDAR to track the near
wake behind a 5 MW offshore wind turbine for a yaw range from γ = -10.5◦ – 10.5◦. In
another full-scale study Fleming et al. (2016a) applied a yaw wake-steering open-loop
controller to a wind turbine array. Their study showed that the power output of two
turbines was improved by yaw based wake steering. Jiménez et al. (2010) used the
experimental results from Medici and Alfredsson (2006) to verify LES simulations
around a yawed actuator disc. From the numerical results they derived an analytical
momentum conservation based wake model for predictions of the velocity deficit and
wake trajectory of a yawed wind turbine. Bastankhah and Porté-Agel (2016) used
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the results of their extensive experimental and numerical studies to develop another
analytical model for the far wake of a yawed wind turbine, which also accounts for
inflow turbulence.
Despite the large potential of yaw control for wind farm optimization found in the

literature, the existing studies point out the need for detailed wake measurements of
yawed turbines. In order to provide such data a collaborative project on wind turbine
wakes in yaw was initialized between NBMU, NTNU and ForWind in Oldenburg. The
wakes behind two yawed wind turbine models of different design, were investigated
extensively under various inflow conditions in the NTNU wind tunnel. The experimental
results of the project are the basis of Paper V, which investigates the influence of
inflow turbulence and shear on the wake structure and Paper VII, which compared
the experimental results to numerical predictions. Furthermore, the measurements
were used for the additional Papers X and XI, where the wake of the two model
turbines was compared. The detailed data sets from the wind turbine wakes in yaw
project are published by Schottler, Bartl, and Mühle (2018). Additional to the wake
experiments, a two-turbine array was investigated at various differing yaw and lateral
offset configurations. With the results of this experiment the potential of power and
load optimization of yawed wind turbines was discussed in Paper VI. Furthermore,
the far wake of a smaller yawed turbine rotor of D = 0.45 m was experimentally
investigated and analyzed in the additional Paper XIV.
The analysis in Paper V revealed minor asymmetries in the wake between positively

and negatively yawed rotors, which stem from tower wake interactions. The asymmetries
were found to be larger for the lower inflow turbulence. The inflow turbulence also
influenced the shape of the wake, which had a clear kidney shape for all inflow conditions,
whereas it was more distinct at larger downstream distances. Moreover, the wake
deflection was observed to be slightly different for the two investigated levels of inflow
turbulence. Furthermore, the moderate shear in the inflow was found to have little
influence on the wake properties. The study shows, that the turbulent kinetic energy
in the wake is deflected to the same degree as the mean streamwise velocity profiles,
while its expansion is slightly wider. Furthermore, it was shown that the levels of peak
turbulence decreased similarly to the rotor thrust if a yaw angle is applied.
The power and load optimization study in Paper VI showed that the combined

power of a two-turbine array could be increased by intentional yaw misalignment of
the upstream turbine. The largest improvements for a yaw angle of γ = 30°were
found at a separation distance of 6D. For this arrangement, the total performance
increased up to 11% for the low-turbulence and 8% for the high turbulence inflow. This
discrepancy confirms the strong influence of inflow turbulence on power gains if yaw
control is applied. Furthermore, the power gains were found to be asymmetric due to
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the different wake shape and deflection for positive and negative yaw angles. Although,
the total power could be increased by yawing the upstream turbine, the yaw moments
for the upstream and downstream turbine both increased. By applying a lateral offset
of 0.5D most of the wake could be steered away from the downstream turbine, which
resulted in an increased total power and reduced yaw moments. Furthermore, it was
demonstrated that yawing the downstream turbine opposite to the upstream turbine
mitigated the yaw moments and increased the total power.
The wind turbine wakes in yaw project resulted in more publications, which are not

included in the thesis. The main findings of these articles are described below. In the
additional Paper X the available power method, which was used for the quantification
of the wake deflection in wind turbine wakes in yaw study is established. Two-point
statistics of the wake properties are investigated in the additional Paper XI. The results
reveal a ring of strongly intermittent flow around the mean velocity deficit, in the wake
of the yawed turbine, resulting in a wider wake expansion as if only considering the mean
velocity. The findings show the importance of considering non-Gaussian distributions
of velocity increments for wind farm control optimization. In the additional Paper XIV
the focus is on the far wake trajectory. The results of this paper show that the wake
deflection has an asymptotic behavior and the skew angle is almost zero in the far
wake.
The study on wind turbine wakes in yaw confirmed that intentional yaw misalign-

ment is an effective method to laterally deflect the wake and thus has large potential
for the power optimization of wind farms. However, the rotor blades of a yawed rotor
experience unsteady flow conditions in the course of one rotation which resulted in
increased loads on the yawed turbine. The same applies for turbines operating in a
partial wake of a yawed turbine. Consequently, loads have to be taken into account
when optimizing the wind farm control. A possibility for load reduction is yaw control of
the downstream turbine. By yawing the downstream turbine opposite to the upstream
turbine not only the loads can be reduced, but also the power can be increased.

3.2 Reference data for CFD validation

CFD simulations are a good technique to study rotor-wake interactions of wind turbines.
However, as mentioned in Section 1.1.5, CFD codes and the applied turbulence models
need to be validated with actual measurement data in order to determine their accuracy.
To help with the validation and the further development of CFD codes, selected results
of the experiments with the yawed turbines were compared to computational results
in Paper VII. Furthermore, the data sets were published so that they can be used as
reference data for the validation of new CFD simulations.
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3.2.1 Blind test comparison

In the Blind test series, which was initiated by NTNU in 2011, experimental data of
turbine performance and wake flow is compared to numerical predictions. In each Blind
test, specific test cases for turbine arrangement and operation in the wind tunnel are
defined and the turbine performance and wake properties are measured according to
the description of these test cases. All the information, which is needed to reconstruct
the test cases in a CFD domain, including boundary conditions as well as turbine and
wind tunnel geometry, are published in detail and institutions, which develop or work
with CFD simulations are invited to predict the test cases without knowing the results.
The blindly submitted numerical predictions are compared to the experimental results
to analyze the accuracy of the simulations and to identify sources for deviations among
the different techniques.

The first Blind test focused on a single turbine and modelers were asked to pre-
dict its performance as well as the mean streamwise velocity and turbulent kinetic
energy in the wake for distances from 1D to 5D behind the turbine. The Blind test
attracted eight different research groups who submitted simulations of various types
ranging from Reynolds-Averaged-Navier-Stokes (RANS) simulations to Large-eddy
simulations. The simulation results deviated significantly from the experimental results
as reported by Krogstad and Eriksen (2013). Whereas the spread in performance
around the experimental results were considerable, the predictions of wake turbulence
were scattered by several orders of magnitude. In the next Blind test a second turbine,
operating in the wake of the first turbine, was added to increase the test complexity.
The participants were asked to simulate the performance of both turbines with the
focus on the downstream turbine operating in the wake. Furthermore, the modelers
were asked to simulate the wake formed behind the downstream turbine. For this Blind
test nine predictions were submitted. The results reported by Pierella et al. (2014)
show a large spread in the performance of the downstream turbine and the predictions
of the wake properties varied significantly for the different simulations. In the third
Blind test the complexity was again increased by applying a lateral offset of half a rotor
diameter to the same turbine array as in Blind test 2. The results reported in Krogstad
et al. (2015) show an improvement in the performance predictions, which contained
only a small scatter around the experimental result. However, the simulations of the
asymmetric wake still contained large uncertainties in predicting turbulence. The
fourth Blind test focused on the influence of different inflow conditions. Therefore,
the wake behind a single turbine was investigated up to 9D behind the upstream
turbine for low-turbulent, high-turbulent and turbulent shear inflow. Furthermore, the
performance of an aligned turbine array was investigated. The five research groups,
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which submitted numerical results for this Blind test, managed to predict the perfor-
mance of the upstream turbine fairly well. However, the more complicated predictions
of the downstream turbine’s performance still contained a significant scatter. The
results presented by Bartl and Sætran (2017) show that the mean wake properties were
generally predicted well. Nevertheless, the turbulence predictions still showed a large
discrepancy between experimental and numerical results.
In the fifth Blind test, which is presented in Paper VII the performance and the

wake flow of two different single yawed turbines and a turbine array with a yawed
upstream turbine were compared in three test cases. In the first test case the modelers
were asked to predict power, thrust and yaw moments of the yawed NTNU turbine
LARS1 and the wake flow at 3D and 6D behind the turbine. For the second test case
the non-yawed NTNU turbine T2 was placed 3D behind the yawed turbine and the
power, thrust and yaw moments of the downstream turbine as well as the wake flow
3D behind the turbine were investigated. The third test case was similar to the first
test case. Only the NTNU turbine was replaced by the ForWind turbine, which has
a somewhat smaller rotor diameter and a different rotor design. The modelers were
asked to provide predictions for the streamwise and vertical velocity component as well
as the turbulent kinetic energy, at the defined downstream distances in full wake planes.
The numerical and experimental results were compared visually and also by applying
different statistical methods to get quantitative information about the deviations.
The Blind test attracted four institutions who submitted results for the three

test cases. The predictions for the power, thrust and yaw moments show significant
deviations from the experimental results. The scatter was larger than observed in
previous Blind tests, suggesting that the simulations had problems with the increased
complexity of unsteady blade loading due to the yawed turbine operation. The
comparison of the wake flow generally showed very good agreement between the
experimental data and the numerical predictions. The general features such as the wake
shape and deflection were predicted well by all the simulations. Also the streamwise
velocity in the wake was predicted fairly accurate by all simulations. Even though it
is difficult to predict the flow in vertical direction because of its low magnitude, the
complex patterns of the vertical velocity component were accurately predicted by all
simulations in general. The same applies for the turbulent kinetic energy in the wake
behind the single turbine and the two-turbine array. Whereas previous Blind tests
showed that it is difficult to predict the wake turbulence, all simulations managed to
predict the turbulent kinetic energy accurately.
The results of this Blind test comparison confirmed the continuous improvement in

performance and wake flow predictions from Blind test 1 to Blind test 5. Furthermore,
they showed that the different simulation techniques were able to perform accurate
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Summary of main results

predictions, also for complex setups featuring highly unsteady flow in yawed and partial
wake operation.
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Chapter 4

Conclusions

The present PhD thesis investigated rotor-wake interactions and analyzed the potential
of different concepts for the optimization of wind farms. For this purpose, performance
and loads of model wind turbines as well as their wake characteristics were measured
in a number of experimental wind tunnel studies. In the scope of the thesis, the wake
flows behind rotors of different number of blades, different rotational direction and
additional winglets on the wing tips were investigated to investigate how the different
rotor designs could affect the wake characteristics and effects on turbines operated
in the wake. In the second part of the thesis, the wake behind a yawed turbine was
investigated for different inflow conditions and yaw angles. The potential of intentional
yaw misalignment for wind farm control optimization was thereafter analyzed for a
setup of two aligned and laterally offset turbines. The wake flow data was furthermore
used as reference data in a blind test experiment, to which numerical predictions were
compared and deficits in the CFD codes identified. The comparison of wakes behind a
2- and 3-bladed rotor of the same thrust loading showed a minor difference in the mean
streamwise velocity development. The peak levels of rotor-generated turbulence were,
however, observed to be lower for a three-bladed rotor in the near wake. In general, it
could be concluded, that the blade number of similar rotor designs did not noticeably
affect the wake flow and thus would not have any significantly influence the overall
wind farm power.

An investigation of a counter-rotating array of two turbines showed only a small
potential for power optimization. A slightly improved combined performance was
attributed to higher angles of attack on the counter-rotating downstream turbine.
Therefore, similar performance increases could be potentially obtained by downstream
turbine pitch control.
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Conclusions

An attachment of optimized winglets on the blade tips of a two-bladed rotor could
raise the power coefficient CP by 8.9%, while the thrust coefficient CT was observed to
increase only moderately by 7.4% at the same time. Moreover, an analysis of the wake
behind a wingletted rotor showed a significant influence on the tip region, while the
energy content in the wake was almost identical for the two rotor concepts. The total
kinetic energy was found to be initially higher in the tip region, when winglets were
attached to the rotor tips. An analysis of the phase-averaged vorticity in the tip region
disclosed an earlier interaction of the tip vortices behind the wingletted rotor. The
vortex pairing caused an earlier expansion of the shear layer in the tip region, leading
to a slightly faster wake recovery.
The second part of this thesis, confirmed that intentional yaw misalignment of a

turbine laterally deflects the wake downstream of the rotor due to a lateral component
of the thrust vector. Furthermore, it was shown that the level of inflow turbulence
affected the curled shape and also the overall deflection of the wake. Moreover, the
wake shape was found to be significantly asymmetric for positive and negative yaw
angles of the upstream rotor. By steering the wake away from a downstream turbine
the performance of a turbine array could be increased by up to 11%. However, the
yaw moments acting on the yawed turbine and the downstream turbine operating in
a partial wake were observed to increase, which emphasized the importance of also
considering loads when applying yaw control for the power optimization of wind farms.
A possibility to reduce loads with yaw control was demonstrated to be an opposite
yawing of the downstream turbine operated in a partial wake. This strategy was
found to decrease loads on the downstream turbine while the total power output was
slightly increased. In conclusion, the study showed a large potential of intentional yaw
misalignment for optimizing wind farm control.
A comparison of numerical predictions to experimental reference data in the Blind

test confirmed the ability of Large-Eddy based CFD codes to predict mean velocities
and turbulent kinetic energy levels in the wake accurately.

Future work

As highlighted above, yaw control was seen to be a very promising method for the
power optimization of wind farms. For this reason, it is recommended that further
research should focus on this topic. As accurate numerical predictions were obtained in
the Blind test experiment, further quantities could be extracted from these simulations.
An investigation of the detailed rotor loads acting on a turbine in different yaw
configurations is recommended. Furthermore, the loads acting on a downstream
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turbine operated in a partial wake are deemed to be crucial to be assessed for a holistic
optimization of a yaw-controlled wind farm.
Furthermore, the effects of winglets on the individual blade loads could be inves-

tigated in more detail. It is expected that the loads in the blade tip region rise and
consequently increase the blade root bending moments. This is of importance for an
optimization process of a rotor, in which a trade-off between power gains and increased
structural loads must be achieved.
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Technical drawings
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Figure A.1: Technical drawing of NTNU model wind turbine T1.

66



Figure A.2: Technical drawing of NTNU model wind turbine T2.
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Figure A.3: Technical drawing of NTNU model wind turbine LARS1.
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Abstract. Due to cost benefit and weight reduction, 2-bladed wind turbines
have the potential to become more important for offshore wind applications.
In order to optimize the arrangement of wind turbines in wind farms and for
accurate forecasts of the power production, a detailed knowledge of the wake flow
is needed. In this study, three different rotors with varying number of blades and
similar performance behaviour have been designed and manufactured using the
3-dimensional (3D) printing technology. The performance characteristics of these
rotors as well as their wake features are measured experimentally in wind tunnel
tests and compared. The velocity deficit is seen to vary only insignificantly for
the wakes in distances of 3D (where D is the rotor diameter), 5D and 7D behind
the turbine. However, higher turbulence intensity levels are recorded in the wake
of the 2-bladed rotors. This could have potential for a faster wake recovery and
thus a narrower turbine spacing.

1 Introduction

In the wind power industry the development and research in the last decades focused
mostly on 3-bladed turbines. Whereas in the 1970’s and 1980’s 2-bladed turbines
were still investigated and considered in turbine development, the research effort in
2-bladed turbines was only minor in the last years. This is due to the disadvantages
of 2-bladed rotors compared to 3-bladed rotors, such as the higher noise emissions,
the distracting visual effects and the unfavorable dynamic behavior. However, as the
offshore wind energy market is gaining importance, the 2-bladed turbines are getting
more significant again. This is due to the fact, that the drawbacks are not so much
relevant offshore and the big advantage of one less rotor is strongly decreasing the
costs (Hau, 2013). Nevertheless the maximum theoretical attainable performance is
increasing with increasing blades number because of reduced tip vortices, which is
also a drawback for 2-bladed rotors when comparing them to the established 3-bladed
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rotors. This fact should also be considered when looking at the economic potential of
the rotor blade number. Moreover, in a wind farm set-up, wake effects are especially
of interest to evaluate how the turbines interact and hence, their implication on wind
farm design and power production.
There are several structural issues with wind turbines with 2-bladed rotor. One of

the main issue is the unsteady loading of the blades. Whereas a 3-bladed rotor has a
constant inertia about the yaw axis, which is independent of the azimuthal position
of the rotor hub. However, the rotational inertia of a 2-bladed rotor is periodic, with
the maximum at the horizontal position and the minimum at the vertical position
and consequently, 2-bladed turbines have higher cyclic loads relative to 3-bladed rotor
(Jamieson, 2011). It is also unfavorable that when one blade is in the tower shadow
the other one is pointing straight up and is thus exposed to the strongest winds under
atmospheric inflow conditions. There are some strategies how to solve these problems
and reduce the turbine loadings. However, the presented article will only focus on the
aerodynamic performance and the wake effects of wind turbines with 2- and 3-bladed
rotors.
The influence of the number of blades on the performance of a wind turbine was

discussed by Wilson, Lissaman, and Walker (1976). They showed that the power
coefficient of a wind turbine approaches Betz limit as number of blade increases.
However, using a computational fluid dynamics (CFD) analysis, Newbauer and Kupathy
obtained opposite results when they investigated 2-, 3- and 4- bladed rotors and
observed an increasing power coefficient with decreasing number of blades (Newbauer
and Kumpaty, 2012). The same trend was observed by Duquette, Swanson, and Visser
(2003) who performed experimental and numerical studies on blade number effects, but
only for three and more blades. McTavish, Feszty, and Nitzsche (2013) looked at the
wake expansion of a 2- and a 3- bladed turbine experimentally. However, they used
two completely different turbine concepts and therefore their results are not suited
for comparison of blade number effects. In a recent study, Newman, Cal, and Castillo
(2015) investigated wake effects of a wind turbine arrangement with varying number
of blades experimentally with particle image velocimetry (PIV). In their experiment,
they identified the wakes of two 3 x 4 turbine arrangements adjusting the same power
output, one array consisting only of 3- bladed and one only of 2- bladed turbines. They
found velocity differences of up to 10% in the near wake and subtle distinctions in the
far wake. Furthermore, they showed that 3-bladed turbines cause 25% higher fatigue
loads than 2-bladed ones for the second turbine row.
The main objective of this present work is to show how rotors, with the same

maximum power coefficient, but different number of blades influencing the wake
characteristics of a wind turbine. The focus here is on the difference between 2- and
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3- bladed rotors. As 2-bladed rotors are considered to become significant in offshore
wind application, it is important to understand how turbines with such rotors affect
one another in a wind farm arrangement. As turbines with 3-bladed rotors have been
investigated closely in the past and a lot information about their wakes is available,
the wakes of 2-bladed rotors are compared with those of a 3-bladed rotor to find the
main distinctions between them. In addition, effect of number of blades on the inflow
conditions and consequently the power output of a downstream turbine is presented.
Furthermore, the turbulence characteristics of the wake are investigated to quantify
wake recovery rates and the resulting fatigue loads on the downwind turbine.

2 Methods

2.1 Experimental setup

The experiments were conducted in a closed-return wind tunnel located at the De-
partment of Energy and Process Engineering, Norwegian University of Science and
Technology (NTNU), Trondheim, Norway. The wind tunnel has a test section of
2.7m x 1.8m x 11.0m. The rotors were mounted on the model turbine as described in
(Krogstad and Lund, 2012). The blockage ratio of the turbine in the wind tunnel is
11.8% (Adaramola and Krogstad, 2011). The wind tunnel was operated at low inlet
turbulence intensity of 0.23% and the inlet velocity U∞ of 10.0m/s for all experiments.
The torque was measured with a torque transducer installed inside the hub of the
model wind turbine and the thrust force was measured with a 6-component force
balance. The measurements with these devices resulted in uncertainties of about ±3%
for the maximum power coefficient (CP) and ±2% for the thrust coefficient (CT) at
the optimum tip speed ratio (TSR). A sketch of the experimental setup is shown in
Figure 1.
Wake velocity measurements were carried out at downstream distances of 3D, 5D

and 7D (where D is the rotor diameter) and at the wind turbines’ hub-height. This
distances where chosen to examine the wake development as well as the main wake
features, which were expected to be significant at 3D, whereas distances of 5D and
7D are considered to be more relevant for full scale applications. Moreover, in order
to get a clear understanding of the inflow conditions of the downstream turbine, full
two-dimensional wake measurements for all three rotors were conducted at 5D. All
the wake measurements were performed when the wind turbines were operating at
their respective optimum tip speed ratio. The velocity measurements were conducted
using a 2-component Laser Doppler velocimetry (LDV) instrument. The uncertainty
of the mean velocities are lower than ±0.5% of the mean velocity considering a 95%
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confidence interval whereas the uncertainty of the turbulence intensities are calculated
to be lower than ±2% of the mean velocity with a confidence level of 95%.

Figure 1: Sketch of the experimental setup.

2.2 Rotor design

The rotor design is based on the rotor developed at the Department of Energy and
Process Engineering (at NTNU Trondheim), which is described in (Krogstad and Lund,
2012) based on the NREL S826 airfoil. This rotor is a 3-bladed rotor milled from an
aluminum alloy and it was used in the study as reference rotor. The purpose of the
rotor design process is to produce 2-bladed rotors that have the same maximum power
coefficients (CP) as the reference rotor and design parameters, which are based on the
3-bladed rotor (NTNU rotor). When the number of blades is changed, other blade
parameters are adjusted so the rotors would have similar performance behavior. The
two main parameters which were adjusted in the blade design process in this study are
the chord length and the twist angle. Consequently, two new rotors were designed, one
with the same aspect ratio (rotor 2) and another one with the same solidity (rotor 1) as
the reference rotor. The 2-bladed rotor with the same aspect ratio as the 3-bladed rotor
needs to have a higher tip speed ratio (TSR) to achieve a similar CP as the 3-bladed
rotor, which involved a change of the twist angle to take the higher circumferential
velocities into account. The other 2-bladed rotor with the same solidity requires a
modified chord length distribution to change the blocked area of the rotor and the
TSR for this rotor concept was expected to be the same.
To stay as close as possible to the reference case, the twist angle distribution

was related to that of the reference rotor. Thus, the twist angles where reduced
proportionately to the original twist angle distribution. The performances of the
resulting rotor were determined with a blade element momentum (BEM) code and
compared the results to that of the reference rotor. The twist angles were adjusted
until the same maximum CP value was achieved. For the rotor with the same solidity
the reference chord length was multiplied by 1.5 to take the area of the one dropped
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blade into account. Calculations with the BEM code showed that the twist angle had
to be also modified slightly for this rotor to reach the same maximum CP value as
for the reference rotor. The resulted rotor properties of the three rotors, which were
manufactured and used in the study are presented in Table 1. All rotors are rotating
in clockwise direction.

Table 1: Properties of tested rotors.

Description Chord
length [%]

Twist
angle [%]

Opt.
TSR

Rotor 1 3-bladed rotor 100 100 6
Rotor 2 2-bladed rotor same aspect ratio 100 70 7
Rotor 3 2-bladed rotor same solidity 150 95 6

All three rotors were manufactured using a 3D printer based on the multi-jet
modeling technology. In a preliminary study, it was checked if this fabrication technique
is suited to produce accurate blades that can be used in wind tunnel experiments. The
results of this preliminary study showed that with the selected 3D printing technology,
it is possible to produce blades with fine features in a high quality and with a good
accuracy. Therefore, the printed blades are suited for the application in wind tunnel
tests. The three rotors, which were fabricated for the wind tunnel experiments for this
article are depictured in Figure 2.

Figure 2: Printed rotors for experiment: (a) Rotor 1, (b) Rotor 2 and (c) Rotor 3.

2.3 Rotor performance

The purpose of the rotor design process was to match the maximum power coefficients of
the three different rotor concepts. Therefore, preliminary calculations were undertaken
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using a BEM code. The results of these calculations showed that the maximum CP

values were identical for the three designed rotors. In order to validate the results of the
preliminary calculations, the power coefficient and thrust coefficient were determined
experimentally as a function of TSR. Figure 3 present the experimentally measured
CP and CT profiles for the three rotor concepts. It can be seen, that the maximum
CP values differ slightly, thus the predictions with the BEM code where not precise as
the blades were designed to have exactly the same maximum CP. In Figure 3, it can
be seen that the two 2-bladed rotors have maximum values, which are slightly lower
than that for the 3-bladed rotor. While rotor 1 (3-bladed rotor ) has the maximum
CP of 0.480 at TSR 6, rotor 2 has a maximum CP of 0.452 at TSR 7 and rotor 3 has
maximum CP of 0.453 at TSR 6. Consequently, the maximum CP’s of Rotor 1 is 2.7%
larger than the maximum CP’s of rotor 2 and rotor 3.
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Figure 3: (a) Power coefficient and (b) thrust coefficient, as a function of the tip speed
ratio for the three investigated rotors.

From Figure 3b, it can be observed that rotor 1 and rotor 3, which have the same
solidity, have similar CT profiles for TSR ≤ 8, and thereafter, the two profiles are
diverged. On the other hand, rotor 2 has a slightly lower CT which is on an average
18% lower when compared with the other two rotor concepts within the 1 < TSR < 8.
From TSR > 8, the CT for rotor 2 is observed to continue increase whereas the CT for
the other two rotor concepts start to decrease. However, at the respective optimum
TSR (TSRmax = 6 for rotor 1 and rotor 3 and, TSRmax = 7 for rotor 2), the CT values
are very similar and all three lie in the range of 1.0.
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3 Results and discussion

3.1 Kinetic energy in the wake

The wake of a wind turbine is characterized by a velocity deficit and a higher turbulence
level behind the turbine. The velocity deficit in the wake is important to know, as
this gives information about the energy that is available for a wind turbine operating
downstream and thus, in the wake of an upstream wind turbine. In the presented
study the effects of blade number of a wind turbine rotor on the wake is investigated.
Therefore, the wake velocities for the three different rotors concepts were measured at
3D, 5D and 7D behind the model turbine. At these distances line wakes at turbine hub
height where measured in a wind tunnel width range of -2.57z/R to+ 2.57z/R (wind
tunnel width (z) position divided by rotor radius (R), with an interval of 50 mm. The
results of these measurements are shown in Figure 4. In this figure, the downstream
velocity (u) is normalized by the inflow freestream velocity (U∞). It can be seen from
this that the mean velocities differ slightly for the different rotors. Slight variations are
observed mainly in the area directly behind the rotors, whereas in the boundary area
of the wake the velocity deficit is mostly similar for all three rotors at the investigated
distances. As the velocity in the wake relates to the available power for a downwind
turbine, the measured velocities were integrated over the rotor area to estimate available
power in the wake. Using this information, the rotors were compared according to the
energy they left in the flow for a downwind rotor. However, for all the observations
should be kept in mind, that the CP for rotor 1 is about 2.7% larger than the CP for
the other two rotors at their maximum TSR.

Figure 4: Velocity deficit in the wake for the three rotor concepts, normalized by the
inflow velocity, at different downstream distances (3D, 5D and 7D) in the wind tunnel.
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The estimated available power at downstream distance of 3D indicated that both
the 2-bladed rotors have less energy in the wake compared with the 3-bladed rotor.
However, the difference in the available power is not substantial, relatively to rotor
1, rotor 2 has 1.3% less available power in the wake and rotor 3 has only 0.2% less
available power in the wake. At 5D, however, whereas rotor 2 has 1.1% less available
power, rotor 3 has 3.2% more available power in the wake than rotor 1. The differences
in kinetic energy for the three rotor concepts increases with increasing distance, thus
the clearest distinctions can be observed at 7D. Accordingly at this distance the wake
of rotor 2 has 1.1% less energy and rotor 3 has 3.2% more available energy in the
wake than rotor 1. The trend that in the distinctions in the velocity deficit increases
with increasing distance is obvious when comparing rotor 2 and rotor 3. Rotor 3 has
always more energy in the wake than rotor 2, small difference of 1.1% at 3D but 4.0%
at 5D and 4.3% at 7D. However, the differences in the velocities in the wake of the
three rotors is insignificant and the velocity profiles are alike. Thus, it can be assumed,
that an aligned arrangement consisting of two 3-bladed rotors has the potential to be
more efficient compared with a similar turbine arrangement using rotor 2 and rotor 3,
because the CP of rotor 1 is 2.7% larger.
To examine how the wake is changing with increasing distance the wake recovery

rate is calculated. This is done by dividing the percentage change in available energy
for the different downstream distances by the rotor diameter. Between 3D and 5D it is
clear that rotor 3 with 7.7 %/D has the highest recovery rate whereas rotor 1 with
6.1 %/D and rotor 2 with 6.3 %/D having similar recovery rates. This trend cannot
be seen for the recovery rates between 5D and 7D, where rotor 1, rotor 2 and rotor 3
have similar recovery rate of 5.4 %/D, 5.3 %/D and 5.5 %/D, respectively. Therefore,
it becomes obvious that the wakes for all three rotors recover faster for the closer
distances than in the region further down of the rotor.
The velocity profiles at the hub-height are very alike and thus, the difference in

the wake kinetic energy fields at turbine hub height are obscured. To check if the
distinctions are minor across the entire height of the rotors and check for asymmetry
effects for the different rotors, full two-dimensional wake for the three rotors were
measured at a distance of 5D in a width range from -1.5z/R to 1.5 z/R and height range
from -1.5y/R to 1.5 y/R with an increment of 75 mm in y-direction and z-direction.
The results of the full-wake measurement for the kinetic energy is shown in Figure 5.
Looking at the contour plots it can be observed that for all three rotors the wake

maximum velocity deficit is displaced below hub height and shifted to negative y- and
z- half plane. In addition, on the outer edges of the rotors it can be observed that the
wake is shifted towards the negative z-direction. This asymmetry effects are expected,
which is due to tower interactions with the wake as show by Pirella (Pierella, 2014).
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Figure 5: Contour plots for velocity deficit in the wake, normalized by the inflow
velocity, at downstream distance 5D: (a) rotor 1, (b) rotor 2 and (c) rotor 3. (The
thick black line represent the turbine rotor outline, looking in flow direction)

However, it can be seen that this maximum velocity deficits change slightly for the
three rotors. Whereas for rotor 2, the area with the high deficits is largest but it
is slightly smaller for rotor 1 and rotor 3. When comparing the available energy at
the rotor plane similarly as for the line wakes the same trends become obvious at a
distance of 5D. Here, rotor 1 has 0.8% more energy than rotor 2 with difference of
0.2% compared to the line wakes. The energy difference between rotor 1 and rotor
3 shows 2.6% more energy for rotor 3 almost the same results as for the line wakes.
Larger differences can be observed when looking at the share of energy on left-side of
the wake than the right-side. For the energy calculations based on the full wakes, the
theoretical power is around 10% lower than the theoretical power calculation based on
the wake profiles at the hub-height. Consequently, the analysis based on the line wakes
the power in the wake is somewhat underestimated. However, the results show, that
there are no major differences in the kinetic energy in the wake at 5D for the three
rotor concepts in altitudinal direction.

To examine where the 3- and 2-bladed rotor concepts diverge from each other, the
energy density at every measurement point was calculated for all three rotor concepts
and the energy densities of the 2-bladed rotors were subtracted from the energy density
of the 3-bladed rotor. The results of these calculations are shown in Figure 6. This
figure show that the major differences in energy density between the 2- and 3-bladed
rotors occur in the area outside of the rotor where they are up to -20% in positive
z-direction and +20% in negative z-direction. Within, the rotor area of the turbine the
distinctions are only minor, where the differences from rotor 1 and rotor 2 are in the
area between -5 and 5% while the differences from rotor 1 and rotor 3 are between -9
and 3%. However, it can be seen that rotor 1 has a higher energy density in its wake
at 5D as rotor 2, considering the rotor area of a potential downwind turbine. Rotor 3,
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on the other side, has a higher energy density in the wake as rotor 1 considering the
same observation area. Moreover, the larger differences can be observed in the outer
part of the wake, here the 3-bladed rotor has a higher energy density as both 2-bladed
rotors in negative z-direction and vice versa in positive z-direction. This is due to the
differential symmetry behavior for the different blade number of the rotors.

Figure 6: Difference in energy density in the wake in share of theoretical power at
0D, at downstream distance 5D in y- and z-direction normalized by the rotor radius
(looking in main flow direction): (a) rotor 1 – rotor 2 and (b) rotor 1 – rotor 3.

3.2 Turbulence intensity in the wake

The second wake feature which is of interest is the turbulence intensity and thus, the
turbulent energy in the wake. As the LDV measurement system measures velocities in
2 directions the combined turbulence intensity for the x- and z-direction was calculated
according to Equation (1).

TI =

√
1/2(u′

x
2 + u′

z
2)√

U2∞,x + U2∞,z

∗ 100 [%] (1)

Figure 7 shows that the turbulence intensities obtained from 2 directional components
at the distances 3D, 5D and 7D, have significant variations among the three sets
of rotors considered in this study. These differences occurring mostly in the area
behind the rotor and at the turbine rotor edge where the intensity peaks occur. In
the outer wake region, the three wakes are almost identical. When comparing the
rotor concepts, the 2-bladed rotors produce higher turbulence in the wake at all three
distances investigated. At a distance of 3D the integral of the turbulence intensity of
the investigated wake section is 0.5% higher in the wake of rotor 2 as those of rotor
1 and rotor 3 has even a 2.0% higher overall turbulence intensity as rotor 1. At the
distance of 5D, the same trend can be observed, the difference between rotor 3 and
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rotor 1 is only 1.2%. Even though the total turbulent energy in the measured section of
the wake is only changing marginally at all three investigated distances, the differences
in turbulent energy between the three rotor concepts are decreases with increasing
distance. This is due to the fact that the overall turbulence intensity increased by
around 1% between 3D and 7D for rotor 1 and rotor 3 whereas it decreased by 0.5%
in the same section for rotor 3. Consequently, at the downstream distance of 7D, the
differences for the three rotors are only minor and in the range of 0.2%. The profiles in
the diagram in Figure 7 at 7D are almost overlapped in the outer part of the wake as
well as in the area behind the rotor. Furthermore, the turbulent intensity profiles even
out with increasing distance. Whereas at the distance of 3D the turbulent intensity
profiles have high peak values between 17 and 22% at the rotor edge and peak values
of up to 10% at the inner rotor area. These extreme values reduce with increasing
distance due to turbulent mixing within the wake. Consequently, at 7D the turbulence
intensity varies approximately 2% between the center (10%) and the rotor edge (12%).
The higher turbulence levels at distances at 3D and 5D indicate that the wake of

the 2-bladed rotors recovers faster in that area. This becomes obvious especially when
looking at rotor 3 that has the highest turbulent levels. The faster wake recovery rate
was already observed in the kinetic energy analysis where the wake of the 2-bladed
rotors especially for rotor 3, recovered faster than the wake formed behind the 3-bladed
rotor. The higher turbulence levels can be beneficial in a wind farm arrangement as
the wakes, especially at low distances of separation, recover faster, the turbine spacing
can be reduced and thus, more wind turbines can be installed in a smaller area. This
can reduce the total land rental fee costs and increase the wind farm energy yield per
unit area of land. However, the fatigue loads on a turbine operating in the wake of a
2-bladed turbine are increased due to the higher turbulence level.
In order to examine how the turbulent energy differs across within swept area of

the wind turbine and to investigate the asymmetry effects for the different rotors,
the turbulence intensity was measured in full two-dimensional for the three rotors at
a distance of 5D within a width range of -1.5z/R to 1.5z/R and a height range of
-1.5y/R to 1.5y/R with an interval of 75mm along both directions. Figure 8 shows the
contour plots for the turbulent intensity obtained from the x- and the z-direction. The
2-dimensional wakes confirm the observations made from the line wakes. It can be
clearly seen, that the 2-bladed rotors (Figure 8b,c) have higher turbulent levels than
the 3-bladed rotor (Figure 8a) and especially, the rotor 3 shows very high turbulence
intensity (Figure 8c). The contour plots show clearly that the intensity peaks are at
the edge of the rotors, which indicates that the largest turbulence is induced by the tip
vortices. Consequently, the 2-bladed rotors generating stronger tip vortices than the
3-bladed rotors. Furthermore, the wakes of all three rotors are slightly shifted towards
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Figure 7: Wake turbulent energy obtained from 2 directional components for the three
rotor concepts, at different downstream distances (3D, 5D and 7D) in the wind tunnel.

positive z-direction whereas this effect is more obvious for the 2-bladed turbines and
especially rotor 3. In addition, the maxima of turbulent intensity for all three rotors
occur at the rotor edge at the positive z- and negative y half. This is opposite to
the asymmetry observed for the wake velocities where the highest deficit was at the
negative z- and y-direction. Nevertheless, this asymmetry is expected to be caused by
interferences of the wake with the turbine tower. The evaluation of the turbulence
intensity in y- and z- direction reinforce the observations made from the turbulent
intensity profiles at hub-height of the rotor and thus, the higher turbulence of the 2-
bladed rotor concepts especially in the tip region.

Figure 8: Contour plots for turbulent intensity obtained from 2 directional components,
at downstream distance 5D (looking in flow direction): (a) rotor 1, (b) rotor 2 and (c)
rotor 3.

82



Comparison 2- 3-bladed rotors

4 Conclusions

The comparison between the wakes of one 3- bladed and two 2-bladed rotor concepts
with similar maximum CP values have been presented and discussed in this paper. The
results show that the wakes formed behind rotors with different blade number are have
minor distinctions and the thrust force acting on the rotors is similar for the optimal
operation range of the rotors.
The velocity deficit in the wake formed behind the three different rotors is offers no

major deviations between the tested rotors. Thus, from a power optimization point
of view, the mean wake velocities provide only a minor potential for improvement.
Consequently, it can be concluded that the number of blades is not influencing the
velocity deficit in wake and thus, the potential inflow velocities of a downwind turbine
strongly. Nevertheless, in future investigations it would be of interest to test turbines
with rotors with varying blade number in an experiment with an aligned turbine array
to confirm the observations made by investigating the wakes and if there is a possible
potential for improvement by adjusting control strategies.
However, the turbulent intensities show higher variation for the 2-bladed rotors.

Especially at the tip region, the turbulent intensities are higher, which is caused by the
stronger tip vortices generated of the 2- bladed turbines. This higher turbulence levels
in the wake support a higher wake recovery rate of the 2- bladed rotors when compared
with the 3- bladed rotor, especially in closer distance behind the turbine. This faster
wake recovery offers the potential for a narrower turbine spacing and thus a higher
power density per unit land area in a wind farm plant. However, from a structural
point of view, the downstream turbine operating in the wake of a 2-bladed turbine
experiences higher turbulence levels, which could increase fatigue loads.
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Abstract. Various concepts have been investigated in wind turbine research to
improve the productivity of wind farms. However, there are some strategies, which
offer further potential for improvement. One of these concepts is the rotational
direction of a wind turbine, which has influence on its wake characteristics and
development. In this study the effect of rotor rotational direction of an upwind
turbine on the performance of another wind turbine operating in its wake was
investigated. Two model wind turbines with the same rotor diameter, in-line
arrangement, are used for this study. The upstream wind turbine was operated
either co-rotating or counter-rotating with respect to the downstream wind turbine
and the distance between the turbines was varied between 2.0D and 5.15D (where
D is the rotor diameter). The performance and wake measurements of the turbine
arrays were investigated using both numerical and experimental approaches. By
operating the upstream turbine in counter-rotating direction with respect to the
downstream turbine, the combined productivity of the two turbines was found to
have improved. This improvement is significant at 3.5D, where the productivity
was observed to increase by 2.0%.

Nomenclature

CP power coefficient L lift force
CT thrust coefficient D drag force
D turbine rotor diameter R resulting force
TSR tip speed ratio Ca axial load coefficient
U∞ inflow velocity Ct tangential load coefficient
ω angular velocity of rotor θ twist angle
vθ extra angular velocity component α angle of attack
u axial velocity ϕ flow angle
v angular velocity
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1 Introduction

Due to increasing awareness of the environmental impacts of development and the
utilization of fossil fuels and nuclear energy, use of renewable energy sources for
electricity generation have significantly increased globally in recent years. Herein wind
energy, with a huge global potential, is playing a major role. In the last few years, a
considerable part of wind energy research have been focused on offshore wind energy
resources assessment and development. The interest in offshore wind resource is due
to relative better wind speed and more environmental friendly nature of wind turbine
in the offshore region, when compared with onshore installations. One of the main
factors affecting the overall productivity of a wind farm is the wind turbine wake. The
characteristics and development of a wind turbine wake depends on factors such as
the operating conditions of the turbine, freestream wind conditions and site topology.
The goal of the wind turbine wake study is to improve the arrangement and overall
performance of a wind farm. Barthelmie et al. (2009) investigated the performance
of an offshore wind farm at different wind conditions. In their study, they showed
that the performance between the first and second turbine row drops by about 37% at
the worst case when the downstream turbine operates completely in the wake of the
upstream turbine and the distance of separation between the turbines is 7D (where
D is the rotor diameter). Sanderse (2009) and Vermeer, Sørensen, and Crespo (2003)
reviewed research work in wind turbine wake aerodynamics. Their reviews show that
different control mechanisms have been considered to optimize the operation of a wind
farm. Nevertheless, there are still some concepts of wind turbine operating conditions,
which have not been thoroughly investigated and that could offer further potential for
the optimization of wind farms.

One of these concepts is the application of turbine rotors rotating in opposite
directions. Due to the aerodynamics of the wind turbine blade, the wake of a wind
turbine rotates in opposite direction as the wind turbine rotor. By operating the two or
more wind turbines in counter-rotating direction in wind farm set-up, the wind turbine
wakes could be affected and hence, leads to improved performance of the wind farm.
However, little attention has been given to this topic. The literature provides a few
articles about small wind turbines having two rotors, which are rotating in opposite
directions. Shen, Zakkam, Sørensen, and Appa (2007) used DTUs EllipSys3D solver
to investigate a wind turbine with such a rotor. They investigated power coefficient
(CP) and thrust coefficient (CT) for different separation distances of the rotors. They
stated that CP is almost independent of separation distance. However, in their study
distance between turbines was limited to 1D. This small distances of separation offers
not enough information about the effect of counter rotating rotors in a wind farm
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application. The same applies for the more recent study by Santhana Kumar, Abraham,
Joseph Bensingh, and Ilangovan (2013). They performed numerical and experimental
investigations varying the distance of separation between 0.25D and 0.75D. They
reported that the power increase of such a rotor is best at a separation of 0.65D. Two
experimental studies investigating the effects of different rotational direction for a wind
farm application were also conducted by Yuan et al. (2013, 2014). They investigated
turbine arrays with co- and counter- rotating rotors to find effects of the turbine
rotation on the wake. In their paper, they show that the rotation direction can have a
positive influence on the aligned turbine arrangement and that the power output from
the downstream turbine can be increased by up to 20% for very small distances of
separation (0.7D) compared to the case where the rotors are co-rotating. However, in
this study, small model wind turbines with a rotor diameter of 127 mm were used and
thus, their Reynolds numbers at the blade chord are in the range of around 8000 which
is very low when compared with commercial wind turbine Reynolds number. Thus,
the performance of the turbine could be influenced by these low Reynolds numbers.
Another possible shortcoming of their study is the low optimum tip speed ratio (TSR)
of the model wind turbines used in their experiment, which is 3.7 and thus, smaller than
TSR for commercial wind turbines, which is around 6. Nevertheless, the studies of Yuan
et al. provides good insight into the effects of the rotational direction of wind turbine
rotors and show that this concept could improve a wind farms power output. However,
the counter- rotating turbine rotor concept may be limited to offshore applications, as
the disturbing visual effects may obstacle their uses in onshore applications. Therefore,
it can be beneficial for offshore wind farm arrays with small turbines’ separation
distance.

The aim of this present study is to investigate the effect of operating the upstream
wind turbine in counter-rotating direction on the performance as well as wake char-
acteristics of a wind farm, which comprises of a two wind turbine experimentally
approach. Unlike previous similar studies, the wind turbines used in this study provide
higher Reynolds numbers at the chord and an optimum TSR, which is similar to that
of modern and commercial three-bladed wind turbine. Furthermore, a simple blade
element momentum (BEM) code, taking also angular inflow velocities into account,
was developed to investigate the flow around at the rotor blade. This code can be
applied to evaluate the concept of counter rotating wind turbine rotors for wind farm
efficiency improvement estimations.

89



Paper II

2 Two dimensional blade aerodynamics

The rotational direction of the wake, that is the inflow for a downstream turbine,
influences the performance and thus, the aerodynamics at the rotor blades of a down-
stream wind turbine. To understand the flow around the blade, due to a change of
the rotational direction of an upwind rotor, two dimensional aerodynamics at blade
element are a simple way to interpret the flow changes at the blade. The explanation
in the following is based on Hansens Aerodynamics of Wind Turbines (Hansen, 2015).

Figure 1: Velocities and resulting forces at the rotor plane for (a) co- rotating turbines
with a positive angular velocity component in the inflow (b) no angular component in
the inflow and (c) counter- rotating turbines with a negative angular velocity component
in the inflow.

In Figure 1 the velocity triangles and resulting forces for the inflow of a downstream
turbine operating in the wake of an upstream turbine of a co- and a counter-rotating
turbine array as well as the case with no inflow rotation are depictured. These figures
of the blade element show the changes for the three inflow conditions. For the co-
rotating turbine array (Figure 1a), which is the usual case in wind farm applications,
the angular component of the inflow adds to the angular component resulting from
the rotor rotation. Whereas for the counter- rotating array (Figure 1c), the angular
component is opposite to that of the rotor rotation. Accordingly the relative velocity
for the co-rotating array is increased and the one for the counter- rotating array is
decreased. On a first sight this might look as a degradation of the performance of
the counter- rotating array, however the flow angle also and thus the angle of attack
are changed, more precisely they decreases for the co- rotating and increases for the
counter rotating array. Also the forces acting on the blade element are changing with
a changing flow angle. Here the special interest is on the tangential load coefficient
Ct, which determines the torque provided by each blade element and thus the power
produced by the turbine. Looking at the tangential load coefficient for the three cases,
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it is obvious that the counter- rotating array has the highest Ct whereas the co- rotating
array has the lowest Ct. This clarifies why a downstream rotor in a counter- rotating
turbine array may have a better performance when compared with a downstream
turbine in a co- rotating turbine array.

To get a better idea of the proportions of the changes in the flow angle and the
relative velocity, a BEM analysis (see section 3.2), was performed. The flow angle ϕ,
the relative velocity and the tangential load coefficient Ct. were determined for 20 blade
elements along the span of a wind turbine rotor blade. In this analysis, the three inflow
conditions, positive, negative and no wake rotation were investigated. The results of
this analysis for the reference case (3.5D, TSR=4.5) are depictured in Figure 2.

Figure 2: Calculated blade parameters from BEM simulation at a downstream distance
of 3.5 D and TSR 4.5 (a) flow angle ϕ along the blade span (b) relative velocity along
the blade span and (c) tangential load coefficient along the blade span.

In Figure 2a, the flow angle for the three investigated cases along the blade is shown,
it can be seen that the differences for the three investigated cases are very small and
mainly observable in the middle of the blade. As shown in Figure 1, the flow angle
is largest for the counter- rotating case and smallest for the co- rotating case. When
observing the relative velocities along the blade in Figure 2b, it can be seen that the
alterations are small as well and that, as expected, the velocities for the co- rotating
array are biggest and smallest for the counter- rotating array. Clearer differences can
be observed in Figure 2c, where the tangential load coefficient is plotted along the
blade span. Especially around the central part of the blade, the alterations are large
where Ct for the counter- rotating array is bigger than Ct for the co-rotating array.
This trend is the same along the blade span, whereas differences are decreasing towards
the tip where they are only minor.
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3 Methods

In this work study the influence of the rotational direction of an upwind turbine in a
co- and a counter- rotating array, which consist of two turbines is investigated. Both
experimental and numerical methods were used. For the numerical studies, a BEM
code, taking the extra rotational velocity component into account, was developed.
The possibility of working with both techniques allows a comparison of their results.
Furthermore, the BEM code can be validated with experimental results, so it can be
applied in later studies. In addition, using the BEM code, different blade parameters
such as flow angle the relative velocity and Ct, which were discussed in section 2, can be
calculated. Consequently these results are important to understand the flow conditions
around the blade and to identify the changes for the different rotational directions of
the upwind rotor.

3.1 Experimental setup

The experiments were conducted in the closed-return wind tunnel of the Department
of Energy and Process Engineering at NTNU with a test section of 2.7 x 1.8 x 11.0 m.
For the tests, the model turbines described in (Krogstad et al., 2015) were used where
the rotors were changed for the upwind turbine to get a co- and a counter- rotating
configuration. The turbine arrangement in the wind tunnel can be seen in Figure 3.

Figure 3: Turbine array with counter- rotating rotors in NTNUs wind tunnel at a
separation distance of 3.5D

The wind tunnel was operated at low inlet turbulence intensity of 0.23% and the
inlet velocity U∞ was adjusted to 10.0 m/s at the position of the upwind turbine. The
torque for both turbines was measured with a torque transducer placed inside of each
turbine’s hub. Line-wake velocity measurements were carried out at three different
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downstream distances of 2D, 3.5D and 5.15D at the wind turbine’s hub-height using a
2-component Laser Doppler velocimetry (LDV) instrument. The wake measurements
were performed when the upwind wind turbine was operated at its respective optimum
tip speed ratio (TSR). A summary of the variables changed during the experiment and
the measurands are given in Table 1.

Table 1: Variables and measurands in the experiment.

Separation
distance

Rotational direction
upwind

Rotational direction
downwind

Measurands

2.00D counter-clockwise counter-clockwise CP

clockwise counter-clockwise CP, wake
3.50D counter-clockwise counter-clockwise CP

clockwise counter-clockwise CP, wake
5.15D counter-clockwise counter-clockwise CP

clockwise counter-clockwise CP, wake

The design of the rotors used in the study is based on the rotor developed at
the Department of Energy and Process Engineering at NTNU Trondheim, which
is described in detail in (Krogstad and Lund, 2012) and it is based on the NREL
S826 airfoil. The two counter-clockwise rotating rotors are milled from an aluminum
alloy and the rotor, rotating in clockwise direction was manufactured using a 3D
printer based on the PolyJet technology. In a preliminary study, it was checked if
this fabrication technique is suited to produce accurate blades that can be used in
wind tunnel experiments and if the performance and wake characteristics are similar to
the aluminum rotors. The results of this preliminary study showed that with the 3D
printed and the aluminum rotors have similar performance and produce similar wakes.

3.2 Blade Element Momentum (BEM) code

To evaluate the rotational effect in the inflow of a wind turbine the classical BEM
method described by Hansen (2015) was modified. Two main modifications were carried
out. As the inflow velocity field for the downstream turbine is the flow field of the
wake of an upstream turbine with different velocities in the rotor area, a single inflow
velocity is not enough input information. To take all the velocities in the rotor area into
account, each blade element is characterized by a separate inflow velocity established
using wake measurement data. Furthermore, the additional angular component was
simply added for the co- rotating case and, subtracted for the counter- rotating case,
from the rotational velocity component generated from rotor rotation. With these two
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modifications, a ring velocity inflow representing both the axial and the angular velocity
component was generated. As the classical method often struggles with convergence
problems, the approach of Ning (2014) was implemented in the code. Applying this
method and the two modifications, an efficient and reliable modified BEM code was
developed, which is useful to analyze the effect of the rotational direction in the inflow
of a wind turbine.

4 Results and discussion

4.1 Velocities in the wake

For the BEM code described in section 3, line wakes with the axial and angular
component are needed as input information. Therefore, and also, to quantify the
development of the wake, velocity measurements for these two velocity components
were conducted at three distances behind the upwind turbine. In Figure 4, the angular
velocity components resulting from the measurements are depicted.

Figure 4: Angular velocity component (v), in the wake of a clockwise rotating turbine
at three distances (2.0D, 3.5D and 5.15D).

Analyzing the wake development in Figure 4, it can be clearly seen that the angular
velocity component decreases with increasing distance. This is due to turbulent mixing
within the wake and it gives rise to the assumption that the effect of rotational direction
of the upstream turbine decreases with increasing distance as well. Furthermore, it
can be seen that the wakes are asymmetrical and the wake center is slightly shifted to
the positive z-direction. This observation is due to interferences between the wake and
the turbine tower. However, this effect is mirrored if the turbine rotor is rotating in
the opposite direction.
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The angular velocity components range between -1.5 m/s and 1.0 m/s at 2D.
This corresponds to 15% and 10% of the inflow velocity, thus the angular component
is decisive for the inflow and is expected to influence the performance of the rotor
significantly. As the magnitudes of the angular velocity component decreases in axial
direction, its significance decreases as well. Nevertheless, it is still corresponding to
13% and 5% of the inflow velocity at 5.15D. Consequently, the angular component is
expected to have an influence on the turbine performance at all investigated downstream
distances.

4.2 Performance of turbine arrays

For the performance study based on the power coefficient, the results of the experiments
and the BEM calculations are depictured in Figure 5. For the BEM simulations,
identical rotors were used for both the upwind and the downwind turbine. However,
in the case of the experiments, the upwind turbine (T2) has a slightly different CP

curve when compared with the downwind turbine (T1) as can be seen in Figure 5a.
Nevertheless, the CP’s for the two wind turbines used in the experiment are similar
at their optimum power coefficients. The slight bump for the downwind rotor power
curve at TSR = 5 is due to Reynolds number effect caused by blade imperfection,
which is not occurred for the upwind rotor blades. To estimate the combined power
coefficient (see Figure 5b-d) of the aligned two turbine array and two wind turbines
operating in an undisturbed flow, the power coefficient of each wind turbine at each
measurement point were added together. In the aligned operation of the turbines, the
upwind turbine was always operated at its optimum TSR of 6 while the TSR of the
downstream turbine was varied from TSR 1 until runaway TSR. Calculating the TSR
for the downstream turbine also the inlet velocity of the upstream turbine (U∞ = 10.0
m/s) was considered.
Examining the CP curves from the experiments and the BEM calculations in

Figure 5 the differences between the results of these two methods become clear. In
all the cases presented, the power coefficient obtained by experiments is higher than
that obtained through the BEM calculations. Nevertheless, the differences between
the co- and the counter- rotating array show the same trends. The difference between
the two methods were discussed in section 4.3. The purple CP curves in Figure 5
represent the power coefficients of an imaginary turbine array in which both turbines
operate in undisturbed flow conditions and the straight purple lines represents the CP

of the upwind turbine, which operates at a constant TSR and thus has a constant
CP for all investigated points. The diagrams for the three distances show that the
combined power coefficient (that is power output) of the turbine array increases with
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Figure 5: Performance plots for CP from experiments (solid lines) and CP from BEM
calculations (dashed lines) for (a) independent operating rotors (b) turbine array at
2.0D (c) turbine array at 3.5D and (d) turbine array at 5.15D

increasing distance for both rotational directions. This is because the velocity deficit
decreases due to turbulent mixing effect within the wake. For all three distances the
counter-rotating turbine array has a better performance compared with the co- rotating
array around the peak of the CP curves. At 2D, the CP of the counter rotating array
at the maximum TSR of 3 is 1.2% higher than the co-rotating one. At 3.5D, where
the biggest difference between the two rotational directions occur, the counter-rotating
array has a 2.0% higher efficiency at TSR of 3.5 with respect to co-rotating. At
5.15D, the CP of the co-rotating array is 0.6% smaller at TSR 4 in comparison with
counter-rotating array. Overall, it can be concluded that the counter-rotating turbine
array has better performance as the co- rotating turbine array at all investigated cases.

4.3 Differences between Experiments and BEM calculations

In general the results of the BEM calculations, at the optimum TSR range, are around
5-7% lower as those of the experiments. This difference may be due to blockage effects
in the wind tunnel as the flow is shrouded and cannot expand freely as in an undisturbed
environment. This problem could be solved by correcting the inflow velocity for a wind
tunnel application. Irrespective of this shortcoming in the experimental results, the
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trends for different between the co- and counter-rotating array are the same for the
methods.

5 Conclusion

The influence of the rotational direction of an upwind turbine in an aligned two
turbine array has been presented and discussed in this paper. The findings from this
study show that the rotational direction of an upwind turbine has an effect on the
performance of a downstream turbine. In all cases investigated, the overall performance
of the counter- rotating turbine array is better than those of the co-rotating turbine
array. The observed increase in performance in the counter-rotating array is due to
different direction of the angular component in the wake and an accompanying change
of the angle of attack. As the angular velocity component in the wake decreases with
increasing distance, the smallest impact of the investigated concept is observed at the
largest distance considered. The results of developed BEM code for the study were in
all cases, in the range of 5 to 7% lower than the experimental results but both methods
show the same trends. The developed BEM code can be used to analyze effects of an
angular component in the upwind turbine wake flow field
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Abstract. An experimental study on the near wake up to four rotor diameters
behind a model wind turbine rotor in two different wing tip configurations is
performed. A straight-cut wing tip and a downstream-facing winglet shape are
compared on the same rotor. The measurements are performed at the two-bladed
rotors’ design conditions at a tip speed ratio of λ = 6, using a setup of two
cobra probes resolving all three components of the velocity vector in the wake.
Phase-locked flow measurements synchronized with the rotor position at a high
spatial and temporal resolution allow to compare the location and strength of
the shed tip vortices for the two different rotor tip configurations.
The mean streamwise velocity is found not to be strongly affected by the presence
of wing tip extensions, suggesting an insignificant effect of winglets on the inflow
conditions of a possible downstream wind turbine. However, the winglets are seen
to generate higher total kinetic energy peaks behind blade tips in the very near
wake up to two rotor dimaters. Thereafter, an instability is observed leading to
an earlier interaction of the tip vortices for the wingletted rotor compared to the
reference rotor. The mutual vortex interaction causes the shear layer to broaden,
which reflects in bimodal peaks in the turbulent stresses in this downstream
region. In contradistinction, the tip vortices formed behind the reference rotor
are assessed to be more stable and start merging into larger turbulent structures
significantly further downstream.

1 Introduction

Winglets are small extensions at the tip of any kind of lift-generating wing of finite
length. Best known from their widespread application in modern aviation, winglets
are recognized to reduce induced drag in the tip regions of an aircraft’s wings. Several
studies confirmed a reduction in induced drag leading to a significant decrease in fuel
consumption of modern transportation airplanes (e.g.(van Dam et al., 1981), (Eppler,
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1997), (Faye et al., 2002)). The formation of a tip vortex occurs at any kind of wing tip
shape of a loaded wing, due to a secondary flow around the tip of the wing’s pressure to
the suction side. The spanwise flow in the tip region reduces the local angle of attack
and induces additional drag near the tip (Giuni and Green, 2013). Although winglets
cannot suppress the formation of a tip vortex, they might be able to modifiy the
strength and shape of the tip vortex. For an application of winglets on a wind turbine
rotor, positive effects on the rotor’s performance as well as the break up mechanisms
of the tip vortices in the wake are desirable.
Most of the research related to the application of winglets on wind turbines focused
on the optimization of an individual rotor’s performance. Johansen and Sørensen
(2006) designed six different winglet shapes for wind turbine rotors and simulated the
flow around the blade tips. Their results confirmed that good winglet designs are
able to improve a rotor’s power coefficient by around 1.0%, but also can decrease its
performance if poorly designed. In a follow up study, Johansen and Sørensen (2007)
optimized the winglet’s geometry parameters and found a rotor power increase of 2.6%.
Another study by Gaunaa and Johansen (2007) showed a stronger positive effect on
the power coefficient for downstream-facing winglets than for upstream-facing winglets.
Experiments on a model-scale wind turbine of a rotor diameter of D = 3.3 m were
performed by Maniaci and Maughmer (2012), who designed rather large downstrean-
facing winglets with a height of 8% of the rotor radius. They measured an increase
in power coefficent of 9% and thus confirmed the large influence of the winglet’s
height on the performance. The same rotor was also used by Gertz et al. (2012),
who experimentally tested different winglet designs and found performance increases
between 5% and 8%. An optimization algorithm was used by Hansen and Mühle
(2018) to design the winglets for the model scale turbine, which is also investigated
in the present study. Numerical predictions and a wind tunnel validation of the rotor
performance found a power increase of 7.8% and 8.9%, respectively, compared to a
non-wingletted reference rotor.
A smaller number of recent studies also focused on the wake flow behind a wingletted
wind turbine, investigating which effect the tip extensions could have on a cluster of
multiple turbines. A recent experiment by Ostovan and Uzol (2016) compared the
performance of a two-turbine array with and without winglets attached to the blade
tips of the upstream turbine (D = 0.90 m). They measured an increase of about 2.5% in
the upstream turbine’s power production. Although winglets attached to the upstream
turbine caused a smaller energy production on an aligned downstream turbine, the
combined efficiency of both turbines was still found to increase for the wingletted
configuration. The focus was shifted on the very near wake behind the rotor in a
follow-up study by Ostovan et al. (2017), in which they used Particle-Image-Velocimetry
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(PIV) to measure the tip vortex strength in the near wake for a wingletted and a
straight-cut blade tip configuration. It was shown that the core vorticity levels were
significantly smaller for the winglet case, while the vortex core diameter was measured
to be larger. The mixing layer thickness was observed to be higher for the winglet case.
An analysis of the streamwise velocity showed a wider wake extension for the winglet
case. Anther PIV study of the wake up to x/D = 5 behind a significantly smaller
rotor of D = 0.12 m with and without winglets was conducted by Tobin et al. (2015).
Their PIV study indicated an increased velocity deficit in the wake of the wingletted
rotor. Although another turbine operated in the wake was found produce less power,
the combined power of the two-turbine array could be increased by the use of winglets.
Interestingly, their results furthermore indicated a similar level of tip vortex circulation
for the wingletted and baseline rotor. Although both instantaneous and phase-averaged
quantities were measured by Tobin et al. (2015), no deeper analysis on the effect of
winglets on the break-up mechanisms of the tip vortices was presented.
The stability of the tip vortices in the wake of a wind turbine rotor is currently a widely
discussed research topic (Sarmast et al., 2014; Sørensen, 2011). The vortices shed from
the blade tips form a helical vortex system in the near-wake behind a rotor. At some
point, the individual vortex spirals start to interact, break up and merge into turbulent
structures. The vortex stability in the near wake determines the initial conditions
for the far wake behind a wind turbine, which is again important to correctly predict
wake-turbine interactions in wind farms. An experimental PIV study of the vortex
interaction in the wake up to x/D = 5 behind a two-bladed model turbine of D = 0.60
m was performed by Lignarolo et al. (2014). Their results emphasized the importance
of the wake instability caused by a pair-wise interaction of the tip vortices on the
momentum deficit in the wake, which was shown to be strongly dependent on the
turbine’s tip speed ratio. An analysis of the development of the turbulent stresses in
the wake demonstrated a strong influence of the vortex interaction on a more effective
wake mixing after the location of the initial instability. A further experimental study on
the transition from coherent to turbulent motions in the wake of a three-bladed model
wind turbine was performed by Eriksen and Krogstad (2017). Using phase-averaging on
the three-dimensional velocity vector acquired from hot-wire anemometry, they found
that the wake is dominated by coherent motions up to x/D = 1 before the vortices
start to interact. The mutual induction of two of the three tip vortices was observed
to be finished by x/D = 2, merging into larger turbulent structures. By x/D = 3,
the flow field was seen to be dominated by turbulent motions. Another extensive PIV
study of the wake behind a small rotor of D = 0.12 m with straight wing tips was
reported by Bastankhah and Porté-Agel (2017) for different turbine tip speed ratios.
They found stronger and more stable tip vortices for the optimal tip speed ratio than
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for the significantly higher run-away tip speed ratio. Due the small size of the rotor
with respect to turbulent length scales in the inflow, meandering motions of the wake
were observed in this experiment, not making it possible to use phase-averaged wake
properties to identify the locations of tip vortex break up.
The objective of the present study is to investigate in detail, how optimized winglets
attached to the blade tips affect the interaction mechanisms of the tip vortices in the
wake up to x/D = 4. For this purpose, highly resolved flow measurements are performed
in the wake behind a two-bladed rotor with winglets and the same two-bladed rotor with
straigt-cut blade tips. By an analysis of the phase-averaged quantities we investigate,
if winglets enhance the break-up of the tip vortices and possibly promote the recovery
process of the wake velocity deficit. A decomposition of the time-averaged turbulent
stresses in the wake will furthermore describe, how the production of turbulence is
modified by the presence of winglets on the blade tips.

2 Setup and methods

2.1 Model wind turbine rotor

As shown in Figure 1, a two-bladed rotor with a total diameter of D = 0.90 m with
attachable blade tips is applied for the experiments. A custom designed airfoil R-opt is
used along the entire blade span, while another optimized airfoil shape W-opt is used
for the winglets (Hansen and Mühle, 2018). The blade tips are exchangeable through a
seamless joint located 50 mm from the tip. Two sets of blade tips can be attached, the
first of which is a straight-cut blade tip (reference configuration) with a tip chord length
of Lc,tip = 39.7 mm. The second tip configuration is a downstream-facing winglet, the
main geometry parameters of which are summarized in Table 1. The exact rotor and
airfoil geometry as well as the design optimization is described in detail by Hansen

Figure 1: Rotor with exchangeable wingtips.
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and Mühle (2018).
The operational characteristics of both rotor configurations are illustrated in Figure 2.
Both rotor configurations have an optimum tip speed ratio around λ = 6.0, while the
wingletted rotor produces significantly more power and experiences higher thrust forces
at the design point. The reference rotor has a power coefficient of CP,ref = 0.468, which
rises to CP,winglets = 0.518 for the wingletted tip configuration. Simultaneously, the
rotor’s thrust coefficient at λ = 6.0 increases from CT,ref = 0.870 to CT,winglets = 0.980,
when winglets are attached to the blade tips. These values might appear very high
compared to full-scale wind turbines, which is mainly due to a rather high blockage
by the wind tunnel boundaries. The rotor swept area blocks about 12.8% of the wind
tunnel’s cross-sectional area, which affects the flow expansion around the rotor. The
measured power and thrust coefficients have been corrected by Hansen and Mühle
(2018), applying a blockage correction suggested by Sarlak et al. (2016). The tip speed
ratio is fixed to λ = 6.0 during the entire experiment for both configurations.

2.2 Wind tunnel and measurement grid

The experiments are performed in the closed-loop wind tunnel at the Norwegian
University of Science and Technology (NTNU) in Trondheim, Norway. It has a cross-
section of 2.71 m (width) × 1.81 m (height) and measures 11.0 m in length. The inflow
is spatially uniform and features a turbulence intensity of TI = 0.23% for an inflow
velocity of U∞ = 10.0 m/s, which is chosen for all presented measurements.
The wake flow is measured at 18 streamwise measurement locations ranging from
x/D = 0.1 to x/D = 4.0 in the wake downstream of both rotor configurations as shown
in Figure 3. At each of those locations, a horizontal line at the turbine’s hub height is
measured from z/D = 0 to z/D = 0.85. A total of 76 measurement points is scanned
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Figure 2: Power coefficient CP (a) and thrust coefficient CT (b) of the non-wingletted
reference rotor (blue) and wingletted rotor (red).
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Table 1: Winglet design variables.

Parameters Value Reference
Span 10.76% Rotor span
Sweep 17.86◦ -
AoA -1.17◦ -
Radius 3.09% Rotor span
Root chord 58% Rotor tip chord
Tip chord 88% Winglet root chord

in lateral direction with a varying spatial resolution in the different regions of the wake.
In the region around the path of the tip vortex, from z/D = 0.45 to z/D = 0.75, a
very high spatial resolution of Δz=5 mm is scanned.

2.3 Flow measurement techniques

For the measurement of the wake flow, two Cobra probes of the type Series 100
manufactured by TFI (Turbulent Flow Instrumentation) are applied. A Cobra probe is
a four-hole pressure probe, which is able to resolve all three components of the velocity
vector. In the presented set of experiments, two Cobra probes are used simultaneously in
a parallel setup, significantly reducing the measurement time. Four individual pressure
transducers are installed inside the probe, which are pre-calibrated by the manufacturer.
Detailed information of the calibration process and the transformation from the
pressures to the velocities is provided by Shepherd (1981). A major experimental
challenge Cobra probe measurements is a perfectly horizontal installation of the
probes in the wind tunnel. This is achieved by an additional validation of the flow
velocities measured in the empty wind tunnel by a simultaneous measurement with
a two-component Laser-Doppler Anemometer (LDA) at the same location. Thus,
the inclination of the Cobra probes can be manually adjusted until both velocity
components feature the smallest deviations.
The probe is usually able to resolve high frequencies over 2000 Hz, making it possible to
also measure time-varying turbulent velocity components (Hooper and Musgrove, 1997).
In this experiment, over-sampling is applied to reach a time-resolution of 10000 Hz,
which is necessary to also extract phase-averaged turbulent quantities from the flow.
The over-sampled time series are adequately filtered for noise during the post-processing
of the data. The Cobra probe allows to synchronize the flow measurement with the rotor
position, which is employed for the measurement of phase-averaged data in the rotor
wake. Each measurement point was sampled for t = 40 s, which covers approximately
5000 full rotations of the rotor and therefore is considered to be sufficiently long for
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Figure 3: Top view of the experimental setup, reference coordinate system and mea-
surement grid in the wake behind the rotor. The single measurement locations in the
zoomed area are representative for all 18 line measurements in the wake.

the extraction of phase averaged data. Four voltage signals corresponding to pressures
are acquired from the Cobra probe, which then are evaluated by a MATLAB routine
resorting to the calibration tables provided by the manufacturer. Velocity time-series
of all three components are obtained after calibration, which are then used to calculate
time-averaged velocity components, flow angles and the turbulent normal and shear
stress components.
For the calculation of the phase-averaged quantities in the wake, one full rotor revolution
is divided in 120 sectors, each of which covers a sector size of 3◦. This sector size was
previously successfully applied by Eriksen and Krogstad (2017) for a phase-averaged
evaluation of the tip vortices behind another rotor of the same diameter.
The Cobra probe is able to measure flow angles up to θ = 45◦. Therefore, all
measurement samples, in which one of the flow angles is θ > 45◦ are excluded from
the analysis. The percentages of dismissed data points at the different downstream
measurement locations in the wake are listed for both rotor configurations in Table 2.
Flow angles θ > 45◦ are specifically observed in the very near wake up to x/D = 1.0 in
the tip vortex region, with a significantly higher percentage for phase-averaged data.
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Table 2: Percentages of dismissed data samples due to flow angles θ > 45◦ for all
downstream measurement locations x/D = 0.1 - 4.0. Four cases are distinguished:
time-average vs. phase-averaged flow measurements, as well as the non wingletted
reference case (no WL) and the wingletted rotor configuration (WL).

Dist. time-averaged phase-averaged Dist. time-averaged phase-averaged
x/D no WL WL no WL WL x/D no WL WL no WL WL
0.1 16% 24% 53% 52% 1.4 3% 5% 5% 8%
0.2 11% 26% 51% 54% 1.6 2% 3% 5% 6%
0.3 9% 17% 50% 30% 1.8 1% 3% 3% 6%
0.4 9% 15% 50% 61% 2.0 < 1% < 1% 2% 3%
0.5 10% 14% 25% 50% 2.3 < 1% < 1% 2% 2%
0.6 10% 15% 15% 43% 2.6 < 1% < 1% 2% 2%
0.8 8% 14% 15% 37% 3.0 < 1% < 1% 1% 2%
1.0 7% 14% 8% 40% 3.5 < 1% < 1% 3% 1%
1.2 6% 8% 10% 23% 4.0 < 1% < 1% 3% 4%

2.4 Measurement uncertainty

The measurement uncertainty of the mean velocity components is obtained for every
measurement point by the means of a combination of precision error and systematic
error as proposed by Wheeler and Ganji (2004). For this purpose, a systematic error
for the Cobra probe of ±1.9% (1.2% calibration plus 1.5% pressure measurement) is
taken into account (Shepherd, 1981). The maximum total error in the mean streamwise
flow component was obtained at x/D = 0.1, amounting 4.5% of the absolute velocity
values. Further downstream, the total error was found to be between 1% and 2%,
with slightly higher values in the tip vortex region. The uncertainty in the turbulent
quantities measured in the wake is calculated according to the procedures proposed by
Benedict and Gould (1996). The uncertainties in the turbulent stresses are found to
be higher than the mean flow components, typically ranging between 5% and 8%.

3 Results

3.1 Mean streamwise velocity

The near wake behind the model wind turbine is scanned in the xz-plane, acquiring all
three components of the velocity vector. The time-averaged mean streamwise velocity
field in the wake Ux/U∞ behind the two rotors is compared in Figure 4 (a) and (b).
The red lines in both plots mark the wake boundaries defined as locations, where
Ux = U∞ = 10 m/s. Dashed vertical lines indicate the downstream measurement
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locations, while all other values are interpolated. The wake velocity deficit is assessed
to have a very similar magnitude for both configurations. The lateral wake extension,
however, is seen to be slightly wider for the wingletted configuration. This is illustrated
in Figure 4 (c), showing the mean velocity difference of (a)-(b). The red area behind the
rotor tip indicates higher velocities for the reference configuration in this area. This is
mainly due to a generally wider wake behind the wingletted rotor. For the downstream
distances x/D = 2.0 - 3.0, however, an additional red area is detected further inside.
This is due to a local enlargement of the shear layer for the wingletted configuration in
this region, as will be explained in more detail in the following sections. Furthermore,
a slight increase in mean velocity is observed for the wingletted configuration in the
light blue area at the downstream distances x/D = 3.5 and 4.0 and spanwise positions
z/D = 0.5 - 0.6. The difference in lateral wake extension is additionally analyzed by
the means of a flow visualization around the tip regions as shown in Figure 5. For this
purpose, smoke is injected into the flow upstream of the blade tip, which is illuminated
by a stroboscopic light synchronized with the turbine RPM, visualizing the formation of
the tip vortices downstream of the rotor for both tip configurations. It can be observed
that the winglet in Figure 5 (b) is slightly bent outwards due to the centrifugal forces
acting on it. The vortex formation is therefore assumed to take place at a location
slightly further outside, explaining the wider wake for the wingletted configuration.
Apart from this slight spanwise dislocation of the vortex formation, the street of tip
vortices shead in both tip configurations seem very similar in the visualized near wake
up to x/D = 1.3. This observation is supported by an analysis of the available power
of an imaginary downstream rotor. By integrating the velocity profiles at the different
downstream distances x/D over an circular cross-section of r = 0.5D, significantly less
power is available for the wingletted configuration for x/D = 0.5 - 3.5 as shown in
Figure 6. This corresponds well with the higher energy extraction of the wingletted
rotor as previously shown in Figure 2. At a downstream distance of x/D = 4.0, however,
the available power in the wake of the wingletted rotor is measured to surpass the
kinetic power contained in the wake of the reference rotor. For a better understanding
of these effects, the total kinetic energy contained in the shed tip vortices is analyzed
in more detail.

3.2 Total kinetic energy

The total kinetic energy is the sum of the energy contained in the periodic motions of
tip vortices and the random turbulent fluctuations ktotal = 1

2 (ũiũi+uiui). The contours
of the total kinetic energy in the wake flow are compared for both tip configurations in
Figure 7.
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Figure 4: Normalized streamwise velocity (a) rotor without winglets, (b) rotor with
winglets and (c) difference between the two rotor concepts (rotor with winglets - rotor
without winglets).

The total kinetic energy is assessed to be strongest in a small region behind the
blade tips in both cases. Directly downstream of the rotor, the tip vortices have not
yet interacted and therefore form a path of concentrated kinetic energy up to about
x/D = 2.0 in both cases. Further peaks in total kinetic energy are observed behind
the blade roots and in the wake of the turbine nacelle. The kinetic energy in these
relatively small regions is, however, seen to quickly decay and the energy levels are
small compared to the tip vortex shear layers in the outer part of the wake.
The initial width of the tip vortex paths is measured to be similar for both tip
configurations, expanding over Δz/D ≈ 0.06 corresponding to an approximated vortex
diameter of about d ≈ 0.05 m. The white lines in Figure 7 (a) and (b) indicate
locations, at which the mean streamwise velocity is equal to the incoming reference
velocity U∞ = 10.0 m/s. For both tip configurations, these locations correspond well
with the tip vortex paths. The tip vortex trajectories create a shear layer between the
freestream and the wake flow.
At a downstream distance between x/D = 2.0 - 3.0 some deviations are detected
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Figure 5: Tip vortex (a) rotor without winglets and (b) rotor with winglets.

in the width of the shear layer between the two cases. The shear layer is seen to
be significantly broader for the wingletted configuration as depicted in Figure 7 (b).
The peak levels of total kinetic energy between x/D = 0.3 - 2.0 are assessed to be of
comparable magnitude for both cases. A slightly higher total kinetic energy measured
for the wingletted configuration indicates an insignificantly stronger tip vortex in this
case. As previously observed in the evaluation of the mean streamwise velocity, the
wake seems to be slightly broader for the wingletted case, which is confirmed by a
slight lateral offset in z-direction of the kinetic energy peaks.
At the downstream distances x/D = 2.3 and 2.6, however, the total kinetic energy peak
shape significantly deviates. While the total kinetic energy seems to be concentrated in
a smooth Gaussian peak for the non-wingletted reference case, a significantly broader
double peak develops for the wingletted configuration at these two downstream distances.
The peak levels are seen to be smaller for the winglet case, while the energy seems to be
distributed in a broader peak. At even higher downstream distances x/D = 3.0 - 4.0,
the two peaks melt into a single peak again, showing a very similar distribution as
measured for the reference case again. The levels of total kinetic energy, are measured
to be comparable for the both configurations at these higher downstream distances.
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For a better understanding of the underlying mechanisms, the streamwise develop-
ment of the three normal stresses uxux, uyuy and uzuz is further analyzed in Figure
8. Note that the scale changes between the single measurement stations. Directly
behind the rotor at x/D = 0.6, the normal stresses are concentrated to a narrow region
around z/D = 0.50 and z/D = 0.55 for the wingletted configuration, respectively.
Up to a downstream distance of about x/D = 1.0, the vertical normal stress uyuy is
dominant, featuring about twice the magnitude of the streamwise stress uxux. For both
tip configurations, the spanwise normal stress uzuz initially has the lowest magnitude,
reaching a similar magnitude as the streamwise stress at x/D = 1.0. The bimodal
peak in the streamwise stress uxux is assessed to merge into a single peak at about
x/D = 1.6 for both configurations, while its magnitude is gradually adjusting to that
of uyuy.
As observed in the analysis of the total kinetic energy already, significant deviations
between the two rotor tip configurations are taking place around x/D = 2.3 - 2.6. While
the peaks of the reference configuration approximately keep their width compared to
x/D = 2.0, the all three peaks of the wingletted configuration become significantly
broader at x/D = 2.3. A bimodal peak for the vertical and spanwise normal stresses
uyuy and uzuz is found, while the streamwise stress uxux continues to feature one
distinct peak only. The bimodal peak shape is due to the two tip vortices interacting
in this region, as an analysis of the phase-averaged quantities in the next chapter
will reveal. At the same time, the vortex centers are slightly displaced in spanwise
direction. The bimodal peak is then merging into a single peak at x/D = 3.0 - 4.0 again,
while the peaks for all three components are seen to be broader than for the reference
configuration. In this region the vortices begin to break up into turbulence as will be
explained in the next chapter. In the wake behind non-wingletted reference rotor, no
mutual interaction of the tip vortices is detected in the region between x/D = 2.3 - 2.6,
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Figure 6: Available power for an imaginary downstream rotor in the wake in percent of
total available energy.
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Figure 7: Total kinetic energy (a) rotor without winglets and (b) rotor with winglets.

while the kinetic energy is gradually transferred from the vertical stress uyuy to the
streamwise uxux and spanwise stresses uzuz.
For both rotor configurations, the vertical stresses uyuy dominate the tip region of
the wake up until x/D = 2.6. At x/D = 3.0 already, the streamwise stresses uxux

contain just as much energy as the vertical ones. At x/D = 4.0 the streamwise and
spanwise stresses uxux and uzuz are very similar, while the earlier dominating vertical
stresses contain less energy. From x/D = 4.0 the shear layer seems to be dominated
by diffusive mechanisms for both blade tip configurations. The total kinetic energy is
not observed to be isotropically distributed at any downstream location in the wake.

Similarly, increased shear stresses are found in the shear layer generated by the path
of the tip vortices (Figure 9). These shear stresses uiuj play a dominant role in the
production of the turbulent kinetic energy as they are directly coupled to the production
terms (∂ui/∂xj + ∂uj/∂xi) of the Reynolds averaged Navier Stokes equations.
In the near wake up to x/D = 1.6 the uxuz term is the dominating shear stress in the
shear layer for both rotor tip configurations. The same spanwise displacement as for
the normal stresses is assessed for the wingletted configuration. The first significant
differences between the two configurations can be detected at x/D = 2.0. Both uxuy

and uxuz have a purely positive contribution for the wingletted case, while both shear
stresses feature a change of sign from negative to positive around the vortex core for
the straight wing tip configuration. The interaction of two tip vortices behind the
winglet blade tip is again detected in a bimodal peak of the uxuy term at x/D = 2.3,
which then transforms into a bimodal negative peak of the uxuz term at x/D = 2.6.
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Figure 8: Horizontal profiles of the normal stresses uiui/U2
∞ at selected downstream

distances x/D for a non-wingletted and wingletted configuration. Note that the scale
of the normal stress range changes.

The vortex interaction behind the wingletted rotor seems to be completed at x/D = 3.0,
while the strong vortex cores behind the straight wing tip simply seem to have decayed
at this downstream distance. In both cases, the shear layer is now dominated by the
uxuy stress, while the other shear stresses are seen to flatten out. The shear layers are
observed to broaden out at x/D = 4.0 as previously seen for the normal stresses.

3.3 Phase-averaged kinetic energy

Up until now, we have discussed time-averaged quantities allowing to describe the
mean flow conditions. As the sampling of the wake flow was synchronized with the
rotor position, conditional averaging allows us to assign the measured values to a rotor
phase. Thus, we can identify the turbulent kinetic energy and vorticity contained in
the individual vortical structures at the different downstream locations for both rotor
configurations.
At first, the phase-averaged turbulent kinetic energy in the wake behind the two rotor
configurations is compared in Figure 10 for x/D = 1.0 - 2.3 and Figure 11 for x/D = 2.6 -
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4.0, respectively. In case of the non-wingletted reference configuration, as depicted in
the upper row, the vortex cores are gradually moving outwards to higher z/D with
increasing downstream distance x/D. A similar trend is observed for the wingletted
configuration depicted in the lower rows of Figures 10 and 11. At about x/D = 1.6, the
vortices behind the wingletted rotor are assessed to grow significantly stronger than the
vortices behind the non-wingletted reference rotor. Between x/D = 2.0 and x/D = 2.3
the two tip vortices start interacting behind the wingletted rotor configuration, while
no interaction is seen for the vortices behind the non-wingletted rotor. At x/D = 2.6
the one of the two vortex cores behind the wingletted configuration is seen to transport
significantly less turbulent kinetic energy than the other vortex core. The weaker vortex
is deflected inwards and wrapped around the stronger vortex core. At x/D = 3.0, no
explicit vortex cores can be detected anymore, while the turbulent kinetic energy is
more evenly distributed over the whole range of rotor positions. In contrast to that,
the vortex cores behind the non-wingletted reference rotor are not seen to significantly
interact for the measured range of downstream distances up to x/D = 4.0. In the
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Figure 10: Phase-averaged turbulent kinetic energy kturb/U2
∞ at (a) x/D = 1.0, (b)

x/D = 1.6, (c) x/D = 2.0 and (d) x/D = 2.3 for all rotor positions 0◦ − 360◦. Upper
row: No-winglet reference case. Lower row: Winglet case.

interesting part of downstream range between x/D = 2.0 and x/D = 3.0 the vortex
cores are seen to stably keep their position, while the transported turbulent kinetic
energy is gradually decaying without any detectable vortex interaction. At x/D = 4.0,
the turbulent kinetic energy is evenly distributed for both rotor tip configurations.
In both cases, the energy contained in the periodic motions has at this point almost
completely transferred to fully developed turbulent motions.

3.4 Phase-averaged vorticity

The interaction of the tip vortices behind the different rotor configurations is further
investigated by an analysis of the phase-averaged out-of-plane vorticity component
〈ωy〉 = 〈∂ux/∂z − ∂uz/∂x〉. Since the vortices are travelling downstream in the shear
layer, the streamwise convective velocity Uconv has to be subtracted to calculated the
local vorticity. Thus, the time derivatives can be transformed to spatial derivatives
using Taylor’s frozen equilibrium approximation Δx ≈ UconvΔτ . Therein, Uconv is
approximated from the local mean velocity at the inner border of the shear layer.
The results of the phase-averaged vorticity 〈ωy〉 approximations downstream of the
two rotor configurations are compared in Figure 12 for x/D = 1.0 - 2.3 and Figure 13
for x/D = 2.6 - 4.0, respectively. The blue arrows indicated the approximated velocity
vectors in the xz-plane, while the colour scale visualizes the strength of the out-of-plane
vorticity. Note that the colour scale changes from Figure 12 to Figure 13.
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Figure 11: Phase-averaged turbulent kinetic energy kturb/U2
∞ at (a) x/D = 2.6, (b)

x/D = 3.0, (c) x/D = 3.5 and (d) x/D = 4.0 for all rotor positions 0◦ − 360◦. Upper
row: No-winglet reference case. Lower row: Winglet case.

Apart from the previously discussed lateral offset of the tip vortices in the wingletted
case, the development of the vorticity 〈ωy〉 up to x/D = 1.0 is observed to be very
similar for both rotor configurations. However, it has to be kept in mind that a
significant portion of the data in the wake up to x/D = 1.0 has been filtered out due
to flow angles θ > 45◦. From x/D = 1.6 and further downstream, the acquired data
are almost complete and deemed to give a very reliable vorticity approximation. A
significant difference in the vorticity between the two configurations is detected at
x/D = 2.0. The vortices behind the wingletted rotor are seen to be diagonally spread
along x = z, while the vortices behind the reference rotor still feature a circular shape
with higher core vorticity levels. At x/D = 2.3 only one defined vortex core is detected
for the wingletted configuration. The second vortex is seen to strongly interact with
the first vortex at x/D = 2.6, riding on top of each other before finally merging into
a single structure at x/D = 3.0. In contrast to that, evenly spaced vortex cores are
still detected for the reference configuration at x/D = 2.6 and 3.0. A slight interaction
of two significantly weaker and more spread out vortices is suspected to happen at
x/D = 3.5 for the reference configuration, while the largest portion of the vorticity
has already decayed. At x/D = 4.0 the phase-averaged vorticity 〈ωy〉 is assessed to be
evenly distributed over the entire range of rotor positions for both investigated blade
tip configurations, indicating a complete merging of the tip vortices in the shear layer.
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Figure 12: Normalized phase-averaged out-of-plane vorticity 〈ωy〉D/U∞ at (a)
x/D = 1.0, (b) x/D = 1.6, (c) x/D = 2.0 and (d) x/D = 2.3 for all rotor positions
0◦ − 360◦. Upper row: No-winglet reference case. Lower row: Winglet case.

4 Discussion

The results of the study revealed a number of significant differences in the vorticity
and transport of turbulent kinetic energy in the wake for the two different blade tip
configurations. A previous investigation on the same rotor configurations by Hansen
and Mühle (2018) disclosed significant differences of the flow in the tip region on the
blade’s suction side. In this region, the winglet forced the flow to be more parallel in
chordwise direction on the suction side of the blade, reducing the amount of spanwise
flow as observed for the non-wingletted reference case. Thus, the induced drag could
be reduced by the winglets, leading to an increased power extraction and a higher
thrust coefficient of the wingletted rotor at the same tip speed ratio.
The measurement of the wake flow was assessed to be restricted due to very high
flow angles in the tip vortex region up to a downstream distance of about x/D = 1.0.
As the cobra probe’s operating range is limited to flow angles up to θ ≤ 45◦, this
resulted in a considerable reduction of the evaluated data in the tip vortex region up
to x/D = 1.0. The reduced data might not depict the real vortices as the high flow
angles are not resolved. For downstream distances x/D > 1.0, however, the major part
of the acquired data is deemed to be reliable.
The time-averaged mean streamwise flow was generally seen to be very similar for both
blade tip configurations, with the only significant difference being a wider initial wake
extension after the wingletted rotor. This finding agrees well with observations by
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Figure 13: Normalized phase-averaged out-of-plane vorticity 〈ωy〉D/U∞ at (a)
x/D = 2.6, (b) x/D = 3.0, (c) x/D = 3.5 and (d) x/D = 4.0 for all rotor positions
0◦ − 360◦. Upper row: No-winglet reference case. Lower row: Winglet case.

Ostovan et al. (2017), who also measured a wider wake extension and thicker mixing
layer behind a three-bladed wingletted rotor. A closer look into the turbulent quantities
in the wake revealed significant differences between the two investigated configurations.
An evaluation of the normal and shear stresses showed a strong deviation between
the two blade tip configurations of these quantities for the downstream distances
x/D = 2.3 - 2.6. A detailed investigation of the phase-averaged turbulent kinetic
energy kturb/U2

∞ as well as the out-of-plane vorticity 〈ωy〉D/U∞ indicated a strong
interaction of the tip vortices behind the wingletted rotor tip configuration and, as a
consequence, a shear layer enlargement within this downstream range. Simultaneously,
the tip vortices measured behind the non-wingletted reference configuration stably kept
their position without interacting. An interaction of the significantly weaker vortices
was suspected around x/D = 3.5 for the straight cut wingtip. At x/D = 4.0, the
turbulent kinetic energy and vorticity distributions were observed to be very similar for
both configurations again. At this downstream distance, the tip vortices have almost
completely broken up into purely turbulent motions for both rotor configurations,
indicated by an evenly spread vorticity over the entire measurement window.
The peak levels of the time-averaged total kinetic energy measured in the wake behind
both rotors are compared in Figure 14 for all downstream distances x/D = 1.0 - 4-0.
The peak levels are assessed to be higher for the winglet case for all downstream
distances up to x/D = 2.0, due to a stronger loading of the wingletted rotor in the
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tip region. At x/D = 2.3 and 2.6, the kinetic energy peak levels behind the winglet
tips are lower, as the vortical structures were observed to interact in this downstream
region. From about x/D = 3.0 the levels of peak kinetic energy was assessed to be
very similar for both tip configurations, being more and more dominated by purely
turbulent motions.
The decay of the total kinetic energy is furthermore compared to two reference data
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Figure 14: Streamwise decay of time-averaged total kinetic energy levels ktotal,max/U2
∞

for the two blade tip configurations. Reference data measured behind a three-bladed
non-wingletted rotor by Eriksen and Krogstad (2017) and a two-bladed rotor by
Lignarolo et al. (2014).

sets measured downstream of two non-wingletted rotors by Eriksen and Krogstad
(2017) and Lignarolo et al. (2014) in Figure 14. It is observed, that the decay of the
time-averaged total kinetic energy in the two presented cases is generally comparable
to both reference data sets. A slightly higher initial ktotal,max at x/D = 1.0 measured
by Eriksen and Krogstad (2017) can be explained by an additional tip vortex shed off
their three-bladed rotor, which is operated at the same tip speed ratio λ = 6.0. The
peak total kinetic energy derived from PIV measurements by Lignarolo et al. (2014)
behind a two-bladed rotor operated at λ = 6.0 is also seen to decay similarly to our
data. Both reference rotors are designed with straight cut-off blade tips featuring a
comparable tip chord length as our rotor. Lignarolo’s two-bladed rotor has a tip chord
length of Lc,tip = 44 mm, while Eriksen and Krogstad’s rotor have three blades with a
tip chord length of Lc,tip = 26 mm. The main parameters defining the rotor tip design,
inflow conditions and downstream location of vortex interaction are compared in Table
3.
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Table 3: Comparison of rotor tip design, inflow parameters and location of vortex
interaction with reference studies by Eriksen and Krogstad (2017) and Lignarolo et al.
(2014).

Rotor No. of Tip Tip chord Rotor Inflow Vortex
diameter blades airfoil length CT TI interaction

[m] NB [mm] [-] [%] [x/D]
Mühle et al.
Reference 0.90 2 R-opt 39.7 0.87 0.23 ≈ 3.5
Mühle et al.
Winglets 0.90 2 W-opt 20.2 0.98 0.23 2.3-2.6
Eriksen and
Krogstad 0.90 3 S826 26 0.89 0.24 1.75-2.5
Lignarolo et al. 0.60 2 E387 44 0.88 0.50 1.5

A comparison of the streamwise development of the peak vorticity levels 〈ωy〉NBD/U∞
extracted from the stronger of the two vortex cores is presented in Figure 15. Herein,
NB denotes the number of blades on the rotor and D the rotor diameter.
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Figure 15: Comparison of the streamwise development of peak vorticity levels
〈ωy〉NBD/U∞ for the two blade tip configurations. Peak vorticity levels are extracted
from the vortex center of the stronger of the two vortices. Reference data of the three
individual vortices behind a three-bladed non-wingletted rotor by Eriksen and Krogstad
(2017) and the two individual vortices behind a two-bladed rotor by Lignarolo et al.
(2014).

The absolute value of the peak vorticity is assessed to be higher for the non-
wingletted reference configuration up to a downstream distance of approximately
x/D = 2.6, while very similar vorticity levels are measured for x/D = 2.6 - 4.0. This
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is in agreement with results from Ostovan et al. (2017), who measured larger, but
weaker vortices in the very near wake behind a wingletted blade tip. The lower absolute
vorticity levels measured at x/D = 2.0 - 2.6 behind the winglet rotor, can be explained
by the mutual induction of the two tip vortices observed in this downstream region.
The reference data set by Eriksen and Krogstad (2017) marked with the green dots in
Figure 15 initially shows significantly higher absolute vorticity levels extracted from the
three individual vortex cores. The three vortices were seen to interact in a downstream
region between x/D = 1.75 - 2.5, which is significantly further upstream than for both
configuration of the two-bladed rotor used in this study. As the tip speed ratio of
λ = 6.0, thrust coefficient CT = 0.89 and the inflow turbulence level TI = 0.23% are
similar in both studies, the obvious differences in the number of blades NB is deemed
to be the main reason for the different vortex strengths and interaction locations. As
three vortices are shed in Eriksen and Krogstad’s experiment instead of two in the
present study over a very similar convective length, the spacing between the individual
vortices is about 1.5 time tighter behind the three-bladed rotor, leading to an earlier
vortex interaction. Considerably higher initial absolute vorticity levels have also been
extracted from the vortex cores in the PIV experiment by Lignarolo et al. (2014) as
indicated by the orange dots in Figure 15. As in the present study, Lignarolo et al.
(2014) used a two-bladed rotor operated at a similar thrust coefficient CT = 0.88 and
tip speed ratio λ = 6.0. At this tip speed ratio, the maximum vortex interaction was
already detected at x/D = 1.5. Their straight cut blade tips with a chord length of
Lc,tip = 44 mm were only insignificantly longer than for the rotor used in the present
study (Lc,tip = 39.7 mm). The main reason for a much earlier tip vortex interaction
in Lignarolo’s experiment is therefore deemed to be the increased level in inflow tur-
bulence intensity TIInflow,Delft = 0.50% compared to TIInflow,T rondheim = 0.23%
in the present experiment. The higher inflow turbulence is deemed to trigger an in-
stability earlier, which causes the tip vortices to interact at a lower downstream distance.

5 Conclusions

An experimental study on the effect of winglets on the vortex interaction in the wake
of a model wind turbine was presented. The mean streamwise velocity in the wake up
to x/D = 4 was found not to be significantly affected by the presence of the winglets,
suggesting a minor effect of blade tip extensions on the combined efficiency of a wind
farm. The downstream-facing winglets created a slightly wider wake compared to a
non-wingletted reference rotor with otherwise similar mean velocity. An investigation
of the total kinetic energy, comprising the energy of a coherent and a turbulent motion,

122



Influence of winglets on wind turbine wake

revealed slightly higher initial energy peaks in the tip region, when winglets were
attached to the rotor tips. For a downstream range between x/D ≈ 2.0 - 3.0 the shear
layer behind the tip region was observed to be significantly broader for the wingletted
configuration, indicated by bimodal peaks in two of the normal stresses at x/D = 2.3
and 2.6. An analysis of phase-averaged out-of-plane vorticity component indicated
an instability in this downstream region, causing the tip vortices to interact before
breaking around x/D = 3.0. In contrast to that, no interaction of the tip vortices
behind the straight-cut reference tips were detected before x/D = 3.5, where the two
significantly weaker tip vortices started to merge. A discussion of these results with
existing studies on vortex interactions in a wind turbine wake disclosed the sensitivity
of tip vortex stability to a number of different parameters. While this study emphasized
the effect of modifications in the blade tip geometry, also the number of blades, tip
speed ratio, rotor loading and turbulence characteristics in the inflow were seen to
govern the tip vortex interaction behaviour in the wake.
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Abstract. A winglet optimisation method is developed, and tested for a model-
scale wind turbine. The best performing winglet shape is obtained by constructing
a Kriging surrogate model which is refined using an infill criterion based on
expected improvement. The turbine performance is simulated by solving the
incompressible Navier-Stokes equations and the turbulent flow is predicted using
the Spalart Allmaras turbulence model. To validate the simulated performance,
experiments are performed in the NTNU wind tunnel. According to the simu-
lations, the optimised winglet increases the turbine power and thrust by 7.8%
and 6.3%. The wind tunnel experiments show that the turbine power and thrust
increases by 8.9% and 7.4%. When introducing more turbulence in the wind
tunnel to reduce laminar separation, the turbine power and thrust due to the
winglet increases by 10.3% and 14.9%.

1 Introduction

To improve the performance, most modern transport and glider aircraft are built
with winglets. When correctly designed, winglets create a flow-field that reduces
the amount of span-wise flow in the tip region of the wing, and increases the wing’s
efficiency without increasing the span. For modern transport aircraft, winglets are
known to reduce the block fuel consumption by 4-5%, and also moderate the noise
levels at take-off (Freitag and Schulze, 2009). On span regulated gliders, the increase
in performance due to winglets often surpasses the percentage score difference between
the top 6 positions in a cross-country competition (Maughmer, 2003). Since the wind
industry traditionally has been less concerned with span limitations, wind turbines do
not normally use winglets. However, if future turbines are to be located in urban areas,
or to reduce the size of floating structures, rotor span might become an important
factor. This is recognised by the research community where winglets for wind turbines
are given more attention. Since the flow in the tip region of the rotor blades is linked
to the wake, winglets are often designed numerically using vortex lattice methods
(VLM) with free wake, or with free-wake lifting line algorithms (FWLL). In Maniaci

127



Paper IV

and Maughmer (2012) a winglet for a model-scale turbine is designed using a free-wake
VLM code by varying the winglet shape using parameter studies. VLM calculations
predict an increase in turbine power of more than 10%, and when the winglet is tested
experimentally the test results showed a peak gain of 9.1%, however, this only occurs in
a narrow range of conditions. In a wider applicable range, the best increase in power is
about 4%. A winglet for a MW-class wind turbine is designed in Gaunaa and Johansen
(2007) by optimising the circulation on the rotor using a FWLL method and a gradient
algorithm. According to the FWLL calculations, the winglet increases the turbine
power by 2.5%. When the winglet is analysed using the more realistic Computational
Fluid Dynamics (CFD) code EllipSys3D, the increase in turbine power is reduced to
1.7%. The studies show that functional winglets for wind turbines can be designed
using computational inexpensive numerical tools and simple design methods. However,
in order to study the possible benefits of using winglets on wind turbines in more detail,
numerical tools that predict the flow physics better and optimisation techniques that
search for the global best solution should be used to design the winglet.
In this work, a winglet optimisation method for wind turbine application is developed.

The tool is tested for a model-scale wind turbine. The best performing winglet shape
is found by constructing a Kriging surrogate model, which is refined using an infill
criterion based on expected improvement. The turbine performance is simulated by
solving the incompressible Reynolds-Averaged-Navier-Stokes (RANS) equations. For
the winglet optimisation, the turbulent flow is predicted using the Spalart Allmaras
turbulence model, while an Elliptic Blending Reynolds-Stress model is used to analyse
the design. To validate the simulated rotor performance, experiments are performed
in the NTNU wind tunnel. The main purpose for the work is to develop a tool that
automatically designs the best possible winglet shape when solving the computational
expensive RANS equations. The work is also performed to design a test turbine for
future winglet studies, and to investigate the performance and limitations of the Kriging
surrogate model. To develop the wind tunnel test turbine, a new model-scale rotor
geometry and new airfoils for the rotor blade and winglet are created.

2 Method

In the following, the approach used to develop the winglet optimisation tool is explained.
First, the methods used to design the model-scale rotor blade and airfoils are given.
Then, the surrogate model is introduced and the reasons for applying a Kriging model
in combination with the expected improvement infill criterion are discussed. Finally,
the CFD simulations and wind tunnel experiments are presented. In Figure 1, the
optimisation method is illustrated. As can be seen, the best performing winglet
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shape is found by constructing and refining a Kriging surrogate model in a two stage
approach. To create the initial samples, a Design of Experiment (DoE) is created
using a Latin Hypercube (LHC) sampling plan. The infill points that maximise the
expected improvement are obtained by optimising the Kriging model using a hybrid
genetic-gradient algorithm.

Figure 1: Winglet optimisation loop.

2.1 Rotor blade design

The rotor blade is designed by computing the chord and twist distributions according to
Blade Element Momentum (BEM) theory. In this classical model the rotor blade with
the best aerodynamic efficiency is obtained by optimising the rotor’s axial induction
factor at different stream tubes according to

16 a3 − 24 a2 + a(9− 3x2)− 1 + x2 = 0 . (1)

Here, a is the axial induction and x = ωr/U∞ is the local rotational speed at a radius r,
non-dimensionalised with respect to the wind speed, U∞. The corresponding tangential
induction factor is given by

a′ = 1− 3a
4a − 1 , (2)

and the optimal local flow angle is found from

tan(φ) = (1− a)
(1 + a′)x . (3)

The twist distribution on the rotor blade is computed using

θ = φ − αopt , (4)
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where, αopt is the airfoil angle of attack for best lift-to-drag ratio. The span-wise chord
distribution is calculated according to

c = 8π a x sin2(θ)R
(1− a)BCnλ

, (5)

where, R is the radius of the rotor, B is the number of blades, and λ is the tip speed
ratio (TSR),

λ = ωR

U∞
. (6)

The normal force coefficient is given by

Cn = Cl,opt cos(θ) + Cd,opt sin(θ) , (7)

and is calculated using the lift and drag coefficients for the airfoil operating at its best
lift-to-drag ratio (Hansen, 2008).
Due to the model-scale flow condition on the winglet and the size of the wind

tunnel, both the Reynolds number at the rotor tip and the blockage in the wind tunnel
are important. The Reynolds number is given by

Re = λU∞c

ν
, (8)

where ν is the kinematic viscosity of air. At low Reynolds numbers it is well known
that the dominating viscous forces limit the aerodynamic performance. By increasing
the rotor radius, the Reynolds number is increased, however, so is the blockage in
the wind tunnel. In an effort to balance these two conflicting physical properties, a
2-bladed rotor with a radius R = 0.45 m and a design TSR of 5 is chosen. This rotor
favours the flow conditions on the rotor tip and has a wind tunnel blockage ratio of
about 13%. To check the performance of the 2-bladed rotor, the measured power and
thrust is compared to an existing 3-bladed NTNU model turbine with equal rotor
radius (Krogstad and Eriksen, 2013).

2.2 Airfoil design

To match the flow condition on the model-scale turbine and winglet, new airfoils are
created using an optimisation method developed in earlier work (Hansen, 2017). Here,
the Class-Shape-Transformation (CST) technique (Kulfan and Bussoletti, 2006) is
applied to parametrise the airfoil shape, and the aerodynamic performance is computed
using an adjusted version of the panel code XFOIL (Drela, 1989). Further, the
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derivative-free Covariance Matrix Adaptation Evolution Strategy (CMA-ES) algorithm
(Hansen, 2016) is employed to find the best performing airfoil shape. The optimisation
is performed by executing the XFOIL code for a range of angles of attack in each
objective function evaluation. To maximise the airfoil performance, the lift-to-drag
ratio for the simulated range of angles of attack is optimised. The optimisation problem
is defined as

maximise f(x) =
n∑

i=1

(
Cl

Cd

)
i

subject to bl,j ≤ x ≤ bu,j , j = 1, . . . , m

where, x is a vector with range j = 1, .., m containing the CST airfoil design variables,
n is the number of angles of attack where the performance is to be maximised, and
Cl and Cd are the corresponding lift and drag coefficients. To symmetrically balance
the shape of the lift-to-drag curve in the region of the optimum point, the computed
performance in the angle of attack range i = 1, ..., n is normalised with respect to the
maximum value. To ensure sufficient structural stiffness for the wind tunnel models,
the design space is limited using an upper and lower bound on each design variable,
bu,j and bl,j , where only airfoils with reasonable thickness in the trailing edge region
are considered. To enable manufacturing, the wind tunnel models need to have a
trailing edge thickness of 0.25%. To reduce pressure drag, the rotor and winglet airfoil
thickness is set to 14% and 12%, respectively. To increase the numerical stability in
XFOIL, the airfoils are optimised for a Reynolds number corresponding to a TSR of
5.5, which is slightly higher than the design TSR. The Ncrit value in XFOIL is used to
mimic the turbulence level on the airfoils (Drela and Youngren, 2014). For the rotor
airfoil, an Ncrit value of 6 is used, representing the turbulence level in the wind tunnel.
To further stabilise the numerical calculations at the lower Reynolds number for the
winglet airfoil, an Ncrit value of 4 is applied. In Table 1, the design criteria for the
airfoils are summarised.

Table 1: Airfoil design criteria.

Design criteria Rotor airfoil Winglet airfoil

Airfoil thickness 14% 12%
TE thickness 0.25% 0.25%
Reynolds number 1.5 · 105 0.8 · 105

Ncrit value 6 4
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The population size in CMA-ES is adjusted according to the number of CST design
variables, and an optimal solution is chosen to be found when the largest change in x

is smaller than 1 · 10−3. The thickness of the rotor airfoil is equal to the S826 airfoil
used on the 3-bladed NTNU model turbine, hence, the performance of the two airfoils
can be compared.

2.3 Winglet shape optimisation

The winglet shape is optimised by constructing and refining a Kriging surrogate model
using an infill criterion based on expected improvement. When using a surrogate,
the number of computational expensive CFD simulations is reduced by creating an
approximate model of the response when changing design variables. In Kriging,
this approximate model is constructed using a Gaussian stochastic process modelling
approach. This enables the calculation of an estimated error for the model’s uncertainty,
which is a key advantage since it allows the model to be refined by positioning infill
points at locations with high uncertainty (Forrester et al., 2008). To construct the
Kriging model, the MATLAB toolbox ooDACE, developed at Ghent University is
applied (Couckuyt et al., 2014). The winglet shape is parametrised using 6 degrees of
freedom and a normalised design space is created according to maximum and minimum
values. To construct the initial Kriging model, a Latin Hypercube (LHC) sampling
plan is created, and to avoid clustering and poorly sampled regions, the space-filling
ability of the LHC is maximised using a genetic optimisation algorithm mat (2015). In
Figure 2, the different design variables for the winglet are shown. In order to keep the
total rotor radius constant at R=0.45 m, the location where the winglet is mounted

Tip chord

Root chord

Sweep

AoA

Radius

Span

Figure 2: Winglet design variables.

to the rotor blade is adjusted according to the winglet radius. Hence, the rotor tip
chord varies slightly around the value 0.04 m. Twist between the root and tip airfoil
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on the winglet is not considered. In Table 2, the maximum and minimum values used
to normalise the design variables are given.

Table 2: Winglet design variables.

Design variables Min Max w.r.t

x1 - Span 5% 12.5% Rotor span
x2 - Sweep 0◦ 40◦ -
x3 - AoA −2◦ 12◦ -
x4 - Radius 2.75% 3.5% Rotor span
x5 - Root chord 35% 100% Rotor tip chord
x6 - Tip chord 50% 100% Winglet root chord

Since the Kriging model is only an approximation, the accuracy of the surrogate is
enhanced by performing more simulations in addition to the initial LHC samples. The
location of these infill points are computed using the expected improvement criterion
given by

E[I(x)] =

⎧⎨
⎩(fmin − f̂(x))Φ( fmin−f̂(x)

ŝ(x) ) + ŝ(x)φ( fmin−f̂(x)
ŝ(x) ), if ŝ > 0

0 if ŝ = 0
. (9)

where, Φ and φ are the cumulative distribution and probability density function,
respectively (Parr et al., 2010). Depending on the quality of the Kriging model, the
largest improvement might exist either at under-sampled regions or in areas with
improved solutions. The infill criterion thus explores and exploits the design space,
and the global optimum solution is obtained when the Kriging model no longer has
any expected improvement. In the expression, fmin and f̂ are the current best and the
predicted objective function values, respectively. The predicted mean square error is
denoted ŝ. To find the infill point with the largest expected improvement, the E[I(x)]
criterion is maximised using a hybrid genetic-gradient algorithm. The genetic algorithm
is given a population size of 200 and is allowed to evolve for 600 generations. At the
end of the evolutionary search, a gradient algorithm is executed to ensure that the
best local solution is found in the current global, best basin of attraction. The hybrid
algorithm is stopped, and an optimal solution is chosen to be found when the largest
change in x is smaller than 1 · 10−6.

The performance of the rotor blade is maximised by considering the winglet as a
single-point, unconstrained optimisation problem, and the power coefficient of the wind
turbine operating at its best TSR is used as objective function. The power coefficient
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is computed from

Cp =
P

1
2 ρU3∞A

, (10)

where, P is the power produced by the turbine, ρ is the density of air and A is the
swept area. Since the winglet increases the amount of lift on the rotor blades, the
thrust force is important. On coefficient form the thrust is given by

Ct =
T

1
2 ρU2∞A

, (11)

and in this work the increase in Ct due to the winglet is monitored. If the thrust is
included as a constraint, the optimisation method would allow the rotor performance
to be maximised within the specified limit. The ability to include constraints is an
important advantage, since the performance of more traditional design methods e.g.
parameter studies, or optimising the rotor circulation, will suffer when constraints are
added.

To investigate the performance of the Kriging surrogate model and the infill criterion,
a 2-dimensional Branin test function is first minimised. In order to obtain a response
with two local minima and one global minimum the Branin function is modified
according to Parr et al. (2010).

The rotor performance with winglets is also compared to a turbine where the rotor
radius is increased in order to produce the equivalent amount of power. The larger rotor
span is created by extrapolating the chord and twist, using the rotor Cp with winglet
as reference. The power production for the two designs are compared experimentally
and the measured wind tunnel data is corrected using ρ = 1.2 kg/m3.

2.4 CFD simulations and mesh

The performance of the wind turbine is simulated using the Navier-Stokes solver STAR-
CCM+ from Siemens (CCM, 2017). The turbine rotation is modelled using a moving
reference frame model and the air is considered incompressible. To reduce the number
of cells in the mesh, periodic boundary conditions are applied and only one rotor blade
is present in the model. In Figure 3, the CFD domain and boundary conditions are
shown. To ensure that the flow is free to expand, the inlet and far-field boundaries are
positioned 8xR from the turbine, while the outlet boundary is located 6xR behind the
turbine. To reduce the amount of unsteady flow, the hub is extruded the length of the
flow domain.
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Figure 3: CFD domain and boundary conditions.

For the winglet shape optimisation, the turbulent flow is predicted using the Spalart
Allmaras (SA) turbulence model. This is a one-equation, eddy viscosity turbulence
model developed for the aerospace industry to predict attached boundary layers and
flows with mild separation. The model solves a transport equation for the modified
diffusivity ν̃ to determine the turbulent viscosity, and a correction term is used to
account for effects of strong streamline curvature and rapid frame-rotation.
To check the SA simulations and to analyse the transitional boundary layer flows,

the rotor blade with the optimised winglet is simulated using an Elliptic Blending
Reynolds-Stress Model (EB-RSM). This is a low-Reynolds number model, which solves
the transport equations for each component of the Reynolds stress-tensor and, thus,
accounts for the anisotropy of turbulence. The model predicts the turbulent flow more
realistic than the SA turbulence model, but requires a more refined mesh and larger
computational resources. When applying the EB-RSM, convergence is assumed to be
reached when a drop in accuracy to the third decimal is obtained for the measured
power and thrust coefficients. For the SA simulations, convergence is determined when
a drop to the fourth decimal is reached.
To study the effects that the 13% blockage ratio in the NTNU wind tunnel has

on the wind turbine performance, additional SA simulations are performed. Here,
the distance to the far-field above the turbine is reduced to 2.78xR, a radius that
corresponds to the cross-sectional area in the test section.
The turbine and flow domain is discretised using a trimmed hexahedral mesh in a

Cartesian coordinate system. The mesh quality required to capture the flow on the
rotor blade and wake is determined by reducing the influencing mesh sizes until the
change in turbine power and thrust is less than 1 · 10−2. To reduce the computation
time, only the mesh in the near-wake, 1.5 m behind the rotor is refined. In Figure 4,
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the mesh used for the SA simulations is depicted. In the mesh, both the extruded hub
and the near-wake refinement region have a cell size of 12.5 mm.

Figure 4: Flow domain mesh.

In Figure 5, a close view of the volume and surface mesh on the rotor is shown.
The mesh used to capture the boundary layer flow is depicted in Figure 5a. Here, a
20 layer thick hyperbolic extruded prism layer is applied. The surface mesh depicted
in Figure 5b, uses a cell size of 0.6 mm for the rotor blade. In the optimisation study,
the winglet is meshed using a cell size of 0.5 mm. The final mesh without winglet has
5.5 million cells. With the winglet, the mesh size varies between 5.6 to 6.4 million cells
depending on the winglet shape.

(a) (b)

Figure 5: Tetrahedral volume and surface mesh.

A refined mesh is required for the EB-RSM simulations and 25 prism layers are
used to capture the boundary layer. The surface cell size on the rotor blade and winglet
is reduced to 0.5 mm and 0.25 mm, respectively. The wake and the extruded hub is
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discretised using a mesh size of 10 mm and the total mesh has about 20.4 million cells.
To resolve the flow in the boundary layer, the first cell-centroid from the wall of the
rotor blade and winglet are adjusted to obtain y+ values smaller than 1, both for the
SA and the EB-RSM simulations.

2.5 Wind tunnel experiments

Experiments are performed in the closed-return wind tunnel at the Department of
Energy and Process Engineering at NTNU. The wind tunnel has a test section 2.71 m
wide, 1.81 m high and 11 m long, where the turbine is positioned 4.3 m from the
inlet. A wind speed of U∞ = 10 m/s is chosen, and the turbulence intensity in the
wind tunnel is about 0.23% (Krogstad et al., 2015). The turbine torque and thrust are
measured for TSR ranging from 2 to 10 using a torque transducer and a force balance.
In Figure 6a, the wind turbine test model is shown in the wind tunnel. The rotor
blades are 3D printed in an acrylic formulation named Verogray RGD850 (Verogray).
Figure 6b shows the attachment used to mount the winglet and wing extension. In
previous work, the performance of the 3-bladed NTNU turbine created in acryl and
aluminium is compared (Mühle et al., 2016). The study discovered that the turbine
power and thrust for the 3D printed and aluminium rotor blades compare well up
to TSR 7.5. At higher TSR values, the thrust on the less stiff acrylic rotor is under
predicted due to twist in the tip region. The 2-bladed wind turbine manufactured in

(a) (b)

Figure 6: Wind turbine in the wind tunnel and winglet attachment.

this work is expected to have less twist, since the airfoil is designed with increased
thickness in the trailing edge region and the rotor has larger chords.
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3 Results

In the following, the results of the winglet optimisation are presented. First, the
shape and performance of the optimised airfoils and the model-scale wind turbine are
given. Then, the performance of the winglet optimisation method is investigated by
minimising the Branin function in 2-dimensions. Finally, the winglet shape is optimised
and the rotor blade performance is studied.

3.1 Airfoil performance

The design space for the airfoil optimisation is created using 6 CST design variables on
both suction and pressure side of the airfoil geometry. The optimisation is performed
for angles of attack ranging from 4◦ to 8◦ and a population size of 24 is used in the
evolutionary CMA-ES algorithm. In Figure 7, the optimised rotor airfoil (R-opt) and
the optimised winglet airfoil (W-opt) are shown. The R-opt airfoil is compared to the
S826 airfoil, which is used on the 3-bladed NTNU wind turbine, see Figure 7a. As
can be seen, the R-opt airfoil has increased thickness in the trailing edge region. The

(a) (b)

Figure 7: Optimised airfoils for the rotor (R-opt) and winglet (W-opt).

S826 airfoil is, however, originally designed as a tip airfoil for wind turbines with rotor
diameters between 20 and 40 meter, where the smaller thickness in the trailing edge
region is compensated by larger chords (Somers, 2005). In Figure 7b, the shape of the
W-opt and R-opt airfoil is compared. Interestingly, the smaller thickness and the lower
Reynolds number on W-opt is compensated mainly by reducing the thickness on the
suction side.
In Figure 8, the performance of R-opt, W-opt and the S826 airfoil is compared. In

Figure 8a, the lift coefficient at different angles of attack, α, is shown. As is seen, the
lift for the R-opt airfoil compares well to the S826, except in the region of the stall,
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where a less abrupt reduction in Cl is predicted for R-opt. At the lower Reynolds
number, the reduced thickness on the suction side of W-opt is seen to reduce the
lift compared to R-opt. In Figure 8b, the lift-to-drag coefficients for the airfoils are
compared. Here, the performance of the optimised R-opt airfoil outperforms the S826
at all angles of attack. The better performance of R-opt at this Reynolds number is
however expected, since the S826 airfoil is designed to operate at a Reynolds number
about 10 times higher (Somers, 2005). The best lift-to-drag ratio for the R-opt and
S826 airfoil is 78 and 76, respectively. At the lower Reynolds number, W-opt has better
performance than R-opt and the best lift-to-drag ratio is approximately 57 and 52,
respectively.

(a) (b)

Figure 8: Airfoil performance predicted using XFOIL.

3.2 Rotor blade performance

In Figure 9, the chord and twist distribution for the new 2-bladed rotor is compared to
the 3-bladed NTNU model turbine. The two rotor blades are created using the same
design method and the main differences are the airfoil shape and the number of blades.
In Figure 9a, the chord distributions are compared. As is seen, the 2-bladed rotor
has larger chords to match the solidity. In the root region, both rotors are modified
according to the experimental setup. In Figure 9b, the twist is shown. Here, the
difference in twist is due to the different angle of best performance for the R-opt and
the S826 airfoils.
In Figure 10, the measured performance for the two wind turbines is compared.

The experiments are performed for a wind velocity U∞ = 10 m/s and the power and
thrust are presented on coefficient form. In Figure 10a, the power coefficient for the
2-bladed rotor can be seen to outperform the 3-bladed rotor for TSR values above 4.5.
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(a) (b)

Figure 9: Chord and twist distribution.

According to theory, a 2-bladed wind turbine only has slightly reduced performance

(a) (b)

Figure 10: Measured power and thrust for 2- and 3-bladed turbine.

compared to a 3-bladed wind turbine when airfoil drag is not included (Manwell et al.,
2002). Hence, the better performance of the 2-bladed turbine is expected, since the
optimised R-opt airfoil has better performance than S826. In Figure 10b, the thrust
coefficient for the two turbines is shown. Here, the better performance for the 2-bladed
turbine does not increase the thrust. For TSR values smaller than λ = 7, the Ct values
on the 2-bladed turbine are about equal or slightly reduced compared to the 3-bladed
turbine. At larger TSR, a small increase in thrust coefficient is observed.
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3.3 CFD validation

In Figure 11, the SA simulated wind turbine performance without winglet is validated
to wind tunnel experiments. In Figure 11a the simulated power coefficients at free-flow
conditions can be seen to strongly underpredict the performance compared to the
measured wind tunnel data. It is evident that the 13% blockage has a large effect on
the power generated by the wind turbine. In the simulations where the distance to
the far-field above the turbine is reduced according to the size of the wind tunnel, the
predicted and the measured Cp values compare well. The increase in power for the wind
turbine occurs since the energy in the wind is not free to expand, but is constricted
by walls. At TSR below λ = 3.5, the simulated free-flow Cp can be seen to match the
measured data very well. This is because the rotor blades are operating mostly in
stall, and the free-stream wind is able to pass unaffected through the unloaded rotor
system. In Sarlak et al. (2016) it is found that to be free from blockge effects, the ratio
between the rotor and the size of the wind tunnel should be smaller than 5%. It is
also observed that while the rotor blade is designed using BEM for λ = 5, the free-flow
SA simulations predict the best performance at λ = 5.5. With wind tunnel walls,

(a) (b)

Figure 11: CFD simulations and measured wind tunnel data.

the TSR for best performance is shifted to approximately 6 in both the experimental
and simulated results. It is found in Sarlak et al. (2016) that even though a large
blockage ratio increases the wind turbine power, the change in flow on the rotor blades
is insignificant.
In Figure 11b, the simulated and the measured thrust coefficients for the wind turbine
are compared. Here, the free-flow simulations can be seen to predict lower thrust
compared to the experimental data at TSR values larger than 3.5. However, when the
size of the wind tunnel, and thus the blockage, is accounted for, the simulated thrust
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is overpredicted. This indicates that even lower Ct values should have been produced
by the Spalart Allmaras turbulence model in the free-flow simulations. For TSR values
below 3.5, the blockage effects are not present, and the simulated Ct values compare
very well to the measured wind tunnel data.

3.4 Winglet optimisation study

To investigate the performance of the Kriging surrogate model and the expected im-
provement infill criterion, the 2-dimensional Branin function is minimised. In Figure 12,
the Branin function and the Kriging surrogate are compared. Here, an LHC sampling
plan consisting of 20 data points (triangles) is used to construct the initial Kriging
model. To maximise the space-filling ability, the LHC is optimised using a genetic
algorithm with a population size of 20, evolved for 200 generations. To find the best
solution in the design space, the expected improvement criterion (circles) is maximised

x1

x 2

0 0.2 0.4 0.6 0.8 10
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Figure 12: Branin function (left), Kriging model (right).

using a hybrid genetic-gradient algorithm. In the depicted example, no expected im-
provements exist and the global optimum is obtained (x1=0.1216, x2= 0.8239) after 11
infill points. As is seen, the final Kriging model represents the true Branin function very
well. In the optimisation, both regions with high uncertainty (design space boundaries)
and regions with improved solutions (the local and global minima) are investigated
by the infill criterion. It is observed that by reducing the size of the LHC, the total
number of samples required to find the global optimum is also reduced. If the LHC is
increased on the other hand, the Kriging model gets saturated, and the global best
solution is often found on the first iteration. Since a large LHC increases the required
total number of data points, it is tempting to start the optimisation using a small LHC.
However, to avoid a perceptive initial Kriging model it is recommended in Forrester
et al. (2008) that approximately one-third of the total number of points should be in
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the sampling plan, and two-thirds determined by the infill points.
The design space for the winglet optimisation is parametrised using 6 design variables.
In Figure 13, three possible winglet shapes in the design space are shown. Here, winglet
a is given the minimum allowable values for span and sweep, while the chords are
maximised. Winglet b uses medium values for all design parameters, and winglet c is
created using maximum span and sweep, and minimum chords. The total number of

Figure 13: Examples of winglets in the design space.

winglet shapes investigated in the optimisation is determined according to the compu-
tational time required to reach a converged solution. The simulations are performed
for λ = 5.5 on a Dell power blade cluster running 36 CPUs in parallel, and a converged
solution is reached in about 3-4 hours. The simulation time limits the number of
winglets, hence, 100 shapes are investigated. Here, 30 winglets are simulated in the
LHC, while 70 shapes are determined by maximising E[I(x)].
In Figure 14, the percentage increase in power and thrust coefficient due to the winglet
shapes obtained in the optimisation study are presented. As can be seen, the initial
LHC simulation samples the design space well and winglets that both reduce and
improve the rotor performance are tested. The infill points continue to explore the
design space and as the Kriging model is refined, most winglet shapes improve the
turbine performance. At the end of the optimisation, expected improvement still exists
in the 6-dimensional, multi-modal solution space, i.e. the global optimum might not
have been obtained. Hence, more winglet shapes should be tested. Nevertheless, 8
shapes are found in the Kriging model, which increase the turbine performance by
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Figure 14: Winglet optimisation study.

more than 6%. The best solutions are winglet id 77 and 82, which increase the turbine
Cp by 8.28% and 7.80%, respectively. In Figure 14b, the corresponding increase in
Ct is shown. Here, the largest differences in thrust are seen in the LHC, while the
increase is less for the winglets investigated using the infill criterion. For winglet id 77
and 82 the increase in thrust is 6.36% and 6.33%, respectively. In Table 3, the five
best performing winglet (WL) shapes are listed. It can be seen that winglet id 77 has
the largest increase in power. However, this winglet also has the largest physical span,

Table 3: Best performing winglet shapes with increase in Cp and Ct.

WL id x1 x2 x3 x4 x5 x6 Cp Ct

64 0.6456 0.4299 0.1142 0.5025 0.4144 0.7446 7.30% 6.57%
66 0.6689 0.1289 0.0671 0.4991 0.4499 0.7552 7.49% 6.71%
77 0.8960 0.4508 0.0258 0.3973 0.3445 0.7772 8.28% 6.36%
82 0.7683 0.4465 0.0592 0.4381 0.3585 0.7629 7.80% 6.33%
96 0.6739 0.2510 0.0300 0.7918 0.4239 0.8426 7.52% 6.33%

x1 = 0.896. In order to validate the acrylic 3D printed winglet in the wind tunnel,
winglet id 82 is chosen to be the best solution. This winglet has slightly reduced Cp and
a smaller span, x1 = 0.7683. In Figure 15 the winglet is depicted and its un-normalised
design values are listed in Table 4.
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Figure 15: Winglet id 82.

Parameters Value w.r.t

Span 10.76% Rotor span

Sweep 17.86◦ -

AoA -1.17◦ -

Radius 3.09% Rotor span

Root chord 58% Rotor tip chord

Tip chord 88% Winglet root chord

Table 4: Winglet design parameters.

3.5 Winglet analysis

The performance of the rotor blade with the optimised winglet is investigated numer-
ically and experimentally for TSR values ranging from 2 to 10. In Figure 16, the
simulated vorticity at λ = 6, with the SA and the EB-RSM turbulence models is
depicted. As can be seen, the EB-RSM simulations provide a more detailed description
of the wake. In Figure 17, the simulated wind turbine performance with and without

Figure 16: SA wake (left), EB-RSM wake (right).

winglets is compared. The increase in power coefficient due to the winglet is shown
in Figure 17a. Here, the SA simulations predict a symmetrical increase in turbine Cp

around the design point at λ = 5.5 with the winglet. At TSR lower than 3.5 and for
TSR larger than 8.5, the simulated turbine performance is unaffected by the winglet.
Since the EB-RSM simulations increase the computational time by a factor of 10-15
compared to the SA simulations, only TSR values with steady flow are investigated.
As shown in the same figure, EB-RSM predicts a slightly better performance, both
with and without winglet, compared to the SA simulations. With the EB-RSM, the
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best winglet performance is predicted at λ = 6, where the winglet increases the turbine
Cp by 5.8%. In Figure 17b, the SA simulated thrust coefficients with winglet do not
increase at TSR values below λ = 3.5 compared to the turbine without winglets. At
values above, the difference in thrust coefficients steadily increases. In the EB-RSM
simulations the Ct values are slightly reduced, compared to the SA turbulence model
for λ = 5. At λ = 6, the EB-RSM predicts an increase in turbine Ct of 5.9% due to the
winglet. In Figure 18, the experimental results for the wind turbine with and without

(a) (b)

Figure 17: Simulated winglet performance.

winglet are shown. Here, it is found that the wind tunnel blockage effect changes the
flow on the winglet slightly. Based on additional CFD simulations and experimental
parameter studies, a modified winglet is created to compensate for the different flow.
This winglet has an increased angle of attack, α = 1.2◦. In Figure 18a, the turbine
power with and without winglet is shown. As can be seen, compared to the simulated
predictions the performance with winglet is worse. The best increase in power is 8.9%,
however, it occurs at λ = 7. The improvement is not symmetrical and at lower TSR
values, only a small increase in performance exists. In Figure 18b, the thrust force can
be seen to resemble the CFD simulations better, and at λ = 7 the winglet increases
the thrust by 7.4%.
The low increase in performance found in the experimental results can be explained
by laminar separation of the boundary layer on the model-scale winglet. In order to
reduce laminar separation, the turbulence intensity in the wind tunnel flow is increased
using a grid. With the grid, the turbulence intensity in the test section is about 5%
(Krogstad et al., 2015).
In Figure 19, the measured turbine power and thrust with the grid is compared to
the winglet and to the extended tip, where the rotor radius is increased by 3.64%.
In Figure 19a, the increased turbulence level can be seen to improve the winglet
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(a) (b)

Figure 18: Measured winglet performance.

performance. The best increase in power with the winglet is 10.3% at λ = 6.5. At TSR

(a) (b)

Figure 19: Measured winglet and extended tip performance, with grid.

values larger than about 9 however, the rotor with winglet produces less power than
the turbine without winglet. With the extended tip, the rotor power compares very
well to the winglet for TSR values below 6.5. At higher TSR values, the extended tip
has better performance. However, the larger rotor radius also increases the blockage
ratio in the wind tunnel and this could explain the better performance.
In Figure 19b, the thrust is compared. Here, the thrust for the turbine with winglets
and extended tip is seen to compare well for TSR values below 5. At higher values, the
thrust forces on the rotor with winglet grow faster than the rotor blade with extended
tip. This is unexpected, since the increased thrust is not measured in the experiments
without the grid. The increase in rotor thrust is investigated further using a high-speed
camera. It is found that for TSR values above 6 the acrylic winglet increasingly twists
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and bends, hence the performance is reduced.
To understand how the winglet increases the power production for the wind turbine,
the EB-RSM simulations are investigated in detail at λ = 6. In Figure 20, the flow on
the suction side of the rotor blades with and without winglet are compared. Here, the
flow is visualised using constrained streamlines of the relative velocity and turbulent
kinetic energy (TKE). The figures are created using a perspective projection mode
in order to show the flow on the winglet. As seen, the flow on the rotor blades is
similar, except locally at the tip, where the streamlines for the blade with winglet are
more parallel to the chord-wise direction. On the rotor blade without winglet, the flow
at the tip is skewed due to the pressure difference between the suction and pressure
side on the blade, and when the two flows meet at the tip a vortex is created. This

Figure 20: Rotor blade flow comparison, suction side.

phenomenon is known as induced drag, or drag due to lift, and increases the drag and
reduces the lift on the rotor blade. For the wind turbine studied in this work, the main
contribution to the reduced performance is found to be the loss in lift.
In the root region of the blades, in the same Figure 20, the flow is strongly affected by
the rotation and the streamlines follow the rotors in the span-wise direction. Further
out on the blades, the rotational velocity is higher and the flow is more parallel to
the chord-wise direction. Here, a laminar separation bubble is created at about half
chord. The start of the bubble is seen where the streamlines form a stagnation line in
the laminar region of the TKE. Transition to turbulence then occurs where turbulent
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kinetic energy is created, and the flow re-attaches as turbulent flow at a stagnation
line, which can be seen behind the transition point.
In Figure 21, the constrained streamlines and the turbulent kinetic energy on the
pressure side of a rotor blade with and without winglets is compared. Here, only
laminar flow is predicted by the EB-RSM. In the root region, the flow on the blades is
less affected by the rotation than on the suction side, and the main difference in flow
occurs at the tip. As is seen, the flow on the rotor without winglet is more skewed due
to the induced drag. In Figure 22, the pressure on the suction side of the rotor blade

Figure 21: Rotor blade flow comparison, pressure side.

with winglet, without winglet, and with the extended tip is shown. In the figure, the
pressure is scaled to better visualise the lift in the tip region. As can be seen, the rotor
blade with winglet has a larger and stronger region of negative pressure, compared
to the rotor without winglet. The improved lift is generated since the flow-field on
the winglet interacts with the flow-field on the rotor blade and reduces the amount
of span-wise flow in the tip region of the blade. The winglet thus shifts the pressure
difference from the rotor blade to the winglet, and the induced drag on the rotor is
reduced. The presence of the winglet introduces additional drag, however, the larger
lift on the rotor blade compensates the extra drag, and the power coefficient for the
wind turbine is increased. As is seen, induced drag now exists on the winglet, and the
lift generated in the tip region of the winglet is therefore reduced. Hence, if the design
space is expanded to include refinement of the winglet tip shape, it is believed that a

149



Paper IV

Figure 22: Rotor blade pressure comparison.

more efficient winglet could be optimised. Also for the rotor with extended tip, a larger
and stronger region of negative pressure is obtained. Here, the better lift is created by
shifting the local induced drag phenomena further out on the rotor blade, and thereby
expanding the region where lift is created. Since the new tip is an extension, also the
aspect ratio is increased slightly. The better performance is, thus, the combined result
of capturing more wind energy using a larger rotor radius and reducing the induced
drag by using smaller tip chords. As can be seen, a pressure difference at the tip of the
blade still exists. Hence, by applying a winglet also on the blade with extended tip, the
induced drag would be reduced and the rotor performance could be increased further.
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4 Conclusions

In this study, a winglet optimisation method is developed and tested for a model-
scale wind turbine. The best performing winglet shape is obtained by constructing
and refining a Kriging surrogate model using an infill criterion based on expected
improvement. The turbine performance is simulated by solving the incompressible
RANS equations and the turbulent flow is predicted using the Spalart Allmaras
turbulence model. The winglet is parametrised using 6 design variables, and 100 shapes
are tested in the optimisation. To validate the simulated results, experiments are
performed in the NTNU wind tunnel, using 3D printed test models.
It is found that the method performs well, and the optimised winglet increases the
power coefficient for the turbine by 7.8%, while increasing the trust by 6.3%. In the
optimisation, however, the infill criterion is not fully converged, and a better winglet
shape might exist in the design space. The wind tunnel experiments show that the
winglet increases the power and thrust by 8.9% and 7.4%. However, due to the small
scale, the winglet performance is influenced by laminar separation and the increase
in performance only occurs in a small range of operational conditions. To eliminate
laminar separation, additional wind tunnel tests are performed using a grid to increase
the turbulence intensity. With the grid, the winglet increases the turbine power in a
wider range of conditions, and the largest increase in power and thrust is 10.3% and
14.9% at a tip speed ratio of 6.5. It is found that the winglet improves the turbine
power mainly by increasing the lift locally in the tip region of the rotor blades. Here,
the induced drag is reduced since the pressure difference on the rotor blades is shifted
to the winglet. However, since induced drag exists on the winglet, a slightly better
solution could be obtained by including an extra design variable for the winglet tip
shape. Future studies should include constraints in the Kriging optimisation and
simulate the wind turbine using a turbulence model that captures the flow physics
even better.
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Abstract. The wake characteristics behind a yawed model wind turbine ex-
posed to different customized inflow conditions are investigated. Laser Doppler
Anemometry is used to measure the wake flow in two planes at x/D=3 and
x/D=6 while the turbine yaw angle is varied from γ = [−30◦, 0◦, +30◦]. The
objective is to assess the influence of grid-generated inflow turbulence and shear
on the mean and turbulent flow components.
The wake flow is observed to be asymmetric with respect to negative and positive
yaw angles. A counter-rotating vortex pair is detected creating a kidney-shaped
velocity deficit for all inflow conditions. Exposing the rotor to non-uniform highly
turbulent shear inflow changes the mean and turbulent wake characteristics only
insignificantly. At low inflow turbulence the curled wake shape and wake center
deflection are more pronounced than at high inflow turbulence. For a yawed
turbine the rotor-generated turbulence profiles peak in regions of strong mean
velocity gradients, while the levels of peak turbulence decrease at approximately
the same rate as the rotor thrust.

1 Introduction

In the light of a steadily increasing worldwide use of wind energy, optimized control
for wind farms has become a focus area of research. The reduced wind speeds in the
wake leave significantly less energy for downstream turbines causing wind farm power
losses up to 20% (Barthelmie et al., 2010). At the same time increased turbulence
levels in the wake lead to higher fatigue loads on downstream rotors, which experience
an increased probability for component failure (Thomsen and Sørensen, 1999). In
order to mitigate these unfavorable consequences of wake impingement, different wind
farm control methods have been suggested for optimizing the total power output and
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minimizing loads on a wind farm’s individual turbines (Gebraad et al., 2015; Knudsen
et al., 2014).
These methods include the reduction of the upstream turbine’s axial-induction by
varying its torque or blade pitch angle (Annoni et al., 2016; Bartl and Sætran, 2016)
as well as wake redirection techniques, which intentionally apply a tilted thrust vector
on the front row rotors. In Fleming et al. (2015) different wake deflection mechanisms
have been discussed with respect to higher wind farm power production and rotor loads.
As individual pitch control has been shown to cause high structural loads and current
turbine designs do not feature a degree of freedom in tilt direction, yaw actuation has
been concluded to be a very promising technique.
For the development of wake deflection strategies by yaw misalignment, the charac-
teristics of the mean and turbulent wake flow behind a yawed turbine have to be
understood in detail. Besides the turbine’s geometry and operational state, the wake
flow is strongly dependent on the atmospheric conditions which represent the inflow
state to the turbine. The stability of the atmospheric boundary layer can be described
by height-dependent distributions of potential temperature, wind direction (veer),
velocity distribution (shear) and turbulence intensity (Vollmer et al., 2016). As it is
rather impossible to simulate realistic atmospheric conditions in a wind tunnel envi-
ronment, these parameters have to be investigated separately. Therefore, the present
study investigates the dependency of the wake flow behind yawed turbines for different
customized inflow conditions. The wind tunnel study intends to shed light on the
effects of non-uniform shear and inflow turbulence levels on the wake characteristics.
Wind tunnel wake experiments have the advantage of being conducted in controlled
laboratory environment. Thus, intentional variations of inflow conditions and turbine
operating points can help to gain a deeper understanding of the effects on the wake
flow. They furthermore can serve as validation data of numerical results and a base for
the fine-tuning of engineering wake models.
An early set of experimental studies on the wake of a yawed turbine was reported
by Grant et al. (1997), in which they used optical methods in the wake behind a
model turbine of D=0.90m to track the tip vortices and calculate wake deflection
and expansion. In a follow-up study, Grant and Parkin (2000) presented phase-locked
particle image velocimetry (PIV) measurements in the wake. The measured circulation
in the wake showed clear asymmetries in the wake shape for positive and negative yaw
angles. An asymmetric wake was also reported by Haans et al. (2005), who found non-
symmetric tip vortex locations behind a yawed model turbine of D=1.20m. Another
yaw experiment was conducted by Medici and Alfredsson (2006) on a small model
turbine of D=0.12m. They reported a clear cross-stream flow component deflecting the
wake laterally. These experimental results were later used by Jiménez et al. (2010) as
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verification data for a wake deflection model for yawed turbines. Based on large eddy
simulations (LES) around a yawed actuator disc they developed a simple analytical
model that is able to predict the wake skew angle and wake velocity deficit in the far
wake. An engineering model for the axial induced velocity on a yawed turbine was
developed by Schepers (1999), which was based on inflow measurements in front of
different yawed turbines.
An extensive study of flow and load characteristics on a yawed wind turbine rotor on
a D=4.50m rotor was presented by Schepers et al. (2014). In the so-called Mexnext
project, a comparison of twenty different computations with detailed PIV and load
measurements revealed modeling deficiencies while simultaneously shedding light on
complex instationary flow at the rotor. The topic of utilizing yaw misalignment for
improved wind farm control was thoroughly investigated by Fleming et al. (2015) and
Gebraad et al. (2016). They analyzed wake mitigation strategies by using both a
parametric wake model and the advanced computational fluid dynamics (CFD) tool
SOWFA. A recent follow-up study by Fleming et al. (2017) focused on large-scale
flow structures in the wake behind one and multiple aligned turbines and addresses
a wake deflection behind a non-yawed downstream impinged by a partial wake of a
yawed upstream turbine. In another LES investigation Vollmer et al. (2016) studied
the influence of three atmospheric stability classes on the wake characteristics behind
a yawed turbine rotor. A strong dependency of the wake shape and deflection on the
stability is found, showing significantly higher wake deflection for a stable atmosphere
than for neutral or convective conditions. Another LES study on yaw misalignment was
performed by Wang et al. (2017), who highlighted the importance of including nacelle
and tower structures in the computational model when comparing with experimental
results.
Yaw angle dependent turbine performance and near-wake measurements were performed
by Krogstad and Adaramola (2012). They found a power decrease proportional to
cos3(γ) and showed that the near-wake deflection is dependent on the turbine’s tip
speed ratio. A combined experimental and computational wake study for a larger
range of downstream distances was recently reported by Howland et al. (2016). The
wake behind a yawed small drag disc of D=0.03m was analyzed, describing the for-
mation of a curled wake shape by a counter-rotating vortex pair. The influence of
wake swirl, ground effect and turbulent diffusion on the formation mechanisms of
this counter-rotating vortex pair was systematically investigated by Berdowski et al.
(2018) using a free-wake vortex filament method. An extensive contribution to the
field of yawed turbine wakes was recently made by Bastankhah and Porté-Agel (2016).
In an experimental PIV study on a model turbine of D=0.15m an asymmetric flow
entrainment in the wake by both mean and turbulent momentum fluxes was shown.
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Moreover, an analytical model for the far wake of a yawed turbine was developed based
on self-similar velocity and skew angle distributions.
An experimental study on the interaction of two model wind turbines was conducted
by Schottler et al. (2016) showing clear asymmetries of the downstream turbine power
output with respect to the upstream turbine’s positive or negative yaw angle. In a
follow-up study the asymmetry was ascribed to a strong shear in the inflow, which
caused an asymmetry in the opposite direction when the sheared inflow was verti-
cally inverted (Schottler et al., 2017a). These studies encouraged a more detailed
investigation of the inflow-dependent wake flow behind a yawed turbine. As for the
present study, we aim to close the gap between turbine interactions for yaw-controlled
wind farms by presenting high-fidelity wake measurement data at controlled inflow
conditions. The influence of turbulence and shear in the inflow on the wake’s shape,
deflection and symmetry with respect to yaw angle is quantified. This work is part of
a joint experimental campaign by the NTNU Trondheim and ForWind in Oldenburg.
While this paper examines the influence of varying inflow conditions on the wake of
one model wind turbine, a second paper by Schottler et al. (2018) compares the wake
characteristics behind two different model wind turbines exposed to one inflow only
while also adding two-point statistics to the evaluation.

2 Experimental setup

2.1 Turbine model, inflow & operating conditions

Turbine model
The wind turbine model used for this study has a rotor diameter of D=0.90m with
a hub diameter of Dhub=0.090m. The tower and nacelle structure of the turbine is
a slimmer re-design of the turbines previously used in Bartl and Sætran (2017). The
tower thickness and the nacelle length have been significantly reduced in size in order
to minimize their impact on the wake flow behind the yawed rotor. Photographs of
the turbine exposed to different inflow conditions are shown in Figure 1. The blades
are milled in aluminum and based on an NREL S826 airfoil, which was originally
designed at the National Renewable Energy Laboratory (NREL). The rotor turns
in counter-clockwise direction when observed from an upstream point of view. The
rotation is controlled via an electric servo motor of the type 400W Panasonic LIQI,
which is located inside the nacelle. The frequency-controlled motor ensures a rotation
at constant rotational speed, while the excessive power is burned off in an external
resistor. The blade pitch angle was fixed to β = 0◦ for the entire experiment.
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Figure 1: Yawed model wind turbine exposed to different inflow conditions: (a)
TIA=0.23%, uniform (b) TIB=10.0%, uniform (c) TIC=10.0%, non-uniform shear.

Scaling and blockage
The experiments were performed at the low-speed wind tunnel at the Norwegian
University of Science and Technology (NTNU) in Trondheim, Norway. The test
section is 11.15m long with an inlet cross-section of 2.71m× 1.81m (width × height).
Compared to a full scale wind turbine, the model size is scaled down at a geometrical
scaling ratio of approximately 1:100 resulting in a mismatch in Reynolds number in the
model experiment. The turbine is operated at a Reynolds number of approximately
Re tip ≈ 105 at the blade tip, which is more than one full order of magnitude lower
than for full scale turbines. Re tip is based on the chord length at the blade tip and
the effective velocity during turbine operation.
Furthermore, the rotor swept area of the turbine model blocks 12.8 % of the wind
tunnel’s cross sectional area. The wind tunnel height is approximately twice the rotor
diameter while its width measures about three times the diameter. Consequently, there
is about one full diameter of space for lateral wake deflection on each side behind
the rotor. However, an influence of the wind tunnel walls on the wake expansion and
deflection cannot be completely excluded.

Inflow conditions
The measurements are performed for three different stationary inflow conditions as
listed in Table 1. As shown in Figure 1 inflows B and C are generated by static grids
at the inlet. The streamwise mean velocities and turbulence intensity levels measured
in the empty wind tunnel at the turbine position (x/D=0) and wake measurement
locations (x/D=3 and x/D=6) are presented in Figure 4.
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Table 1: Characteristics of the three different investigated inflow conditions.

Inflow TI [%] spatial uniformity power law coeff. α

A 0.23 uniform 0
B 10.0 uniform 0
C 10.0 non-uniform 0.11

Figure 2: Normalized mean velocity u/uref and turbulence intensity u′/u measured
in the empty wind tunnel at the turbine position x/D = 0 and wake measurement
positions x/D = 3 and x/D = 6.

Inflow A can be characterized as a typical laboratory flow, in which the turbine is
exposed to the uniform, low turbulence inflow of the wind tunnel (TIA=0.23%). The
low turbulence level in test case A is considered to be far below the intensities present in
the real atmospheric boundary layer. Nevertheless, test case A is considered an extreme
test case for the performance of computational prediction models. In order to generate
a higher turbulence level for inflow B, a custom-made turbulence grid with evenly
spaced horizontal and vertical bars is placed at the test section inlet x/D=-2 upstream
of the turbine. At the turbine position (x/D=0) a mean streamwise turbulence level
of TIB=10.0% is measured, which decays to 5.5% at x/D=3. Test case B represents
turbulence conditions that are comparable to those of a neutral atmospheric boundary
layer, although the inevitable decay of the grid-generated turbulence in the experiment
is not representative for real conditions. Over the rotor swept area, inflow A is measured
to be uniform within ±0.8% in y- and z-direction for all downstream distances. For
inflow B, wakes of the single grid bars are still observed at x/D=0, causing a spatial
mean velocity variation within ±2.5%, while already at x/D=3 the grid-generated
turbulent flow is uniform within ±1.0%.
The non-uniform shear inflow C is created by a grid with non-uniformly spaced
horizontal bars, which is described in more detail in Bartl and Sætran (2017). The
vertical flow profile establishes for all streamwise positions and can be approximated
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by the power law

u

uref
=

(
y

yref

)α

(1)

in which α describes the strength of the shear profiles gradient du/dy. The grid
generated shear flow is approximated by a shear coefficient of α = 0.11. Combined with
a turbulence intensity of TIC=10.0%, inflow C resembles conditions measured at an
onshore site for a neutral atmospheric boundary layer (Wharton and Lundquist, 2012).
In the z-direction, inflow C is measured to be spatially uniform within ±1.0% over
the rotor-swept area. The v-component of the flow is observed to be slightly negative
for inflow C ranging from v/uref=[-0.005 -0.080] for all measurement positions. The
influence of the negative v-component in the inflow is deemed insignificant for the
streamwise velocity u/uref in the wake. For the analysis of three-dimensional flow
effects in the wake the v-component from the inflow is subtracted. All presented mean
velocity profiles and turbulence levels are measured in the empty wind tunnel at the
reference velocity of uref = 10.0m/s.

Operating conditions
Figure 3 shows the turbine’s measured power and thrust curves for different inflow
conditions and yaw angles γ=0◦ and γ=+30◦. In general, power and thrust measure-
ments show very similar behavior for all three inflow conditions as shown in Table 2.
Minor differences in the performance curves occur in the transition from stall around
λ=3 as previously discussed in Bartl and Sætran (2017).
Performance curves measured for γ=-30◦ match well with those of γ=+30◦, but are
not plotted for clarity. For this study, the turbine tip speed ratio is kept constant at its
design point at λopt = 6.0 for all yaw angles and inflow conditions. For the investigated
yaw angles γ = ±30◦ the power reduces about 30% compared to the maximum power
of the non-yawed turbine. An approximation of this reduction can be obtained with
sufficient accuracy by multiplying the maximum power of the non-yawed turbine by
CP,A · cos3(30◦) ≈ 0.304. An adequate estimate of the thrust coefficient of the yawed
rotor can be obtained assuming a reduction by CT,A · cos2(30◦) ≈ 0.670 on the thrust
of the non-yawed rotor. This corresponds well to previous measurements by Krogstad
and Adaramola (2012).

2.2 Measurement techniques

Power and force measurements
In order to assess the rotor power characteristics, the rotor was installed at another
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Figure 3: Operating conditions of the model wind turbine: (a) power coefficient CP

and (b) thrust coefficient CT for different turbine yaw angels and inflow conditions.
The white points indicate the operational conditions, at which wake measurements are
performed. Cyan colored points indicate a theoretical power and thrust reduction by
yawing of CP,γ=0 · cos3(30◦) respectively CT,γ=0 · cos2(30◦).

Table 2: Turbine performance (CP and CT ) at the optimal operating point (λ = 6.0)
for different yaw angles and inflow conditions.

Inflow A Inflow B Inflow C
γ [◦] CP [−] CT [−] CP [−] CT [−] CP [−] CT [−]
0 0.468 0.893 0.467 0.870 0.459 0.830
+30 0.322 0.707 0.324 0.706 0.321 0.667
-30 0.328 0.711 0.331 0.713 0.327 0.679
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test rig equipped with an HBM torque transducer of the type T20W-N/2-Nm. Flexible
couplings connect the torque transducer to the rotor shaft. An optical photo cell is
installed on the shaft enabling to measure the rotor rotational speed. The friction in
the ball bearing between the rotor and torque sensor is measured without the rotor and
thereafter subtracted from the total mechanical power. For the wake measurements
the rotor is then installed on a smaller nacelle, which interacts less with the flow. The
rotational speed is controlled via a servo motor, ensuring the same power characteristics.
For measurements of rotor thrust the model turbine is installed on a six-component
force balance produced by Carl Schenck AG.

Flow measurements
The wake flow was measured with a two-component DANTEC FiberFlow Laser Doppler
Anemometer (LDA) system used in Differential Doppler Mode. The laser was set up
to record the streamwise flow component u as well as the vertical flow component
v. In order to obtain results for the lateral flow component w, the laser was turned
in u − w direction for one wake measurement. The reference coordinate system and
measurement grid is shown in Figure 4. 5×104 samples are taken for each measurement
point over a period of approximately 30s, resulting in an average sampling frequency of
1666Hz. A grid consisting of 357 points is scanned for one full wake contour. For that
purpose the LDA system is traversed from -1.0D to +1.0D in z-direction and from
-0.8D to +0.8D in y-direction. The distance between two measurement points is 0.1D.
For further analysis, these values are interpolated to a finer grid of 401× 321 ≈ 129000
grid points. The natural neighbor interpolation method is used, which gives a smoother
interpolation of the value distribution according to Sukumar (1997).

2.3 Measurement uncertainties

The uncertainty of the measured mean velocity is assessed for every sample following
the procedure described in Wheeler and Ganji (2004). The LDA manufacturer Dantec
Dynamics specifies the uncertainty on measured velocity by 0.04%. Random errors are
computed from repeated measurements of various representative measurement points
based on a 95% confidence interval. In the freestream flow as well as in the wake
center the calculated uncertainties are below 1%, while increased uncertainties of up
to 4% are calculated in the shear layers. Small inaccuracies in the adjustment of the
traversing system are deemed to be the main contributor. The uncertainty in turbulent
kinetic energy is computed according to the method proposed by Benedict and Gould
(1996). Corresponding to the mean velocity the highest uncertainties up to 5% are
found in the shear layer between wake and free stream flow.
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Figure 4: Reference coordinate system in the wind tunnel: (a) top view of yawed
turbine setup and (b) grid for wake measurements.

3 Methods

3.1 Wake shape parametrization

In order to compare the shape of the mean wake for different inflows, the velocity
contours are parametrized. The wake contours are therefore sliced into horizontal
profiles for each of the 321 interpolated vertical positions. 201 of these 321 velocity
profiles are located behind the rotor swept area from y/D=-0.5 to y/D=0.5. These
profiles are fitted with an eighth order polynomial to smoothen out local unsteadinesses.
Then, an algorithm is applied to locate the z-position of the minimum fitted velocity for
each profile. When plotting the z-positions of all these minima versus their y-position,
an arc shaped curve is obtained. The curves allow for a direct wake shape comparison
depending on inflow condition and yaw angle.

3.2 Wake deflection assessment

As intentional yaw misalignment could possibly be utilized for optimized wind farm
control, an exact quantification of the inflow-dependent wake deflection is an important
input parameter. However, several methods to quantify the wake deflection have been
used in the past, showing a large method-dependent variation in the deflection. Some
of these methods are discussed in Section 5. In the present study an available power
approach is used, which is deemed to give a solid assessment of the wake deflection.
In order to assess the deflection of the wake, the potential power of an imaginary
downstream turbine for various lateral offset positions is calculated. The z-position,
at which the available power P ∗ is minimum, is then defined as the position of wake
center deflection δ(z/D). In this study the available power P ∗ is calculated for 50
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different locations ranging from −0.5 ≤ z/D ≤ 0.5. The details of the method including
an illustration are described in Schottler et al. (2017a).

4 Results

4.1 Mean wake flow

At first the mean wake flows for all three yaw angles γ = [−30, 0,+30]◦, both down-
stream distances x/D=[3, 6] and all three inflow conditions [A, B, C] are analyzed.
Full cross-sectional wake measurements are presented in Figure 5. At the top, the
wake flow for inflow A (TIA=0.23%) is presented. The velocity deficit in the wake
is observed to reduce significantly when the turbine is yawed. As the rotor thrust is
reduced, a smaller amount of streamwise momentum is lost in x-direction. For a yawed
rotor, a cross-stream momentum in z-component is induced. Due to this lateral force
component, the wake flow is deflected sideways. This is clearly observed at x/D=3,
where the wake is seen to be deflected. Comparing the wake contours at γ=-30◦ and
γ=+30◦, an asymmetry in the mean velocity distribution is obvious. The asymmetry
between positive and negative wake deflection is even more pronounced at x/D=6,
where the wakes are seen to form a kidney shape. Both wake deflection and location of
maximum velocity deficit are not symmetric, which is analyzed in more detail in the
following sections.

Effects of inflow turbulence
In the center of Figure 5 the mean velocity results of test case B, in which the inflow
turbulence level is increased to TIB=10.0%, are shown. Due to a faster wake recovery
the velocity deficits are observed to be smaller for all yaw angles. Increased turbulent
mixing smoothened out the gradients between wake and freestream flow compared to
test case A. The general wake shape and its lateral deflection for γ = ±30◦ is seen to
be similar as for the low turbulence inflow. A curled kidney-shaped velocity deficit is
also observed at x/D=6 for test case B; however, the curl is not as pronounced as in
test case A. Increased mixing might have smoothened the strong gradients in cross-flow
direction in this case. The wake behind a positively and negatively yawed turbine
appears to feature a higher degree of symmetry than in test case A. Yet an asymmetry
of the minimum wake velocity is still obvious for the increased background turbulence
level in test case B.

Effects of inflow shear
The wake results for a turbine exposed to inflow shear are shown at the bottom of
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Figure 5: Normalized mean velocity components u/uref for all measured yaw angles
γ = [−30, 0,+30]◦, downstream distances x/D=[3, 6] and inflow conditions [A, B, C].168
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Figure 5. The turbulence level TIC=10.0% is the same as in test case B, but shear
is present in the inflow. Despite the sheared inflow the wake shapes for all three yaw
angles and both downstream distances are observed to be very similar to those of test
case B. The normalized velocity levels as well as the inner structure of the wake are
almost identical. The influence of shear is however only investigated at high inflow
turbulence levels, which does not allow for any conclusions at lower inflow turbulence
levels. In the freestream region outside the wake the shear is clearly visible, especially
the lower half. Compared to test case B, the wake of the tower is detectable in test
case C. The tower wake recovery seems to be slower as the freestream fluid near the
tunnel floor contains less kinetic energy in test case C.

Curled wake shape
At x/D=6 a kidney-shaped velocity deficit is observed (Figure 5), showing a higher
local velocities behind the rotor center. In other words, the maximum wake deflection
is found at hub height. The curled kidney shape of the wake can be explained by the
formation of a counter-rotating vortex pair, which was previously discussed by Howland
et al. (2016) as well as Bastankhah and Porté-Agel (2016). Bastankhah and Porté-Agel
also presented a comprehensive explanation by the means of the differential form of
the continuity equation. An illustration of the counter-rotating vortex pair at x/D=6
is presented in Figure 6, where the velocity vector −→uyz as well as the mean streamwise
vorticity ωx are calculated from all three velocity components. The velocity vector in
the yz-plane is defined as −→uyz = (v, w), while the streamwise time-averaged vorticity is
defined as ωx = ∂v/∂z − ∂w/∂y. As shown in terms of −→uyz the two vortex centers are
formed approximately at the lower and upper boundary of the rotor swept area. The
clockwise rotating vortex meets the counter-clockwise rotating vortex in the center
behind the wake, leading to strong lateral velocities deflecting the wake sideways.

Figure 6: (a) Streamwise mean velocity u/uref , (b) velocity vector �uyz in the yz-plane
and (c) streamwise mean vorticity ωx at γ = 30◦ and x/D = 6 at inflow C.
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The locations of high rotation are furthermore visualized by increased levels of
vorticity ωx around the vortex centers. The phenomenon of a counter-rotating vortex
pair is not limited to rotating wind turbines. Howland et al. (2016) detected the similar
large-scale vortices behind a non-rotating drag disc. Counter-rotating vortex pairs have
previously been investigated for jet flows exposed to a cross-flow e.g. by Cortelezzi and
Karagozian (2001), a phenomenon which can be interpreted is the inverse to the wake
flow behind a skewed rotor. In both phenomena the free shear flow, i.e. a wake or
a jet, is superimposed with a strong lateral cross-flow, leading to the formation of a
counter-rotating vortex pair at higher downstream distances.

Tower wake deflection
On the bottom of the wake contour plot in Figure 6 (a), the wake of the turbine tower
is indicated. The tower wake is observed to be deflected in the opposite direction than
the rotor wake when the turbine is yawed. The deflection of the tower wake in the
opposite direction is believed to have two reasons. Firstly, the turbine tower has a slight
offset from z/D=0 as the center of yaw-rotation was set to the rotor midpoint and
not the tower. Therefore, a minor offset from the central position is expected for the
tower wake. Secondly and more importantly, the tower wake experiences an additional
deflection in opposite direction due to an adversely directed cross-flow component
outside near the wind tunnel floor as depicted in the vector plot in Figure 6 (b). This
cross-flow balances the counter-rotating vortex pair above and possibly deflects the
tower wake further to the side.

Wake curl symmetry

Figure 7: Minimum values in streamwise velocity u/uref . Curl shapes and minimum
positions are presented at x/D=3 (left) and x/D=6 (right) for the three different
inflow conditions.
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In order to compare the three-dimensional wake shapes behind a positively versus
negatively yawed turbine more quantitatively, the curled shapes of the velocity deficit
area are parametrized to a two-dimensional line. For this purpose, the minimum values
in streamwise velocity u/uref are extracted from the fitted wake contours for each
vertical position ranging from y/D=[-0.5, ..., 0.5]. The detailed method is described
in Section 3.1. This results in the zmin lines as presented in Figure 7, which indicate
the inflow-dependent wake curl. In addition to that, the position of the minimum
velocity (z/y)min in both y- and z-direction is extracted and depicted in the plot by
different symbols. The zmin lines for all inflow conditions are observed to be slightly
tilted in clockwise direction for both downstream distances x/D=3 and x/D=6. The
counter-clockwise rotating turbine induces an initial clockwise rotation to the wake
flow. Superimposing the clockwise wake rotation with the counter-rotating vortex
pair thus results in a slightly tilted curled wake shape. As previously mentioned the
wake curl is seen to be more asymmetric for the low background turbulence test case
A. A significant bulge is visible for γ=-30◦ in the upper half of the wake for both
downstream positions. For inflow conditions B and C the curl parametrization lines
are almost coinciding, confirming the insignificant influence of the moderately sheared
inflow on the wake shape. Analyzing the locations of minimum velocities (z/y)min in
the wake contours, a deviation from the horizontal centerline y/D=0 for both positive
and negative yaw angles is obvious. For γ=-30◦ the minimum velocities (z/y)min are
deflected to the lower half of the wake, while an upward deflection happens for positive
yaw angles γ=+30◦. In agreement with Bastankhah and Porté-Agel (2016), the wake
rotation is assumed to turn the velocity minimum in clockwise direction initially. The
deflection from the wake centerline is observed to be larger for x/D=3 than for x/D=6,
where mixing processes already have smoothened the gradients. In the case of sheared
inflow of test case C, the locations of minimum wake velocity (z/y)min are found to be
lower than for test cases A and B.

Overall wake deflection
The three-dimensional Available power method is used to quantify the overall deflec-
tion of the kinetic energy contained in the wake. As explained in Section 3.2 the
minimum available power in a circular area in the wake is located, which is reducing
the full wake flow field to a single parameter representing the overall wake deflec-
tion. A comparison of the minimum available power in the wakes behind a positively
versus negatively yawed turbine enables a comparison of symmetry in the deflection
of the energy contained in the wake with respect to the yaw angle. Additionally, a
two-dimensional Gaussian fit method for the wake center detection at the turbine’s
hub-height is used to demonstrate systematic differences in the deflection quantification
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methods. In order to judge possible blockage effects, another rotor of a smaller diameter
(DRot,small=0.45m, σBlockage,small = ARot,small

AT unnel
=3.3%) was used in addition to the

0.90m (σBlockage,large=12.8%) rotor. The details of the experimental setup featuring
the smaller 0.45m rotor are described in Bartl et al. (2018). Further, the results
are compared with two different wake models by Jiménez et al. (2010) (JCM) and
Bastankhah and Porté-Agel (2016) (BPA). The recommended default model-parameters
were used in the implementation of both wake deflection models. For the JCM-model
a linear wake expansion factor of β = 0.125 was applied, while ky = 0.022, kz = 0.022,
α∗ = 2.32 and β∗ = 0.154 were used in the case of the BPA-model. The comparisons of
the wake deflections are shown in Figure 8. At x/D=3 the wake deflection for γ=+30◦

of the smaller rotor and the original rotor match very well. At x/D=6 a small deviation
in the wake deflection after the rotors of different sizes and blockage is calculated. It
can be assumed that blockage by the wind tunnel walls influences the wake deflection;
however, the difference in deflection between the different rotors is observed to be
rather small. Comparing the measured deflection with the prediction models discloses
larger deviations. The deflection predicted by the JCM-model is generally observed to
be larger than the one predicted by the BPA-model. The calculated wake deflection
by the available power method at x/D=3 is still well predicted by the BPA-model,
while more significant deviations are observed at x/D=6. Obviously larger differences
in wake deflection are predicted by the JCM-model, both at x/D=3 and x/D=6. A
number of reasons are possible to cause the significant deviations between measured
and modeled deflection results. Besides the discussed wind tunnel blockage, a major
source of uncertainty in this comparison arises from the method used to calculate the
wake deflection. Quantifying the wake deflection by he minimum of a fitted Gaussian
on the hub height velocity profiles results in a better match with the BPA-model at
x/D=6 as shown by the red curve in Figure 8. However, using the hub height profile
only for the wake center deflection does not take the total mean kinetic energy content
in the wake into account. Due to the complex three dimensional shape of the velocity
deficit, a reduction of the wake deflection to one single value has been shown to be
difficult A number of different methods have been proposed, resulting in many different
deflection quantifications (Vollmer et al., 2016). Further, the wake deflection δ(z/D)
for all three inflow conditions is compared. These results are shown in Figure 9 and
compared to the BPA-model. In contrast to the JCM-model, the inflow turbulence
intensity is an input variable in the BPA-model. It can be observed that the BPA-model
predicts a higher wake deflection for a smaller inflow turbulence level. Bastankhah and
Porté-Agel (2016) argue that smaller inflow turbulence reduces the flow entrainment in
the far wake and thus increases the wake deflection. The calculated lateral deflection
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Figure 8: Calculated wake deflection δ(z/D) for the NTNU rotor (D = 0.90m), a
downscaled NTNU rotor (D = 0.45m) as well as Jiménez et al.’s and Bastankhah and
Porte-Agél’s wake deflection model. The inflow turbulence level is TIA = 0.23%.

values δ(z/D) and the associated wake skew angle ξ are furthermore listed in Table 3.

In general, a very similar wake deflection is observed for all three inflow conditions at
both downstream distances. A systematic asymmetry in the wake deflection represented
by the minimum available power behind a turbine yawed γ=-30◦ and γ=+30◦ is
observed. The wake shows a higher deflection for negative yaw angles in all inflow
cases. Also the wake behind the non-yawed turbine is seen to be slightly deflected in
positive z-direction, which is assumed to stem from the interaction of the rotating wake
with the turbine tower. As discussed by Pierella and Sætran (2017) who performed
experiments on the same rotor with a larger tower, the tower-wake-interaction leads to
an uneven momentum entrainment in the wake. For a non-yawed setup, they observed
both a lateral and vertical displacement of the wake vortex center, induced by an
interaction with the tower wake. It can therefore be assumed that also the interaction
of the counter-rotating vortex pair with the tower wake slightly displaced wake vortex
in the yawed cases might be influence by an interaction with the tower wake, which is
the only source of asymmetry in an otherwise perfectly symmetrical setup. Increasing
the turbulence level from TIA=0.23% to TIB=10.00% is found to only have a small
influence on the wake deflection. In fact, no difference is detected for γ=-30◦. For
γ=+30◦, however, a slightly smaller wake deflection is calculated for the lower inflow
turbulence. This can also be interpreted as a higher degree of asymmetry for low
background turbulence. Adding shear to the inflow is not observed to change the wake
deflection significantly. This confirms the above-mentioned similarity in wake shapes
measured for test cases B and C.
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Figure 9: Calculated wake deflection δ(z/D) at x/D=3 and x/D=6 for three different
inflow conditions A, B and C compared to TI-dependent deflection predictions by
Bastankhah and Porte-Agél’s wake deflection model. Note that a small offset in x/D

of the measured values was chosen for better visibility.

Table 3: Lateral deflection δ(z/D) [−] and wake skew angle ξ [◦] calculated with the
available power method.

Inflow A Inflow B Inflow C
γ [◦] x/D [−] δ(z/D) ξ [◦] δ(z/D) ξ [◦] δ(z/D) ξ [◦]
0 3 0.015 0.29 0.005 0.10 0.015 0.29
+30 3 -0.157 -2.99 -0.167 -3.18 -0.177 -3.38
-30 3 0.187 3.57 0.187 3.57 0.187 3.57
0 6 0.026 0.24 0.036 0.34 0.036 0.34
+30 6 -0.248 -2.36 -0.278 -2.65 -0.278 -2.65
-30 6 0.308 2.94 0.308 2.94 0.318 3.03
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4.2 Rotor-generated turbulence

For the measurements presented in the this study the kinetic energy is considered
to be fully dominated by turbulent motions from x/D ≥3 for inflow A, as Eriksen
and Krogstad (2017) recently showed that the production of rotor-generated turbulent
kinetic energy is finished at x/D=3 for measurements on the same rotor and inflow
condition. For inflow conditions B and C, the transition to fully turbulent motions is
expected to take place at even smaller downstream distances.

Effects of yawing on turbulent kinetic energy distributions
At the top of Figure 10 the TKE levels in the wake are presented for test case A
(TIA=0.23%). As observed in earlier studies (Bartl and Sætran, 2017; Eriksen and
Krogstad, 2017) a ring of high turbulence levels is formed behind the tips of the rotor
blades for a non-yawed turbine. In this region the tip vortices decayed into turbulent
motions. With increasing downstream distance the sharp peaks decrease in magnitude
and blur out to their surrounding. For a yawed turbine, the ring of peak turbulence
is laterally deflected and deformed accordingly. For x/D=3 the peaks are clearly
separated by an area of low turbulence in the center of the deflected wake. For x/D=6,
this area is observed to be significantly smaller. The peaks are still distinct, but it
is expected that they start merging into one peak for higher downstream distances.
The strongest TKE levels are observed for locations of the highest gradient in mean
streamwise velocity. Thus, the TKE-ring’s extension is observed to be slightly larger
than the contours of the mean streamwise velocity, emphasizing the need to take the
parameter TKE into account in wind farm site planning or yaw control studies.

Effects of inflow turbulence and shear
The TKE contours for increased inflow turbulence of test case B are shown in the
center of Figure 10 as well as the red lines in Figure 11. At x/D=3, slightly smaller
TKE peaks and higher centerline turbulence are measured for test case B than for test
case A. The higher TKE levels in the freestream lead to an increased mixing, which is
reducing the TKE peaks in the tip region. At x/D=6 the TKE peaks are observed
to be at about the same level for both inflow conditions. For the yawed cases also
the turbulence level in the wake center has evened out between inflow cases A and B.
The TKE levels for the sheared inflow in test case C are observed to be very similar
to those of test case B for all investigated yaw angles. These findings suggest that
the presence of a moderate shear flow in a highly turbulent boundary layer does not
influence the production of rotor-generated turbulent kinetic energy significantly.
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Figure 10: Turbulent kinetic energy k/u2
ref for all measured yaw angles γ =

[−30, 0,+30]◦, downstream distances x/D=[3, 6] and inflow conditions [A, B, C].176
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Approximation for turbulent kinetic energy distributions in yaw
The levels of peak turbulence are observed to decrease considerably when the rotor is
yawed. For a direct case-to-case comparison, TKE-profiles at hub height y=0 at x/D=6
are presented for γ = 0◦ and γ = −30◦ in the lower plots of Figure 11. For a yawed
turbine, the rotor thrust reduces with approximately cos2(γ) as previously shown in
Figure 3. Multiplying also the TKE levels generated by the non-yawed rotor with
cos2(γ) is observed to result in a decent first order approximation of the turbulence
levels behind the yawed rotor. The reduced TKE levels for γ = −30◦ are indicated
by the chain-dotted lines in the lower left plot of Figure 11. For an approximation of
the lateral deflection of the turbulence peaks for yawed rotors, their location can be
estimated as proposed by Schottler et al. (2018). In this approach the expected value
and standard deviation of a Gaussian fit of the velocity profile behind a yawed rotor is
calculated. Adding the standard deviation to the expected value μ ± σu gives a rough
estimate of the locations of the corresponding TKE peaks, as shown by the vertical
lines in Figure 11. Thus, it is possible to approximate both TKE peak locations and
levels by knowing TKE and mean velocity for the now-yawed case. This might be a
useful addition for modeling the rotor-generated turbulence in yawed wakes. For a
complete assessment of mean velocity and turbulent kinetic energy in a yawed wind
turbine wake, the model for streamwise velocity profiles by Bastankhah and Porté-Agel
(2016) could be extended by the proposed relations for the rotor generated turbulence.

5 Discussion

The present wind tunnel investigation showed detailed flow measurements in the wake of
a yawed model turbine for different inflow conditions. A number of modeling techniques
and turbine sizes were used in previous yaw wake studies in the literature, resulting
in a significant variation in wake shapes and their deflection. However, a number of
general flow effects in the wake behind a yawed turbine seem to be reproducible
Our results indicated minor asymmetries in the wake flow behind positively and neg-
atively yawed turbines. The interference of the modified flow field around the tower
and wake rotation is deemed to be the source for this asymmetry. This explanation is
consistent with findings by Grant and Parkin (2000), who reported clear asymmetries
in the tip vortex shedding and circulation in the wake for positive and negative yaw
angles. Our experimental measurements showed a kidney shaped mean velocity deficit
at x/D=6 for all inflow conditions. These results agree well with recently discussed
experimental results by Howland et al. (2016). Although the wake shape was not
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Figure 11: Normalized mean velocity and turbulent kinetic energy k/u2
ref profiles at

hub height y = 0 and x/D=6. The yaw angles are set to γ = 0◦ and γ = −30◦. Vertical
lines indicate the borders of standard deviations of Gaussian-fitted velocity profiles
μ ± σu. Chain-dotted lines indicate a TKE profiles at γ = 0◦ multiplied by cos2(−30◦).
Dashed lines in the lower right subplot have the same magnitude as the chain-dotted
lines, but are linearly scaled in z to fit the peak locations of μ ± σu.

specifically discussed, a curled wake shape was already indicated in the results presented
by Medici and Alfredsson (2006). The results presented by Bastankhah and Porté-Agel
(2016) offer a good comparison as wakes were measured at a number of yaw angles and
downstream distances. The wake shape and velocity deficit at γ = ±30◦ and x/D=6
match qualitatively well with our results, when an opposite sense of turbine rotation is
taken into account. A direct comparison of the wakes at x/D=3 and x/D=6 of the
here presented results of test case B with an equivalent setup for a slightly smaller
model turbine of different rotor geometry was performed by Schottler et al. (2017b)
and Schottler et al. (2018). These results show a more distinct curl in the wake already
at x/D=3 while velocity deficit and wake deflection are generally found to be very
similar for both model turbines.
Our study moreover indicates that the wake shape and deflection is affected by inflow
turbulence. The overall wake deflection was observed to be similar for both investi-
gated turbulence levels. For a more detailed investigation of diffusion mechanisms in
the wake, however, a vorticity analysis in the wake of a turbine exposed to low and
high turbulence is motivated for future studies. The inflow turbulence is furthermore
implemented as an input parameter in the recently developed wake model by Bas-
tankhah and Porté-Agel (2016). The influence of the inflow turbulence seems to be
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slightly overpredicted by their model, although a more thorough analysis for different
yaw angles and downstream distances on a smaller, unblocked rotor are needed for
a solid assessment of the model’s sensitivity to inflow turbulence. Furthermore, the
comparison of the model-predicted deflection and experimentally obtained results is not
straightforward. Due to the various different calculation methods used the assessment
of the wake center deflection is found to be equivocal. Gaussian fitting to locate the
minimum wake velocity was amongst others used by Jiménez et al. (2010) as well as
Fleming et al. (2014), while Luo et al. (2015) and Howland et al. (2016) calculated the
center of mass of the three-dimensional velocity contour. A comparison of different
wake deflection methods was presented by Vollmer et al. (2016), showing the significant
method-related variation in deflection quantification.
Another focus of the present study was to assess whether the wake’s properties are sig-
nificantly influenced by sheared inflow. Shear is present in most atmospheric boundary
layer flows and highly dependent on stability and the terrain’s complexity and roughness.
The strength of the investigated shear in test case C is rather moderate and considered
typical for a neutral atmospheric boundary layer (Wharton and Lundquist, 2012). As
the study investigated only two different shear flows (αB=0.0 and αC=0.11), solid
statements about the wake flow’s sensitivity to this parameter cannot be made. The
results do however indicate a rather insignificant effect of such a moderate shear on the
wake flow. Possibly, a considerably stronger shear at lower inflow turbulence would have
resulted in more distinguishable wake characteristics. In contrast to a recent full-scale
LES study by Vollmer et al. (2016), our results seem to shown a rather small dependency
of the wake characteristics on the inflow conditions. However, Vollmer et al. (2016)
varied four different inflow parameters (turbulence intensity, potential temperature
wind shear and veer) simultaneously, which made direct conclusions on the sensitivity
to a single inflow parameter difficult. In conclusion, our results do not contradict
with their findings as the inflow conditions in both setups were modeled very differently.

6 Conclusions

An experimental study on the inflow-dependent wake characteristics of a yawed model
wind turbine was realized. In accordance with previous studies, it is confirmed that
intentional turbine yaw misalignment is an effective method to laterally deflect the
velocity deficit in the wake and thus offers a large potential for power optimization in
wind farms. For the equally important optimization of downstream turbine fatigue
loads, a careful planning of wind farm layout and control strategy should thus also take
the strength and expansion of rotor-generated turbulence footprints into account. We
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show that the rotor-generated turbulence distributions are deflected in the same degree
as the mean velocity profiles, but feature a slightly wider expansion. Further analysis
demonstrated that an increasing yaw angle reduces the levels of the peak turbulence,
which is decreasing at a similar rate as the rotor thrust.
The study moreover recommends a consideration of the inflow turbulence level as an
important parameter for deflection models implemented in wind farm controllers, as it
is affecting the yaw-angle dependent symmetry in shape and deflection. The degree
of asymmetry was observed to be higher for lower inflow turbulence. The recently
proposed wake deflection model by Bastankhah and Porté-Agel (2016) proved to deliver
good approximations of inflow-turbulence-dependent wake deflection. However, more
wake measurements at different yaw angles and various downstream distances should be
performed to fully assess the model’s sensitivity to inflow turbulence. As the influence
of a gentle inflow-shear on the wake characteristics was found to be insignificant, an
inclusion of this parameter in wake models is thus not considered to be essential at
this stage. The experimental results revealed very similar velocity deficit and rotor-
generated turbulence distributions to those measured for an uniform inflow.
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Abstract. In this experimental wind tunnel study the effects of intentional yaw
misalignment on the power production and loads of a downstream turbine are
investigated for full and partial wake overlap situations. Power, thrust force and
yaw moment are measured on both the upstream and downstream turbine. The
influence of inflow turbulence level and streamwise turbine separation distance are
analyzed for full wake overlap situations. For partial wake overlap the concept of
downstream turbine yawing for yaw moment mitigation is examined for different
lateral offset positions.
Results indicate that upstream turbine yaw misalignment is able to increase the
combined power production of the two turbines for both partial and full wake over-
lap setups. For aligned turbine setups the combined power is increased between
3.5% and 11% depending on the inflow turbulence level and turbine separation
distance. The increase in combined power is at the expense of increased yaw
moments on both upstream and downstream turbine. For partial wake overlap
situations, yaw moments on the downstream turbine can be mitigated through
upstream turbine yawing, while simultaneously increasing the combined power
production. A final test case demonstrates the concept of opposed downstream
turbine yawing in partial wake situations, which is shown to reduce its yaw
moments and increasing its power production by up to 5%.

1 Introduction

In wind farms the individual wind turbines interact aerodynamically through their
wakes. Besides significant power losses, rotors exposed to upstream turbines’ wakes
experience higher unsteady loading (Kim et al., 2015). The reduced power and increased
rotor loads are dependent on the downstream turbine’s lateral and streamwise location
in the wake, the upstream turbine’s control settings and the characteristics of the
incoming wind. The inflow characteristics are governed by the atmospheric stability,
in which the turbulence level as well as the degree of shear and veer are important
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parameters. In combination with the wind farm layout, the site dependent wind
statistic, such as wind speed and direction distributions, define the occurrence for
downstream turbines to be fully or partially exposed to the upstream turbine’s wake.
In order to mitigate power losses and wake induced loads on downstream turbines,
different upstream turbine control strategies have recently been suggested (Gebraad
et al., 2015; Knudsen et al., 2014). These include methods to reduce the axial-induction
of an upstream turbine and thus also mean and turbulent gradients in the wake (Annoni
et al., 2016; Bartl and Sætran, 2016) as well as wake redirection techniques (Fleming
et al., 2015). The most discussed wake deflection mechanisms include individual pitch
angle control, tilt angle variation and yaw angle actuation. In a computational fluid
dynamics (CFD) study Fleming et al. (2015) compare these techniques with regards to
power gains and blade out-of-plane bending loads on a two turbine setup. Individual
pitch control was observed to cause high structural loads. Most current turbine designs
do not feature tilt mechanisms, while yaw actuation is concluded to be a promising
technique due to its simple implementability. As all modern wind turbines are equipped
with yaw actuators, intentional yaw misalignment can be used to laterally deflect the
wake flow and potentially increase the wind farm power output.
A number of recent research focused on the wake characteristics behind a yawed
wind turbine. In a combined experimental and computational study Howland et al.
(2016) measured the wake of yawed small drag disc and conducted a Large-Eddy-
Simulation (LES) behind an actuator disc/line modeled rotor. They discussed different
quantifications for wake deflection and characterized the formation of a curled wake
shape due to a counter-rotating vortex pair. A similar wake shape was found in a LES
study by Vollmer et al. (2016), who found a significant variation of wake shape and
deflection depending on the atmospheric stability. The yawed wake characteristics’
dependency on inflow turbulence and shear were investigated in an experimental study
by Bartl et al. (2018). The inflow turbulence level was observed to influence the shape
and deflection of the wake, in contrast to a moderate shear in the inflow. Schottler
et al. (2018) highlight the importance of considering non-Gaussian distributions of
velocity increments in wind farm control and layout optimizations. A ring of strongly
intermittent flow is shown to surround the mean velocity deficit locations, suggesting a
much wider wake expansion as based on the mean velocity. An extensive theoretical and
experimental study on yaw wakes was performed by Bastankhah and Porté-Agel (2016).
They presented a theoretical description for the formation of the counter-rotating
vortex pair in the wake and developed a sophisticated analytical model for the far wake
of a yawed turbine. Including inflow turbulence as an additional input parameter makes
Bastankhah and Porté-Agel’s model a favorable alternative to the wake deflection
model by Jiménez et al. (2010).
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Moreover, various research investigated the potential of overall wind farm power gains
through intentional yaw misalignment. An experimental study by Adaramola and
Krogstad (2011) on two aligned model wind turbines (x/D = 3) demonstrated an
increase in combined efficiency with increasing upstream turbine yaw angle. For a yaw
angle of 30◦, they measured an increase of 12% in combined power compared to the
reference case at 0◦. For the same separation distance Schottler et al. (2015) measured
a combined power increase of about 4% for an upstream turbine yaw angle of −18◦.
Their experimental study on two aligned model turbines furthermore pointed out clear
asymmetries of the downstream turbine power output with regards to the upstream
turbine yaw angle. Another experimental study on three model wind turbines was
presented by Campagnolo et al. (2016), who measured a combined power increase
of 21% for an lateral offset of Δz/D = 0.45 between the turbines. Comprehensive
studies on yaw misalignment for optimized full wind farm control haven been presented
by Fleming et al. (2014) and Gebraad et al. (2016). They analyzed wake mitigation
strategies by using both the LES code SOWFA as well as a parametric wake model.
A dedicated full-scale study by McKay et al. (2013) investigated the connection of
yaw alignment and power output of a downstream turbine operated in the wake of
an upstream turbine. They found an independent yaw alignment for the purpose of
individual power increase of downstream turbines operated in partial wake situations.
Most of these studies focus on the possibilities for power optimization through yaw
control; however, the discussion of increased structural loads is often left open. Yet,
yaw misalignment of an undisturbed turbine was observed to create increased unsteady
loading on the yawed rotor. In a simulation by Kragh and Hansen (2014) these
loads are quantified for different inflow conditions. It is furthermore shown that load
variations due to wind shear can potentially be alleviated by yaw misalignment. Load
characteristics on a yawed model turbine rotor were compared to various computational
approaches by Schepers et al. (2014). The so-called Mexnext project revealed modeling
deficiencies while shedding light on complex unsteady flow phenomena during yaw.
In a recent paper by Damiani et al. (2017) damage equivalent loads and extreme
loads under yaw misalignment are measured and predicted for a fully instrumented
wind turbine. They observed rather complex, inflow-dependent load distributions for
yaw angle offsets. In a computational setup of ten aligned, non-yawed wind turbines
Andersen et al. (2017) recently investigated the influence of inflow velocity, turbulence
intensity and streamwise turbine spacing on the yaw moments and other equivalent
loads on downstream turbines operated in the wake. The study shows up unexpected
load peaks for every second or third downstream turbine in below-rated operating
conditions. A way to utilize measured rotor loads such as yaw moments to estimate
rotor yaw misalignment, inflow shear or partial wake rotor operation is investigated by
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Schreiber et al. (2016). Using a computational framework of a wake model, BEM model
for power and loads and a gradient-based optimizer van Dijk et al. (2017) investigated
the effects of yaw misalignment on power production and loads in full and partial wake
overlap situations. They found that upstream turbine yaw-misalignment is able to
increase the total power production of their modeled wind farm, while reducing the
loads in partial wake overlap situations.
The objective of the present study is to analyze potentials of yaw control for the often
contradicting goals of combined power gains and load mitigation. Balancing the benefits
of power gains and costs of increased rotor loads is of utmost importance for the design
of cost-effective wind farm control strategies. For this purpose the parameters turbine
separation distance x/D, lateral turbine offset Δz/D and turbine yaw settings γT 1 and
γT 2 are systematically varied in this wind tunnel experiment. Special focus is given to
the concept of downstream turbine yawing in partial wake situations for the purpose
of load reduction and combined power gains. Together with the inflow-dependent wake
flow measurements on the same experimental setup presented in Bartl et al. (2018),
this study completes the link between detailed wake flow characteristics and power,
yaw moments and thrust forces on a turbine operated in the wake.

2 Experimental setup

2.1 Wind turbine models

Two wind turbine models of the exactly same rotor geometry were used for this study.
The rotor was designed based on the NREL S826 aifoil and has a total diameter of
D = 0.894m. The tower and nacelle structure of the upstream turbine (T1) is slightly
slimmer than that of the downstream turbine (T2), in order to minimize the effect on
the wake flow behind the yawed upstream turbine. The maximum power point of both
turbines is reached at a tip speed ratio of λT 1 = λT 2 = 6.0 in undisturbed inflow. In
this experiment T2 is controlled to its optimum power point, which strongly varies for
different positions and upstream turbine operational parameters. The exact geometry
and detailed performance curves of T1 are described in Bartl et al. (2018), while T2’s
characteristics can be found in Bartl and Sætran (2017). In contrast to most other
turbines, the investigated model turbines rotate counter-clockwise. Positive yaw is
defined as indicated in Figure 2.
The experiments were performed in the closed-loop wind tunnel at the Norwegian
University of Science and Technology (NTNU) in Trondheim, Norway. The tun-
nel’s cross-section measures 2.71m in width, 1.81m in height and 11.15m in length.
The turbine models are operated at a blade tip Reynolds numbers of approximately
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Re tip ≈ 105.
Moreover, about 12.8% of the wind tunnel’s cross sectional area are blocked by the
turbines’ rotor swept area. The wind tunnel width measures about three times the
turbine’s rotor diameter, which leaves sufficient space for lateral wake deflection and
offset positions for T2. However, a speed-up of the flow in free-stream areas around
the rotors is observed due to blockage effects as described in detail in Bartl et al. (2018).

2.2 Inflow conditions

The influence of different inflow turbulence levels is investigated in this study. For
this purpose the turbines are exposed to an inflow of very low turbulence intensity
TIA = 0.23% (Inflow A) as well as high turbulence intensity TIB = 10.0% (Inflow B).
Inflow B is generated by a static grid at the wind tunnel inlet. The grid-generated
turbulence decays with increasing downstream distance to about TIB = 5.5% at
x/D = 3 and to TIB = 4.0% at x/D = 6. The profiles of streamwise mean velocity
and turbulence intensity measured in the empty wind tunnel for different downstream
positions are presented in Bartl et al. (2018). Inflow A is assessed to be uniform within
±0.8% over the rotor swept area. A velocity variation of ±2.5% is measured at x/D = 0
for Inflow B, as the footprint of the grid’s single bars are still detectable At x/D = 3,
however, the grid-generated turbulent flow is seen to be uniform within ±1.0%. Both
test cases were performed at the constant reference velocity of uref = 10.0m/s.

2.3 Measurement techniques

The mechanical power on both rotors was measured in separate steps with a HBM
torque transducer of the type T20W-N/2-Nm, which is installed in the nacelle of the
downstream turbine T2. The transducer is connected to the rotor shaft through flexible
couplings. An optical photo cell inside the nacelle makes the rotor’s rotational speed
assessable. On the test rig of T1 the rotational speed is controlled via a servo motor,
ensuring the same power and load characteristics as for T2.
For the purpose of thrust force and yaw moment measurements the model turbines
are separately installed on a six-component force balance by Carl Schenck AG. By
constantly recording signals obtained from the three horizontal force cells, the yaw
moments referred to the rotor center can be calculated. For the assessment of the rotor
thrust, the drag force on tower and nacelle is measured isolated and then subtracted
from the total thrust. No such correction is applied for the assessment of the yaw
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moments.

2.4 Statistical measurement uncertainties

The statistical measurement uncertainties for power coefficients, thrust coefficient and
normalized yaw moments have been calculated following the procedure described by
Wheeler and Ganji (2004). Random errors are computed from repeated measurements
of various representative measurement points based on a 95% confidence interval.
Furthermore, the match of power and thrust values of the baseline cases (e.g. γT 1 = 0◦,
x/D = 3, Δz/D = 0) with previous results e.g. by Bartl and Sætran (2016, 2017) has
been checked for consistency.
For the purpose of clarity, errorbars are not shown in the resulting graphs in Section 3.
Instead, a short overview of uncertainties for the different measures is given here. The
total uncertainty in T1’s power coefficient is 0.011 (1.9%) for non-yawed operation,
rising up to about 0.017 (3.9%) for a yaw angle of γT 1 = 30◦. The uncertainty in T1’s
thrust coefficient is assessed to be very similar, varying from 0.013 (1.4%) to 0.018
(3.1%) for yaw angles 0◦ and ±40◦, respectively. The uncertainty in normalized yaw
moments M∗

y is 0.0032, which corresponds to almost 15% of the absolute measurement
value at γT 1 = 30◦. Due to very small absolute values of the yaw moments, the
relative uncertainty is rather high. In the case of T2, the uncertainties are presented
representatively for the aligned test case, in which the upstream turbine is operated
at γT 1 = 30◦ and T2 located at x/D = 3 and operated at γT 2 = 0◦. The total
uncertainties in power and thrust coefficient are 0.006 (2.5% of the absolute CP -value)
respectively 0.007 (0.9% of the absolute CT -value). The normalized yaw moment of the
downstream turbine for this case is amounts 0.0019 (about 8% of the absolute value).

2.5 Test case definition

Three main test cases are investigated in this study. In a first test case the two model
turbines are installed in an aligned arrangement in the wind tunnel, i.e. T2 is immersed
in the full wake of T1 (for γT 1 = 0◦). The upstream turbine’s yaw angle is then
systematically varied at nine different values γT 1 = [-40°, -30°, -20°, -10°, 0°, +10°,
+20°, +30°, +40°]. Moreover, the streamwise separation distance between the turbines
is varied from x/D=3 to x/D=6. Finally, the inflow turbulence intensity is varied from
TIA = 0.23% (Inflow A) to TIB = 10.0% (Inflow B).
In a second test case, the effect of the lateral offset position Δz/D of the downstream
turbine T2 in the wake of an upstream turbine T1 is investigated. That means that
T2 is in most cases exposed to partial wake situations. For this purpose, the lateral
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Table 1: Overview of test cases.

Test case Parameter Inflow Yaw angle γT 1

variation turbulence
1 (a) Aligned turbines γT 1 & x/D 0.23% [-40◦,..., +40◦]
1 (b) Aligned turbines γT 1 & x/D 10.0% [-40◦,..., +40◦]
2 (a) Offset turbines Δz/D 10.0% 0◦

2 (b) Offset turbines Δz/D 10.0% +30◦

3 (a) Downstream turbine yaw Δz/D & γT 2 10.0% 0◦

3 (b) Downstream turbine yaw Δz/D & γT 2 10.0% +30◦

Streamwise Lateral Yaw angle γT 2

separation x/D offset Δz/D

1 (a) 3 & 6 0 0◦

1 (b) 3 & 6 0 0◦

2 (a) 3 [-0.5,...+0.5] 0◦

2 (b) 3 [-0.5,...+0.5] 0◦

3 (a) 3 [-0.5,...+0.5] [-30◦,...,+30◦]
3 (b) 3 [-0.5,...+0.5] [-30◦,...,+30◦]

offset is set to seven different positions ranging from Δz/D = [-0.50, -0.33, -0.16, 0,
+0.16, +0.33, +0.50]. This is done for two upstream turbine yaw angles γT 1 = 0◦ and
γT 1 = +30◦. The turbine separation distance is kept constant at x/D = 3 and only
the highly turbulent inflow condition (Inflow B) is investigated.
In a third and final test case the downstream turbine yaw angle γT 2 is varied as an
additional parameter while it is operated at different lateral offset positions Δz/D.
This concept intends to demonstrate the possibility for yaw moment mitigation in
partial wake situations by opposed yawing of the downstream turbine. In this test case
T2 is therefore operated at 13 different yaw angles ranging from γT 2 = [−30◦, ...,+30◦].
An overview of all investigated test cases is presented in Table 1.
For all test cases the power coefficient CP , thrust coefficient CT and normalized
yaw moment M∗

y are assessed on T1 and T2. The power coefficient is the measured
mechanical power normalized with the kinetic power of the wind in a streamtube of
the same diameter:

CP =
P

1/8 ρ π D2 U3
ref

. (1)
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The thrust coefficient is defined as the thrust force normal to the rotor plane normalized
with the momentum of the wind in a streamtube:

CT =
FT

1/8 ρ π D2 U2
ref

. (2)

The yaw moment My is normalized in a similar way as the thrust force with an
additional rotor diameter D to account for the normalization of the yaw moment’s
lever:

M∗
y =

My

1/8 ρ π D3 U2
ref

. (3)

3 Results

3.1 Operating characteristics of T1

At first the yaw-angle dependent operating characteristics of the upstream wind turbine
are presented for two inflow conditions in Figure 1. The model turbine is operated
at a tip speed ratio of λT 1 = 6.0 for all yaw angles. The downstream turbine shows
the exactly same operating characteristics when operated in undisturbed inflow. For
measurements showing the power and thrust coefficient depending on the tip speed
ratio λT 1 it is referred to Bartl et al. (2018).
At γT 1 = 0 the upstream turbine reaches a power coefficient of about CP,T 1 = 0.460

for both inflow conditions. It is observed that an increase in inflow turbulence results in
the same performance characteristics. As discussed by Bartl et al. (2018), the decrease
in power coefficient can be approximated CP,γT 1=0 · cos3(γT 1) when the turbine yaw
angle is varied. The thrust coefficient’s reduction through yawing is observed to
match well with CT,γT 1=0 · cos2(γT 1). The normalized yaw moment shows an almost
linear behavior around the origin. However, minor asymmetries between positive
and corresponding negative yaw angles are observed. These asymmetries are slightly
stronger for inflow A (TIA = 0.23%).

3.2 Test case 1: Aligned turbines

In the first test case both rotors are installed in the center of the wind tunnel at (y, z) =
(0, 0) aligned with the main inflow direction. The downstream turbine position is varied
from x/D = 3 to x/D = 6, while the upstream turbine yaw angle is systematically
changed in steps of ΔγT 1 = 10◦ from γT 1 = [−40◦, ...,+40◦]. Figure 2 shows two
example cases, in which the downstream turbine is operated in the upstream turbine’s
wake for γT 1 = 0◦ and γT 1 = 30◦. The sketched wake flow contours in the xz-plane at
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Figure 1: (a) Power coefficient CP,T 1 (b) thrust coefficient CT,T 1 and (c) normal-
ized yaw moment M∗

y,T 1 of the undisturbed upstream turbine T1 for different inflow
conditions. The turbine is operated at λopt,T 1 = 6.0 for all yaw angles.

hub height are Laser Doppler Anemometry (LDA) measurements of an example case
and are only included for illustrative purposes. An exact quantification of the wake
can be obtained from cross-sectional measurements in the yz-plane as presented in
Bartl et al. (2018).
The results for the downstream turbine CP,T 2, CT,T 2 and M∗

y,T 2 at inflow B in
dependency of its tip speed ratio λT 2 are shown in Figure 3. The downstream turbine’s
power is observed to increase with an increasing absolute value of the upstream turbine
yaw angle. As the wake is laterally deflected, the downstream turbine is partly exposed
to higher flow velocities in the freestream. The power recovery of the downstream
turbine is observed to be asymmetric with respect to the upstream turbine yaw angle.
Higher downstream turbine power coefficients are measured for negative upstream
turbine yaw angles. Obviously, the optimum downstream turbine T2’s operating point
shifts to higher tip speed ratios λT 2 the more kinetic energy is available in the wake.
A corresponding asymmetry between positive and negative upstream turbine yaw

Figure 2: Topview of the aligned downstream turbine operated in the wake of an
upstream turbine at the two different positions x/D = 3 and x/D = 6. The wake flow
is indicated by measured example cases for (a) γT 1 = 0◦ and (b) γT 1 = 30◦.
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angles is also observed in T2’s thrust coefficient, showing higher values for negative
upstream turbine yaw angles. The yaw moments experienced by the downstream
turbine are observed to grow with increasing upstream turbine yaw angle. As expected,
downstream turbine yaw moments are positive for positive upstream turbine yaw angles
and vice versa. For low tip speed ratios, i.e. during stall the yaw moments are seen
to be small and below 0.01. As soon as the flow is attached the absolute value of the
yaw moments is observed to strongly rise. Again, an asymmetry between negative and
positive upstream turbine yaw angles is observed. The asymmetric wake deflection is
considered to be the main reason for the asymmetric distribution of T2’s yaw moments.

Figure 3: Downstream turbine (a) power coefficient, (b) thrust coefficient and (c)
normalized yaw moment as a function of its tip speed ratio λT 2 for different upstream
turbine yaw angles γT 1. The downstream turbine T2 is located at x/D = 3. The
turbines are exposed to inflow B.

The effect of a variation in inflow turbulence level (TIA = 0.23% versus TIB =
10.0%) on the downstream turbine’s CP,T 2, CT,T 2 and M∗

y,T 2 is shown in Figure 4. The
results are presented for varying upstream turbine yaw angle γT 1. The downstream
turbine T2 is operated at a λT 2, for which CP,T 2 was maximum for the specific
conditions. Note that for x/D = 6 neither thrust nor yaw moments were measured.
The downstream turbine’s power coefficient CP,T 2 is in general observed to be

higher for a higher inflow turbulence (Inflow B). The wake flow recovers at a higher rate
leaving more kinetic energy for the downstream turbine to extract. The difference in
T2’s power extraction between the two inflow turbulence levels is observed to be highest
at small upstream turbine yaw angles γT 1. At high yaw angles γT 1 ≥ 30◦, however,
the power coefficient CP,T 2 is very similar for the two different inflow turbulence levels.
For these high yaw angles the wake’s mean velocity deficit has the largest lateral
deflection, exposing about half of T2’s rotor swept area to the freestream. The kinetic
energy content in the freestream is about the same for both inflows, which brings T2’s
power levels closer together. Moreover, the downstream turbine’s power output at low
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Figure 4: Downstream turbine (a) power coefficient, (b) thrust coefficient and (c)
normalized yaw moment as a function of the upstream turbine’s yaw angle γT 1. The
downstream turbine T2 is located at x/D = 3 and x/D = 6 respectively. The turbines
are exposed to inflows A and B.

inflow turbulence (inflow A) is observed to be more asymmetric with respect to γT 1

than at high inflow turbulence (B). Especially for x/D = 6, the downstream turbine
power CP,T 2 is strongly asymmetric for inflow A. For extreme yaw angles γT 1 = ±40◦,
T2’s power coefficient reaches levels of CP,T 2 = 0.45− 0.46, which is about the same
magnitude of CP,T 1 at γT 1 = 0◦. Although a considerable part of the downstream
turbine rotor is impinged by T1’s wake, blockage-increase freestream velocity levels of
u/uref = 1.10 lift the downstream turbine’s power to these levels.
Similar trends are observed for the downstream turbine thrust coefficient CP,T 2

(Figure 4 (b)), where higher thrust forces are measured for the higher turbulence level
in Inflow B. Inflow A implicates a higher asymmetry in CT,T 2 with respect to γT 1.
As previously discussed, the downstream turbine yaw moments M∗

y,T 2 are observed
to increase with larger upstream turbine yaw angles γT 1. For both inflow cases, the
yaw moments’ absolute values are seen to be higher for positive γT 1 than for negative
γT 1. Larger yaw moments are measured for Inflow A than for Inflow B, which possibly
stems from stronger mean velocity gradients in the wake flow in Inflow A. The yaw
moments M∗

y,T 2 on the downstream turbine located at x/D = 3 have approximately
the same magnitude as the yaw moments measured on the upstream turbine M∗

y,T 1.
Consequently, an intentional upstream turbine yaw misalignment implicates significant
yaw moments on the upstream turbine it self as well as an aligned downstream turbine.
A main goal of this study is to find out if upstream turbine yawing can positively

affect the total power output. As observed in Figure 1 yawing the upstream turbine
reduces its power output, while Figure 4 shows that the downstream turbine’s power
increases simultaneously. In order to quantify if the gain in T2 power can make up
for the losses in T1, we define the combined relative power output of the two turbine

197



Paper VI

array

P ∗
T 1+T 2 =

PT 1(γT 1) + PT 2(γT 1)
PT 1,γT 1=0 + PT 2,γT 1=0

. (4)

The results for the combined relative power are presented in Figure 5 for both
inflow conditions and two turbine separation distances. In all of these four setups an
increase in combined power between 3.5% and 11% was measured for upstream turbine
yawing. For both turbine spacings, the maximum combined efficiencies were measured
for γT 1 = −30◦. The combination of a larger wake deflection and a progressed wake
recovery at higher separation distances are seen to shift the optimum of the energy
balance between T1 and T2 to higher yaw angles γT 1. Moreover, the combined relative
power is seen to be asymmetric with higher values for negative yaw angles γT 1. Both,
upstream turbine power CP,T 1 and downstream turbine power CP,T 2 have seen not to
be perfectly symmetrical, the larger portion can however be subscribed to the power
extraction of downstream turbine exposed to asymmetric wake flow fields for positive
and negative yaw angles. Furthermore, the relative power gains are observed to be
significantly larger for lower inflow turbulence levels (Inflow A). Relative power gains
of about 11% were measured at Inflow A, while only 8% were obtained for Inflow B at
the same yaw angle of γT 1 = −30◦.

Figure 5: Combined relative power P ∗
T 1+T 2 of two turbines for different upstream

turbine yaw angles γT 1. The downstream turbine T2 is located at x/D = 3 and
x/D = 6 respectively. The turbines are exposed to inflows A and B.

3.3 Test case 2: Offset turbines

The power and loads of the downstream turbine T2 are dependent on many different
parameters, such as the inflow conditions, the operating point of the upstream turbine

198



Performance of yawed turbine array

T1, its relative streamwise and lateral position with respect to T1 as well as its
operating point. In a second test case we therefore investigate the downstream turbine’s
performance in lateral offset. That means that T2 experiences partial wake situations.
The turbine separation distance is in this test case fixed to x/D = 3, while different
offset positions Δz/D = [−0.50, −0.33, −0.16, ±0,+0.16,+0.33,+0.50] are investigated.
This is done for Inflow B (TIB = 10.0%) only, while upstream turbine yaw angles
of γT 1 = 0◦ and γT 1 = +30◦ are investigated. In Figure 6 two example positions
of the downstream turbine are sketched, illustrating two different wake impingement
situations.

Figure 7 shows the downstream turbine’s CP,T 2, CT,T 2 and M∗
y,T 2 while operated in

the wake of the upstream turbine at γT 1 = 0◦ in dependency of its tip speed ratio λT 2

and lateral offset position Δz/D. As expected, the power coefficient is seen to increase
with increasing lateral offset Δz/D as the downstream turbine is partly exposed to
a flow of higher kinetic energy. T2’s power coefficient is observed not to be entirely
symmetric with respect to its lateral position in the wake. Slightly higher power
coefficients are measured for negative offset positions. The reason for this is deemed to
be a not perfectly axis-symmetric velocity deficit at x/D = 3 as indicated in Figure 6
(a) and Bartl et al. (2018). As observed earlier, T2’s optimum operating point shifts to
higher tip speed ratios λT 2 with increasing kinetic energy being available in the wake.
Similar trends are observed for the downstream turbine thrust coefficient CT,T 2, which
was measured to be slightly higher for negative offset positions. The yaw moments
experienced by the downstream turbine are seen to increase for larger lateral offsets
as the rotor is impinged by stronger mean velocity gradients. The largest increases
are detected for a change from Δz/D = ±0 to ±0.16 and from ±0.16 to ±0.33, while
a position change from ±0.33 to ±0.50 only causes a small increase in yaw moment.
The curves are generally observed to be almost symmetric with respect to the offset
position, but also show slightly higher absolute values for negative offset positions.

Figure 6: Topview of two lateral offset positions ((a) Δz/D = −0.16 and (b) Δz/D =
+0.33) of the downstream turbine while operated in the wake of an upstream turbine
at x/D = 3. The upstream turbine is operated at (a) γT 1 = 0◦ and (b) γT 1 = 30◦.
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Figure 7: Downstream turbine (a) power coefficient, (b) thrust coefficient and (c)
normalized yaw moment as a function of its tip speed ratio λT 2 for different lateral
offset positions Δz/D. The upstream turbine yaw angle is kept constant at γT 1 = 0◦.
The downstream turbine T2 is located at x/D = 3. The turbines are exposed to inflow
B.

The effect of a variation in upstream turbine yaw angle from γT 1 = 0◦ to γT 1 = 30◦ on
the downstream turbine’s characteristics in different lateral offset positions is presented
in Figure 8. For the shown results the downstream turbine T2 is operated at a its
optimum λT 2, which differs for each offset position.
The red curves summarize the results for γT 1 = 0◦ already shown in Figure 7 for their
optimum operating point, while the blue curves represent a setup, in which T1 is
operated at γT 1 = 30◦ (see Figure 6). For this upstream turbine yaw angle, the wake
center is shifted to Δz/D = −0.167 (Bartl et al., 2018) and correspondingly the blue
curves minima in CP,T 2 and CT,T 2 are shifted to Δz/D = −0.16 (Figure 8 (a) and (b)).
The yaw moment M∗

y,T 2 as depicted in Figure 8 (c) is observed to be around zero for
this offset position, as the rotor is approximately impinged by a full wake. For an offset
position around Δz/D = +0.16 to Δz/D = +0.33 the yaw moments reach a maximum
level, as roughly half the rotor swept area is impinged by the low velocity region of
the wake, while the other have is impinged by the high velocity freestream flow. At
a lateral offset of Δz/D = +0.50 the yaw moments on T2 are observed to decrease
again. A large part of the rotor is exposed to the freestream flow; however, the wake is
not yet entirely deflected away from T2. For this offset position the power and thrust
coefficient are seen to reach very high levels as the rotor is exposed to a large portion
of high kinetic energy freestream flow. A power coefficient of CP,T 2 > 0.50 can be
explained by increased freestream velocity levels of u/uref = 1.10 (Bartl et al., 2018)
caused by wind tunnel blockage. The power and thrust coefficient still are referred to
uref measured x/D = −2 upstream of T1.
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Figure 8: Downstream turbine (a) power coefficient, (b) thrust coefficient and (c)
normalized yaw moment as a function of its lateral offset position Δz/D. The upstream
turbine yaw angle is kept constant at γT 1 = 0◦. The downstream turbine T2 is located
at x/D = 3. The turbines are exposed to inflow B.

The combined relative power output of the two-turbine array is in this case calculated
for a change of upstream turbine yaw angle from γT 1 = 0◦ to +30◦. It has to be kept
in mind, that the upstream turbine power is constant, independent of the downstream
turbine position. The combined power for each offset position is calculated as

P ∗
T 1+T 2 =

PT 1,γT 1=30 + PT 2,γT 1=30(z/D)
PT 1,γT 1=0 + PT 2,γT 1=0(z/D) . (5)

Figure 9 shows the resultant combined relative power output. For an offset position of
Δz/D = +0.33 a maximum combined power increase of 13% is measured, as a major
part is deflected away from the downstream rotor. Surprisingly, the relative power
gains measured for an offset Δz/D = +0.50 are measured to be smaller, amounting
about 6%. This can be explained by significantly larger CP,T 2-values in the non-yawed
case for Δz/D = +0.50 than for Δz/D = +0.33, allowing smaller relative gains. For
zero lateral offset, about 5% in combined power are lost when yawing T1 to γT 1 = +30◦

as previously observed in Figure 5. In the case of the downstream turbine being
located at negative offset positions Δz/D, the wake is deflected directly on T2’s rotor,
significantly reducing its power output and consequently also the combined power.
In conclusion, is has been demonstrated that intentional upstream turbine yaw control
is favorable in offset situations when considering both, the power output and yaw
moments on a downstream turbine. Depending on the downstream turbine’s streamwise
and lateral position, the wake can be partly or even fully deflected away from its rotor
swept area.
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Figure 9: Combined relative power P ∗
T 1+T 2 of the two-turbine-array for different lateral

offset positions Δz/D. The combined power is calculated for a change of upstream
turbine yaw angle from γT 1 = 0◦ to +30◦ for each position. The downstream turbine
T2 is located at x/D = 3. The turbines are exposed to inflow B.

3.4 Test case3: Downstream turbine yawing

The third and final test case investigates whether a variation in downstream turbine yaw
angle γT 2 contributes to a yaw-load mitigation and power optimization. As previously
seen, both partial wake impingement and turbine yaw misalignment are possible sources
for increased yaw moments. An intentional yaw misalignment opposed to the partial
wake impingement is therefore considered to cancel out yaw loading on the turbine.
For this purpose, the downstream turbine yaw angle is systematically varied from
γT 2=[−30◦, ...,+30◦] in steps of 5◦ for all seven lateral offset positions and upstream
turbine yaw angles γT 1=[0◦,+30◦]. A sketch of two downstream turbine yaw angles at
two offset positions is presented in Figure 10.

Figure 10: (a) Topview of the downstream turbine T2 operated at a lateral offset
position Δz/D = +0.50 and a yaw angle of γT 2 = −20◦ in the wake of an upstream
turbine T1 operated at γT 1 = 0◦. (b) Topview of the downstream turbine T2 operated
at a lateral offset position (Δz/D = +0.16) and a yaw angle of γT 2 = −15◦ in the
wake of an upstream turbine T1 operated at γT 1 = 30◦.
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Figure 11: Downstream turbine (a) power coefficient, (b) thrust coefficient and (c)
normalized yaw moment as a function of its yaw angle γT 2 for different lateral offset
positions Δz/D. The upstream turbine yaw angle is kept constant at γT 1 = 0◦. The
downstream turbine T2 is located at x/D = 3. The turbines are exposed to inflow B.

The resulting CP,T 2, CT,T 2 and M∗
y,T 2 of the downstream turbine in dependency of

its yaw angle γT 2 and lateral offset position Δz/D for a constant upstream turbine yaw
angle of γT 1 = 0◦ are shown in Figure 11. The points for γT 2 = 0◦ correspond to the
previously shown red lines in Figure 8. In case the downstream turbine rotor is fully
impinged by the upstream turbine’s wake, i.e. Δz/D = 0, a variation of its yaw angle
γT 2 reduces its power output and increases uneven yaw moments. During a lateral
offset however, the maximum power output and minimum yaw moments are found
for yaw angles γT 2 �= 0◦. At a lateral offset position of Δz/D = +0.16, for instance,
the maximum CP,T 2 is assessed for γT 2 = −10◦. Simultaneously, the yaw moment is
measured to be around zero at this yaw angle. The downstream turbine is exposed to
a strong shear flow in the partial wake situation, mitigating yaw moments by actively
yawing opposed to that shear. The simultaneous power increase for the oppositely
yawed downstream rotor is a positive side effect, although the exact reasons for the
power increase are not entirely clear at this stage. Higher power outputs and decreased
yaw moments are also measured for moderate yaw angles around γT 2 = −10◦ at larger
lateral offsets of Δz/D = +0.33 and Δz/D = +0.50. The slope of the power curves in
Figure 11 (a) and yaw moment curves in Figure 11 (c) are observed to be even steeper
for larger lateral offsets. The power gains when yawing the turbine from γT 2 = 0◦ to
γT 2 = −10◦ are larger for higher lateral offsets. At the same time, the relative yaw
moment reduction is larger, implying that opposed downstream yawing is deemed to
be even more effective for higher lateral offsets.
For negative lateral offset positions, obviously the opposite trends are observed, i.e.
maximum power and smallest absolute yaw moments are measured for positive down-
stream turbine yaw angles γT 2. The power output and yaw moment distribution is
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however not completely symmetrical with respect to yaw angle γT 2 and offset position
Δz/D.

Figure 12: Downstream turbine (a) power coefficient, (b) thrust coefficient and (c)
normalized yaw moment as a function of its yaw angle γT 2 for different lateral offset
position Δz/D. The upstream turbine yaw angle is kept constant at γT 1 = 30◦. The
downstream turbine T2 is located at x/D = 3. The turbines are exposed to inflow B.

The concept of downstream turbine yawing in partial wake impingement situations
is moreover investigated for an upstream turbine yaw angle of γT 1 = +30◦. The wake
flow features a significantly higher asymmetry in this case. The results for CP,T 2, CT,T 2

and M∗
y,T 2 are shown in Figure 12. As previously observed, an offset of Δz/D = −0.16

approximately corresponds to an impingement of the full wake. Thus, the power
coefficient has an almost symmetric distribution with respect to downstream turbine
yaw angle γT 2. The yaw moments are observed to be rather low for this offset position
and around zero for γT 2 = 0. For partial wake impingement situations at Δz/D ≥ 0,
negative downstream turbine yaw angles are again seen to reduce the yaw moments
acting on the rotor. The gradients in yaw moment reduction per degree of yaw angle
are observed to be steeper for larger lateral offsets. The maximum power coefficients
are again measured for moderate downstream turbine yaw angles around γT 2 ± 10◦.
Power gains by downstream turbine yawing are assessed by a relative combined power
of the two-turbine array

P ∗
T 1+T 2 =

PT 1 + PT 2(γT 2, z/D)
PT 1,γT 1=0,z/D=0 + PT 2,γT 1=0,γT 2=0,z/D=0

. (6)

As a reference the power measured for the non-yawed upstream turbine, a non-yawed
downstream turbine in an aligned setup (Δz/D = 0) is used. The results are shown in
Figure 13. For an upstream turbine yaw angle of γT 1 = 0◦ (Figure 13 (a)) combined
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power gains of approximately 3% are measured for a moderate downstream turbine
yaw angles (γT 2 ± 10 − ±15◦). The combined power characteristics are observed to
be quite symmetrical with respect to downstream turbine offset and its yaw angle.
Slightly higher relative power gains are obtained for the case of an upstream turbine
yaw angle of γT 1 = +30◦ (Figure 13 (b)). A maximum power gain of about 5% is
measured for offset positions Δz/D = 0 and +0.16 and a downstream turbine yaw
angle between γT 1 = −10◦ and −15◦.
In conclusion, this third test case demonstrates that moderate downstream turbine
yawing can be an effective method to mitigate yaw moments acting on the rotor in
partial wake situations, while simultaneously obtaining slight power gains.

Figure 13: Combined relative power P ∗
T 1+T 2 of two turbines as a function of the

downstream turbine yaw angle γT 2 for different lateral offset positions Δz/D. The
upstream turbine yaw angle is kept constant at (a) γT 1 = 0◦ and (b) γT 1 = 30◦

respectively. The downstream turbine T2 is located at x/D = 3. The turbines are
exposed to inflow B.

4 Discussion

When assessing the operational characteristics of the upstream turbine in dependency
of its yaw angle, some asymmetries were apparent. While the power and thrust curves
only showed slight deviations for positive and the corresponding negative yaw angle,
higher asymmetries were found for the yaw moment. Although it is not entirely clear
where these stem from, the only reasonable source for an asymmetric load distribution
in an uniform inflow is the rotor’s interaction with the turbine tower. In the course
of a revolution, the blades of a yawed turbine experience unsteady flow conditions,
i.e. fluctuations in angle of attack and relative velocity. When superimposing an
additional low-velocity zone, tower shadow or shear for example, the yaw-symmetry
is disturbed. Asymmetric load distributions for turbines exposed to sheared inflow
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were recently reported by Damiani et al. (2017). They showed that vertical wind
shear causes asymmetric distributions of angle of attack and relative flow velocity in
the course of a blade revolution. They link these to rotor loads and conclude further
consequences on wake characteristics and wind farm control strategies.
Moreover, our study emphasized even stronger asymmetries in loads and power on
an aligned downstream turbine. The combined power output of a two turbine setup
consequently also featured an asymmetric distribution, which has been previously
observed in an computational study Gebraad et al. (2016) and a similar experimental
setup by Schottler et al. (2015). In a recent follow-up study, Schottler et al. (2017)
attributed the asymmetry to a strong shear in the inflow to the two-turbine setup. As
the inflow in the present study was measured to be spatially uniform, inflow shear is
not a reason for the observed asymmetries. The major contributor to an asymmetric
combined power distribution was seen to be the downstream turbine power. The yaw
angle dependency of downstream turbine power is in direct relation to an asymmetric
wake deflection observed on the same setup by in Bartl et al. (2018). Therein, the
wake deflection is slightly larger for negative yaw angles than for the corresponding
positive yaw angles, a trend which is seen to directly affect the downstream turbine
power, thrust and yaw moment distribution.
The present results further demonstrate a significant influence of the inflow turbulence
level on the effectiveness of wake steering by yaw. The relative power gains were
observed to be significantly larger for lower inflow turbulence levels (11% versus 8%).
The reason might to a small degree be differences in wake deflection (Bartl et al.,
2018), but can mostly be subscribed to lower average kinetic energy levels in wakes
for turbines exposed to low inflow turbulence. When deflecting a kinetic energy sink
away from the downstream rotor, the relative gains in combined power are higher.
Alongside with combined power increases, the results demonstrated a linear increase in
the upstream turbine’s yaw moments with its yaw angle. For wake steering behind an
upstream turbine, partial wake impingement situations arise for an aligned downstream
turbine, resulting in increased yaw moments also on the downstream turbine.
In a real wind farm exposed to varying wind directions, however, partial wake situations,
in which the downstream turbine is laterally offset are just as important as the aligned
case. For a lateral offset of half a rotor diameter, for instance, it is demonstrated,
that upstream turbine yaw control is able to steer most of the wake flow away from
an offset downstream turbine. Consequently, both the combined power increases and
yaw moments on the downstream turbine are significantly mitigated. This finding
experimentally confirms results of a similar test case recently computed with a model-
framework by van Dijk et al. (2017). For an offset of Δz/D = +0.33, we measured a
maximum power increase of about 13% for when yawing the upstream turbine from
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γT 1 = 0◦ to +30◦. Although not directly comparable, this result is estimated to be at
the same order of magnitude as power gains experimentally obtained by Campagnolo
et al. (2016), who measured a combined power increase of 21% for a setup of three
model turbines with an lateral offset of Δz/D = +0.45. Furthermore, our results
indicated a not perfectly symmetrical distribution of the downstream turbine power
and thrust coefficients with respect to its positive or negative offset position, as slightly
higher power coefficients were obtained for negative offset positions. The reason for
this is deemed to be an asymmetric velocity deficit in the non-yawed wake as indicated
in Pierella and Sætran (2017) and Bartl et al. (2018).
In a final test case, we introduced the concept of downstream turbine yawing in partial
wake overlap situations for the purpose of load mitigation. The concept suggests that
yawing a downstream turbine opposed to a strong horizontally sheared flow is able
to mitigate rotor’s yaw moments while simultaneously increasing the rotor’s power
output. The horizontally sheared flow is in this case the transition zone between the
low- velocity wake flow to the high-velocity freestream flow. A mitigation of yaw
moments by yawing the rotor opposed to the shear is intuitively imaginable, while the
simultaneous power increase might be surprising. Similar effects have, however, been
reported in full-scale data evaluation by McKay et al. (2013), who found an offset in
the downstream turbine’s yaw alignment for the purpose of optimized power output
when operated in a partial wake of an upstream turbine. The downstream turbine
yaw angle was observed to adjust itself opposed to the velocity gradient in the partial
wake impinging the downstream rotor. These findings are in total agreement with the
optimal downstream turbine yaw angle measured in our wind tunnel experiment. The
potential of load reductions of a single turbine by yawing has been previously discussed
by Kragh and Hansen (2014), in situations where the rotor was exposed to vertically
sheared inflows. In the present test case, however, the partial wake impingement on the
rotor represents a situation of a strongly horizontally sheared flow. Whether the shear
in the incoming wind field is horizontal or vertical obviously makes a big difference, but
mitigation of loads and maximization of power might be possible with yaw adjustments
in both cases.
The power output and yaw moment distribution was however not completely symmet-
rical with respect to yaw angle γT 2 and offset position Δz/D. Besides the slightly
asymmetric streamwise wake flow, also the interaction of the downstream turbine with
respect to the wake rotation of the upstream turbine might cause this asymmetry. A
characterization of the wake rotation and asymmetric freestream flow entrainment in
the wake behind the same rotor is given by Pierella and Sætran (2017). As a yawed
operation of a downstream rotor in a partial wake of an upstream turbine is highly
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complex, a combination of a number of different factors are assumed to influence
wake-rotor interaction, making a clear conclusion difficult at this stage.

5 Conclusions

A wind tunnel experiment studying the effects of intentional yaw misalignment on the
power production and yaw moments of a downstream turbine was presented. Both, full
wake impingement and partial wake overlap situations were investigated. For partial
wake overlap the concept of downstream turbine yawing for yaw moment mitigation
was investigated for different lateral offset positions.
It is demonstrated that upstream turbine yaw misalignment is able to increase the
combined power production of the two turbines for both partial and full wake overlap
setups. For aligned turbines the combined array power was increased up to 11% for a
separation distance of x/D = 6 and low inflow turbulence levels (TIA = 0.23%). At
a higher inflow turbulence of TIB = 10.0%, however, the relative power increase was
assessed to be only 8%. For smaller turbine separation distances, combined power
gains were assessed to be even smaller. The distribution of combined power gains in
dependency of the upstream turbine yaw angle was observed to be rather asymmetrical.
The formation of not entirely symmetric velocity deficit shapes in the wake was deemed
to be the main reason for that finding.
The obtained power gains were assessed to be at the cost of increased yaw moments
on the upstream rotor. The yaw moments on the upstream rotor are observed to
increase roughly linearly with increasing yaw angle, but are not entirely symmetrical
distributed. Upstream turbine yaw control is moreover seen to directly influence the
yaw moments on a downstream rotor. For aligned turbine positions, the downstream
turbine yaw moments are observed to increase to similar magnitudes as for the upstream
turbine. These results highlight the importance of also taking loads into account when
optimizing layout and control of a wind farm.
Further, we demonstrate advantages of upstream turbine yaw control for load reduction
and power increases on an offset downstream turbine. For situations, in which the
downstream turbine is impinged by a partial wake, upstream turbine yaw control can
redirect the wake either on or away from the downstream rotor. In case the wake is
directed onto the downstream turbine’s rotor swept area, its yaw moments and power
production reduce. If the lateral offset between the turbines is large enough, the wake
can be deflected entirely away from the downstream turbine, maximizing its power and
canceling out yaw moments.
Moreover, a final test case proved the concept of yaw control for yaw moment mitigation
on a downstream turbine operated in a partial wake overlap situation. While yaw

208



Performance of yawed turbine array

moments are observed to decrease when yawing the rotor opposed to the shear layer
in the incoming wake flow, also the turbine’s power output is seen to increase. These
results illustrate the importance for combined power and load optimization on all
turbines in a wind farm.
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Abstract. This article summarizes the results of a fifth Blind test workshop,
which was held in Visby, Sweden, in May 2017. This study compares the numerical
predictions of the wake flow behind a model wind turbine operated in yaw to
experimental wind tunnel results. Prior to the work shop, research groups were
invited to predict the turbines’ performances and wake flow properties using
computational fluid dynamics (CFD) methods. For this purpose, the power,
thrust and yaw moments for a 30 ◦ yawed model turbine as well as the wake’s
mean and turbulent streamwise and vertical flow components were measured in
the wind tunnel at the Norwegian University of Science and Technology (NTNU).
In order to increase the complexity, a non-yawed downstream turbine was added
in a second test case, while a third test case challenged the modelers with a new
rotor and turbine geometry.
Four participants submitted predictions using different flow solvers, three of
which were based on Large Eddy Simulations (LES) while another one used an
Improved Delayed Detached Eddy Simulation (IDDES) model. The performance
of a single yawed turbine was fairly well predicted by all simulations, both in the
first and third test case. The scatter in the downstream turbine’s performance
predictions in the second test case, however, was found to be significantly larger.
The complex asymmetric shape of the mean streamwise and vertical velocity
was generally well predicted by all the simulations for all test cases. The largest
improvement with respect to previous Blind tests is the good prediction of the
levels of turbulent kinetic energy in the wake, even for the complex case of yaw
misalignment. These very promising results confirm the mature development
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stage of LES/DES simulations for wind turbine wake modeling, while competitive
advantages might be obtained by faster computational methods.

1 Introduction

Wind turbine wake interaction has become a major topic in wind energy research during
the last decades. The power drop between the first and second turbine can be up to 35%
in an offshore installation, when the turbines are aligned with the wind direction, while
the averaged losses due to wake interactions are estimated to range between 10 - 20%
(Barthelmie et al., 2009). Furthermore, wind turbine wakes show increased levels of
turbulent kinetic energy, which potentially affects fatigue loads of downstream turbines.
Consequently, the prediction of the wake’s mean and turbulent characteristics is highly
important in the wind farm planning process in order to optimize farm layout and
control. For this purpose, the development of simple analytical wake models started
already 40 years ago and is still ongoing. However, these models give only predictions
of the mean velocity deficit (Polster et al., 2017). For a more accurate simulation of
the wake flow, advanced CFD tools based on Navier-Stokes solvers are used. It is
necessary to validate these numerical tools against experimental data sets to determine
their accuracy. Therefore, a series of Blind tests providing detailed flow measurement
data was initiated at NTNU in 2011. In the first Blind test the performance of a single
turbine as well as the mean streamwise velocity and turbulent kinetic energy in the
wake for distances up to 5D behind the turbine were compared, D being the rotor
diameter. Eight different research groups participated in the workshop, contributing
various types of simulations ranging from Reynolds-Averaged-Navier-Stokes (RANS)
simulations to LES. The performance predictions showed a considerable spread around
the experimental results while the prediction of wake turbulence was scattered by
several orders of magnitude, as summarized by Krogstad and Eriksen (2013). For the
next Blind test the complexity was increased by adding a second turbine operating in
the wake of the first turbine. Modelers were asked to simulate the performance of both
turbines and the wake formed behind the downstream turbine. For this Blind test nine
predictions were submitted by eight organizations. The results reported by Pierella
et al. (2014) still showed a large spread in performance and also the predictions of
the wake properties varied significantly. To further investigate the difference between
experimental results and numerical simulations a third Blind test was realized, in which
the complexity was again increased by applying a lateral offset of half a rotor diameter
to the same turbine array. While the performance was predicted fairly well, the
simulations of the asymmetric wake showed large uncertainties in predicting turbulence
(Krogstad et al., 2015). The focus of the fourth Blind test was the influence of different
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inflow conditions. Therefore, the wake behind a single turbine was investigated at three
different downstream distances for a low-turbulent, a high-turbulent and a turbulent
shear inflow. Furthermore the modelers were asked to predict the performance of an
aligned turbine array. This Blind test attracted five groups, who all managed to predict
the performance of the upstream turbine fairly well. Nevertheless, the scatter in the
downstream turbine’s performance was still significant. The mean wake properties
were generally predicted well, while the turbulence predictions still showed a large
spread, as shown by Bartl and Sætran (2017).
During the last years CFD models were constantly improved, both by increasing their
accuracy and by reducing computational costs. In order to give the model developers
the possibility to test their CFD models in a complex wake flow, a fifth Blind test
was initiated, challenging the modelers with the dynamic flow situation of a yawed
wind turbine. The wakes behind two different turbines and two inline turbines were
investigated. Yaw misalignment is currently a widely discussed topic in wind energy
research. Intentional yaw misalignment of an upstream turbine in a wind farm is
deemed to have a large potential for increasing the farm’s efficiency (Fleming et al.,
2014). A first comparison of CFD results to experimental data on yawed wind turbines
was part of the so called Mexnext project (Schepers et al., 2014), in which blade loads
and wake data were measured on a model wind turbine of D = 4.5m operated in yaw.
Even though the analysis investigated numerical flow predictions of a yawed rotor,
there is need for a deeper investigation of wake properties behind yawed wind turbines.
By increasing the complexity with respect to previous Blind tests, the wake behind a
yawed wind turbine is considered to be a challenging task for simulations.

2 Experimental setup

2.1 Model wind turbines

In this Blind test experiment three different turbine geometries were used. For the
purpose of yaw experiments, a new turbine test rig was constructed at NTNU, which
is called Laterally Angled Rotating System 1 (LARS1). It features a shorter nacelle
and slimmer tower compared to the turbines used in previous Blind tests in order to
minimize the effects on the wake, as shown in Fig. 1a. A detailed description and
technical drawings of all turbines are presented in the invitation document to the Blind
test (Sætran et al., 2018). The 3-bladed rotor is milled from aluminum and is based on
the NREL S826 airfoil. It has a diameter of DLARS1 = 0.984m and is identical to the
rotor used in previous Blind tests, a detailed description of the rotor can be found in
Krogstad and Lund (2012). At its design tip speed ratio λ = 6 and uref = 10.0m/s
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the turbine experiences a chord based Reynolds number at the blade tips of around
Retip,NTNU = 1.1·105.
NTNU’s model wind turbine called T2 was already used in previous Blind test

experiments. The sketch in Fig. 1b shows that T2 has exactly the same rotor as LARS1,
while the nacelle and tower structures are significantly bigger and of different shape.
The turbine is used as a non-yawed downstream turbine in the investigation of an
aligned turbine array.
The third turbine used in this Blind test is the model wind turbine designed by

ForWind at the University of Oldenburg. For the experiments in the NTNU wind
tunnel the turbine’s hub height was increased with four cylindrical rods, in order to be
operated at a height, comparable to the NTNU turbines. The turbine has a smaller
rotor diameter of DForWind = 0.580m and is sketched in Fig. 1c. The rotor is based
on the SD7003 airfoil and is manufactured using a synthetic compound. A detailed
description can be found in Schottler et al. (2016). It has the same design tip speed
ratio λ = 6 as the NTNU turbines. For safety reasons, it was operated at a lower inflow
velocity of uref = 7.5m/s, which results in a chord based Reynolds number at the tips
of around Retip,ForWind = 6.4·104.

Figure 1: Sketches of the model wind turbines, (a) NTNU turbine LARS1, (b) NTNU
turbine T2, (c) ForWind turbine.

The NTNU and ForWind rotors are based on two different airfoils. The NREL
S826 airfoil, which is used from root to tip for the NTNU rotor is originally designed
for the application in the tip region of full scale wind turbines, a detailed description
can be found in Somers (2005). It is designed for Reynolds numbers of Re ≈ 1.0·106,
which is around one order of magnitude higher as the Reynolds number at the rotor
tip in the experiments. Nevertheless, experimental data sets for airfoil performance
were measured for lower Reynolds numbers at Denmark’s Technical University (DTU)
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(Sarmast and Mikkelsen, 2012) and NTNU (Bartl et al., 2018b). In Fig. 2 the airfoil
polars from the DTU experiments at Re = 1.0·105 are compared to a standard set of
lift and drag coefficients calculated for Re = 1.0·105 in XFoil, which was provided in
the invitation document (Sætran et al., 2018). It can be seen that the drag coefficient
CD is slightly different and lift coefficient CL is diverging significantly from an angle of
attack α of approximately 4°between the experimental and XFoil data. This difference
is very distinct for high angles of attack that may occur close to stall.
The ForWind rotor is based on the SD7003 airfoil that is defined in detail in Selig

et al. (1995). It is specifically designed for low Reynolds numbers and is thus well
suited for wind tunnel experiments. In Selig et al. (1995) two experimental data sets for
Re = 6.4·104 and Re = 1.02·105 are presented. They are in good agreement with XFoil
data sets for Re = 5.0·104 and Re = 1.0·105 which were provided to the participants.

2.2 Wind tunnel and inflow condition

All the experimental data were measured in the closed-loop wind tunnel at the Depart-
ment of Energy and Process Engineering at NTNU in Trondheim. The wind tunnel has
a test section length of 11.5m, a width of 2.7m and a height of 1.8m. The reference
coordinate system is pictured in Fig. 3 and a detailed description can be found in
Sætran et al. (2018).
For all test cases a non-uniform shear flow was generated by a grid at the inlet of

the test section. The grid is built from wooden bars with a cross section of 0.047m x
0.047m. In the horizontal direction the bars are evenly distributed with a distance of
0.24m between the edges of the bars. In the vertical direction the mesh size increases
with increasing height from a clearance of 0.016m close to the floor to an opening of
0.30m underneath the roof. The grid has a total solidity of about 34% in the wind
tunnel cross section. The shear profile can be described by the power law,

ū

uref
=

(
y

yref

)α

. (1)

The power law describes the wind speed ū as a function of the height y provided
that the reference wind speed uref is known at a reference height yref. The strength
of the shear is described by the power law coefficient α. The shear grid used in the
experiments was designed to obtain an exponent of α 0.11.
As the velocities of the shear profile vary in height and are non-uniform over the

rotor area, the reference wind speed uref is defined at the turbine hub height as shown
in Fig. 4a. Furthermore, the velocity profile approximated by Eq. (1) matches well with
the measured velocities, having a maximum deviation of ±1.0%. Fig. 4b shows the
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Figure 2: (a) lift coefficient and (b) drag coefficient for Re = 1.0·105 for NREL S826
from XFoil, NREL S826 from experiments DTU and SD7003 from XFoil.

Figure 3: Reference coordinate system in the wind tunnel and definition of positive
yaw angle γ, top view.

normalized vertical velocity component of the inflow for the NTNU turbine. It can be
seen that the vertical flow component v is negative, which creates a slight down flow in
the wind tunnel. The deviations in v from zero were not known at the time the Blind
test invitation was sent out, in which a zero velocity component for v was assumed. In
order to take this into account, in the comparison, v at the inlet is subtracted from the
vertical velocity component that is measured in the wake at the same y-position.
The turbulence intensity (TI ) of the inflow is shown in Fig. 4c. As expected, the
turbulence decays with increasing downstream distance. At the position of the NTNU
turbine the turbulence intensity is measured to be TI = 10.0% at hub height. The
integral length scales Luu are calculated from hot-wire measurements of the streamwise
velocity fluctuation u’ and the dissipation rate of the turbulent kinetic energy E, by
applying E = 3/2A

u′3

Luu
, where A ≈ 1, taken from Krogstad and Davidson (2010).

This results in Luu = 0.097m at the position of the NTNU turbine. The ForWind
turbine was placed 5D (D = DLARS1) behind the shear grid and thus experienced a
lower turbulence intensity of TI = 5.2%. The integral length scale however increased
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to Luu = 0.167m at this position. The third investigated streamwise position is 6D
behind the NTNU turbine. At this position the turbulence has further decayed to
TI = 4.1%. The corresponding integral length scale at this position is Luu = 0.271m.
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Figure 4: Inflow at different wind tunnel positions, in which x/D = 0 refers to the
position of the NTNU turbine: (a) normalized streamwise velocity u*, (b) normalized
vertical velocity v*, (c) turbulence intensity TI [%]. The radius R and diameter D refer
to the NTNU turbine.

2.3 Test cases description

In this Blind test experiment the modelers were asked to simulate three test cases. In
test case 1 the flow 3D and 6D behind the yawed turbine LARS1 and its performance,
thrust force and yaw moment are investigated. The grid at the inlet is located -
2D upstream of the turbine location at x = -2D. The inflow velocity is adjusted to
uref = 10.0m/s and the turbulence intensity is TI = 10.0% at the turbine’s position.
The turbine’s hub height is in the center of the wind tunnel at hhub=0.89m. LARS1
is yawed to γLARS1 = +30◦ and operated at its design tip speed ratio of λLARS1 = 6
throughout all measurements. In test case 2 a turbine operating in the wake of a yawed
upstream turbine is investigated. Therefore, the setup of test case 1 is extended with
the turbine T2 located 3D behind the upstream turbine LARS1. In contrast to LARS1,
T2 is not yawed (γT2 = 0◦). As the downstream turbine is impinged by a partial
wake of the upstream turbine, its optimum tip speed ratio is reduced to λT2 = 5,
taking into account that the tip speed ratio is based on the constant reference velocity
uref = 10.0m/s upstream of the two-turbine array. This test case investigates to which
degree a partial wake impact can deflect the wake behind a non-yawed downstream
turbine. This has recently been investigated in a LES study by Fleming et al. (2017).
In test case 3, similar to test case 1, the flow 3D and 6D (D = DForWind) behind the
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ForWind turbine is investigated. The turbine is located at x = 3D (D = DLARS1),
which resulted in a lower turbulence intensity of TI = 5.2% at the turbine position. The
hub height is set to hhub=0.89m and the inflow velocity is reduced to uref = 7.5m/s.
Corresponding to test case 1 the turbine is yawed for γForWind = 30◦ and is operated
at its optimum tip speed ratio of λForWind = 6. All setup parameters for test cases 1-3
are summarized in Table 1 and a detailed description can be found in (Sætran et al.,
2018).

Table 1: Summary of the parameters that are varied for the three investigated test
cases, up refers to the upstream and down to the downstream turbine position.

Test
case

uinf TI at
turbine
position

Upstream
turbine

λup γup Downstream
turbine

λdown γdown Wake
scan lo-
cations

TC1 10.0 m/s 10.0% LARS1 6.0 30◦ - - - 3D, 6D
TC2 10.0 m/s 10.0% LARS1 6.0 30◦ T2 5.0 0◦ 6D
TC3 7.5 m/s 5.2% ForWind 6.0 30◦ - - - 3D, 6D

3 Methods

3.1 Measurements techniques

The u- and v- velocity components in the wake were measured using a 2-component
FiberFlow Laser Doppler Velocimetry (LDV) system from DANTEC dynamics. The
LDV probe was placed inside the wind tunnel on a traverse system. For each measure-
ment point 5.0·104 samples were recorded. The sampling frequency was adjusted by
controlling the particles in the flow, ranging from 1500 - 2000Hz which resulted in an
average sampling time of approximately 25 - 33 s.
The thrust force and yaw moments acting on the upstream and downstream turbine

were measured separately using a Schencker six-component force balance, which was
installed under the wind tunnel floor. The balance also served as a turning table
allowing an exact adjustment of the yaw angle. For the rotor thrust only the load cell
parallel to the flow was taken into account. The yaw moment was calculated from a
moment equilibrium of three measured forces in the horizontal plane (referred to the
rotor center).
The aerodynamic power P of the NTNU rotors was measured using the test rig

of turbine T2. This turbine is equipped with an optical RPM sensor and a torque
transducer in the hub. Thus, the torque T and the rotational speed ω of the turbine
could be measured simultaneously so that P = ω · T .
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3.2 Measurement uncertainties

The experimentally measured values feature several uncertainties. The statistical
uncertainties of every sample of the mean velocity, power, thrust and yaw moments
are calculated based on a 95% confidence level according to the procedure described in
Wheeler and Ganji (2010). The uncertainty for the power measurements is calculated
to be within ±3% while the force measurements’ uncertainty is slightly lower (±2%).
The exact values for all measured points are presented as error bars in the plots
for the power coefficients CP, the thrust coefficients CT and the yaw moments My

*.
The uncertainties for the mean streamwise velocities u in the wake are calculated to
be smaller than ±1%. The uncertainties for the vertical velocity component v are
slightly higher due to the correction by the inlet component. In order to determine
the inaccuracy in the turbulent kinetic energy measurements, the method proposed
by Benedict and Gould (1996) was applied. The uncertainties for a 95% confidence
level are found to be below ±2% in the wake. It should be noted that the coarse
measurement grid slightly influences the position of the turbulent kinetic energy (TKE)
peaks.

3.3 Participants and computational methods

Siemens PLM software from the United Kingdom (Siemens), the Department of
Mechanical Engineering of the Politecnico di Milano in Italy (POLIMI), the Facultad
de Ingeniería of the Universidad de la República in Uruguay (UdelaR) and KTH
Mechanics from the Royal Institute of Technology in Sweden (KTH) participated in the
Blind test and submitted computational results. For clarity, only the abbreviations will
be used in the following. A summary of the simulation methods and mesh properties
is presented in Table 2.

Table 2: Overview of simulation methods and parameters. Abbreviations: Improved
Delayed Detached Eddy Simulation (IDDES), Large Eddy Simulation (LES), Actuator
Line (ACL), Fully Resolved (FR).

Participant Simulation
code

Flow
solver
type

Rotor
model

Airfoil
polars

Tower,
nacelle

Mesh
properties

Number of
cells

Siemens Star-
CCM+

IDDES FR - FR Hexah./polyh.≈ 30.0·106

POLIMI ALEVM LES ACL X-Foil No Cartesian ≈ 4.1 · 106

UdelaR caffa3d LES ACL X-Foil Yes Cartesian ≈ 0.7 · 106

KTH Nek5000 LES ACL Experiments Yes Uniform ≈ 58.0·106
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Siemens PLM Software (Siemens)

Siemens, who previously participated in Blind test experiments as CD-adapco, used the
finite volume code STAR-CCM+ v12.04 to mesh and solve all three test cases. Each
simulation resolved the rotor, nacelle and tower structure completely, and used the
hybrid method Improved Delayed Detached Eddy Simulation (IDDES), which resolves
the energy-carrying eddies in the free stream and solves the boundary layer flow with
RANS. The Spalart-Allmaras model was used for closure of the turbulence equations,
and the fluid was considered incompressible. Convective fluxes used a MUSCL 3rd

order scheme, while time was discretized using a 2nd order implicit scheme. Each set of
blades and hub was contained inside a cylindrical, rotating volume which was meshed
with polyhedral cells, whereas the main domain used trimmed cells, resulting in a
hexahedral dominant mesh in which a small proportion of cells was trimmed near the
boundaries. Due to the rotation of the cylindrical volumes, the mesh was not conformal
at the interface between the two regions, and flow quantities were interpolated from
one volume to another. All wall surfaces, including the wind turbine bodies and the
wind tunnel walls, were covered in several layers of prismatic cells to improve the
resolution of boundary layers. The resulting y+ values were below 1 on the turbine
bodies, and around 30 on the wind tunnel walls. The smallest cell size on the surface
of the turbine bodies was 0.3mm, typically found at the leading edge of the blades.
The characteristic cell size in the rotating regions was 10mm, which was also the cell
size used in the wake of the rotors. The rest of the domain had a characteristic cell
size of 20mm. This resulted in meshes of 29·106, 35·106, and 17·106 cells for cases 1, 2,
and 3 respectively. All simulations were run with a time step of 10·10-4 s. As inflow the
given analytical mean velocity profile Uinlet = uref·(y-yref)α was used. Furthermore,
the Synthetic Eddy Method was used to superpose time-dependent eddies with the
characteristic length scale of 10mm, and a turbulence intensity TI = 5%. All cases
were run for 1.6 s to establish the flow prior to sampling, and then mean values were
sampled over a period of 2 to 3 s. An example using STAR-CCM+ can be found in
(Mendonça et al., 2012).

Politecnico di Milano (POLIMI)

POLIMI submitted a LES that was computed using the ALEVM code. It is an
aerodynamic turbine simulation tool written in C++ and based on pisoFoam, which
is an incompressible transient solver included in the OpenFOAM framework. The
standard PISO (Pressure-Implicit with Splitting of Operators) solver was modified
to include the effect of the turbine blades that are represented using the lifting line
approach. The blade lines are discretized in segments based on the intersections with
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the numerical mesh grid, in which an actuation point acts on each segment. Each point
of the Actuator Line (ACL) acts as an isolated blade section. More information about
the ACL method can be found in Sørensen and Shen (2002). The wind velocity is
numerically sampled for every blade point and used to compute the relative wind speed
and the angle of attack. Thereafter, the aerodynamic forces are obtained through a
lookup table, in which the blades’ geometrical and aerodynamic properties are listed.
In ALEVM the wind velocity is not sampled on a single point but averaged over a line,
which is placed upstream of the blade point position with a distance proportional to
the mesh cell dimension. The wind velocity is estimated using the mean of the velocity
probed across the line. The main purpose of the relative wind speed estimation is in
the angle of attack calculation. The wind velocity direction is then corrected to account
for the local up wash due to the lifting line force. Based on the lifting line approach,
the ALEVM code includes the turbine blade effect as an external momentum source
term in the Navier-Stokes equations solved by the PISO algorithm.
ALEVM employs the well know solution of the Regularization kernel, smearing the

line forces on the multiple cells following a Gaussian distribution and thus avoiding
abrupt variation of the source term strength between adjacent cells. The turbulence
in the wake region is modeled using a LES, adopting the Smagorinsky sub-grid scale
model. For the time discretization scheme a first order implicit approximation is
used, while the divergence discretization scheme and the gradient discretization scheme
are approximated by second order. The wind tunnel walls are included as no-slip-
boundaries, while also the inlet turbulence grid is geometrically modeled. The total
cell count for the simulations is approximately 4.1·106. Further details about the code
can be found in (Schito and Zasso, 2014).

Universidad de la República (UdelaR)

UdelaR submitted another LES using their in-house developed caffa3d code. It is
an open source, finite volume code, with second order accuracy in space and time,
parallelized with a Message Passing Interface (MPI), in which the domain is divided
in unstructured blocks of structured grids. Complex geometries are represented by
a combination of body fitted grids and the immersed boundary method over both,
Cartesian and body fitted grid blocks. The properties of the geometry and the
flow are expressed as primitive variables in a Cartesian coordinate system, using a
collocated arrangement. An ACL approach is used to discretize the turbine blades in
the simulations. The aerodynamic forces on the blade elements are computed using the
provided XFoil data. The forces then are projected onto the computational domain. In
order to compute the additional source term, a Gaussian smearing function is used,
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taking into account one smearing factor for each direction: normal, tangential and
radial to the rotor plane. The domain, representing the wind tunnel, is uniformly
divided into 192 x 72 x 48 grid cells in the streamwise, spanwise and vertical directions,
resulting in a total cell count of approximately 0.7·106. A zero velocity gradient is
imposed at the outlet, while a logarithmic law is used to compute the stress at the
bottom wall and the symmetry boundary condition is used at the lateral and top
boundaries. A Crank-Nicolson time scheme is used with a time step of 2.5·10-3 s. The
scale dependent dynamic Smagorinsky model is used to compute the subgrid scale
stress, using a local averaging scheme. The inflow condition is obtained from a precursor
simulation with a similar numerical setup. More information about the application of
caffa3d for wind energy simulations can be found in (Guggeri et al., 2017; Mendina
et al., 2014; Usera et al., 2008).

Royal Institute of Technology (KTH)

A third LES was submitted by KTH. The spectral element code Nek5000 (Fischer
et al., 2008), which was developed to solve the dimensionless, incompressible Navier–
Stokes equations, was used. Each spectral element is discretized using Gauss–Lobatto–
Legendre quadrature points on which the solution is expanded using Legendre poly-
nomials. The LES applies a spatial filtering technique to the two highest modes to
remove a part of the energy in the smallest scales and redistribute it to the lower modes
thus stabilizing the numerical simulation. The domain is discretized using 7.98·104

uniformly distributed spectral elements with 9th order polynomials in each element,
resulting in a total cell count of approximately 58·106. The numerical domain size
corresponds to the dimensions of the wind tunnel. In the case of the NTNU turbine
this mesh size corresponds to 45 grid points along each blade, when the blades are
aligned with the mesh. The wind turbine blade geometry is represented by body forces
according to the ACL method with the lift and drag forces being computed using
tabulated airfoil data. For the NTNU turbines the experimental airfoil data set from
DTU (Sarmast and Mikkelsen, 2012) is used. It provides lift and drag coefficients
over a range of Reynolds numbers. The ForWind turbine lift and drag forcing was
computed using airfoil polars generated by Xfoil that were provided in the invitation.
At the blade tips the Prandtl tip correction is applied. The forces computed at each
actuator line are distributed using a three-dimensional Gaussian distribution. The
Gaussian width is selected to be 2.5 times the average grid spacing. The tower is also
modeled using a body force approach. Both an oscillating lift component and a constant
and oscillating drag component are included. The lift and drag coefficients for the
mean drag and root-mean-squared lift and drag of a cylinder are taken from Summer
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and Fredsøe (2011). The line forces are then distributed using the three-dimensional
Gaussian approximately in the volume occupied by the tower. This setup has been
previously validated against experimental data from the NTNU turbine (Kleusberg
et al., 2017). In the case of the ForWind turbine only the actual tower of the support
structure is included. The turbulence at the inlet is modeled using sinusoidal modes
with random phase shifts and they are scaled with a von Kármán energy spectrum. It
is superimposed to the desired uniform inflow condition. The turbulence is calibrated
to give a turbulence intensity at hub height of approximately TI = 10.0% at the
upstream turbine LARS1 and TI = 4.8% at the downstream turbine T2. At the outlet
a zero-stress boundary condition is used while the symmetry boundary condition is
imposed laterally to avoid resolving the wall boundary layer. More details about the
the computational setup can be found in (Kleusberg et al., 2017).

Wind turbine performance, forces and moments

The modelers were asked to predict the power coefficients CP (Eq. 2), where P is the
mechanical power of the turbine, ρ is the air density and A the rotor swept area, as well
as the thrust coefficients CT (Eq. 3), where T is the thrust force acting on the whole
test rig, including rotor and tower, perpendicular to the rotor plane. Furthermore, the
normalized yaw moments My

* (Eq. 4), were required, where My is the yaw moment
that is calculated by a moment equilibrium of the horizontal forces taking the distances
of the load cells according to the center of the rotor plane into account. In test case 1
the power coefficient CP,LARS1, the thrust coefficient CT,LARS1 and the normalized
yaw moment My,LARS1

* are compared. For the aligned turbine array in test case 2,
the predictions for the upstream turbine are similar to test case 1. However, additional
predictions of CP,T2, CT,T2 and My,T2

* for the downstream turbine were compared.
Due to a high uncertainty in the power and thrust force measurements of the ForWind
turbine, CP,ForWind, CT,ForWind and My,ForWind

* are not compared in test case 3. The
performance characteristics of the NTNU turbines are listed in Table 1.

CP =
2P

ρ · A · uref
3 (2)

CT =
2T

ρ · A · uref
2 (3)

M∗
y =

My

ρ · A · uref
2 · D

(4)
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Mean and turbulent wake flow

The modelers were asked to provide predictions of the velocities and turbulent kinetic
energy in full wake planes in the ranges -1.0 ≤ z/D ≤ +1.0 and -0.8 ≤ y/D ≤ +0.8.
The grid points are separated by 0.1D resulting in a grid consisting of 357 points,
which is sketched in Fig. 5. The streamwise and vertical velocities u and v for all
points are normalized by uref so that u∗ = u/uref and v∗ = u/uref respectively. The
same procedure is applied for the turbulent kinetic energy k, which is normalized to
k∗ = k

/
uref

2. The turbulent kinetic energy in a three dimensional flow is defined as

k = 1/2
(

u′2 + v′2 + w′2
)

. (5)

However, in the experiments only the two velocity components u and v were measured.
Comparing u’ and v’ showed that the TKE is not perfectly isotropic. Therefore,
additional measurements of the third velocity component w for one wake scan were
performed to investigate whether the fluctuations v’ and w’ were in the same range.
The results confirmed the assumption, allowing an approximation of the turbulent
kinetic energy as

k = 1/2
(

u′2 + 2v′2
)

. (6)

Figure 5: Measurement grid in the wake consisting of 357 points, the blue tower and
nacelle represents the NTNU turbine LARS1, the green tower and nacelle represents the
ForWind turbine, the dashed line corresponds to the projection of the rotor diameter
γ = 0◦, the solid line corresponds to the projection of the rotor area γ = 30◦ and the
outline corresponds to the cross section of the wind tunnel with the NTNU turbine
installed.
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3.4 Comparative methods

Two-dimensional wake contours are difficult to compare quantitatively as they cannot
be plotted in the same diagram. However, they provide valuable insight into the shape
and position of the wake. Therefore, the wake shapes are in a first iteration compared
qualitatively. To obtain quantitative measures of comparison, different methods to
compute the wake position, the energy content in the wake and the magnitudes of the
wake parameters are applied. These are described below.

Available power method for wake deflection and energy content

In order to quantify the wake deflection, a method approximating the available power
is used, which was previously described by Schottler et al. (2017). This method is
deemed to be an appropriate approach to analyze the wake deflection of a yawed wind
turbine, as it takes the full wake scans into account. To find the wake center deflection
an imaginary rotor is traversed laterally in the wake while the wake center is defined
as the position where the available power in the wake is the lowest. To get information
about the energy content in the wake, the minimum of available power of the deflected
wake is normalized by the available power found in the free stream of the experiment.
With the resulting normalized minimum available power (Pwake

*) possible deviations
in the location and magnitude of the energy content can be directly quantified.

Statistical methods for wake properties

The predictions of CP, CT and My
* are directly compared to the experimental results.

The deviations of the predictions from the measurements are presented as a percentage
of the experimental reference value in supplementing tables.
From the statistical error measures proposed by Chang and Hanna (2004) the

normalized mean square error (NMSE) and the correlation coefficient (r) are used to
quantify the differences between simulations and experiments regarding u*, v* and k*.
For this purpose, all 357 points in the yz-plane of the CFD predictions are compared to
the corresponding measurement points. Perfect predictions would result in NMSE = 0.0
and r = 1.0. They are calculated according to

NMSE = (xe − xs)2

xs − xe
, (7)

r = (xe − xe) · (xs − xs)
σxe · σxs

, (8)
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where xe represents the experimentally measured values and xs are the simulated values.
x indicates the average of all 357 points of the full wake scans. The standard deviation
of all points of the whole wake scan is given in σx. NMSE is a measure of mean relative
scatter and thus reflects both systematic and random errors (Chang and Hanna, 2004),
as the difference of every data point is squared, outliers are emphasized, which is
not considered to be significant as no major outliers are expected. NMSE is used to
analyze the predictions of u* and k*. The method is however not suited to evaluate the
discrepancy of v*, because v* fluctuates around 0. Consequently the denominator of
Eq. (7) also ranges around 0 which results in unrealistically high values for the NMSE.
The correlation coefficient r represents a linear relationship between the measurements
and predictions. It directly compares the measured and predicted values at a certain
point. The predictions of all three investigated wake properties u*, v* and k* are
analyzed using the coefficient r.

4 Results

4.1 Test case 1

Power, thrust and yaw moment

The results of CP,LARS1, CT,LARS1 and My,LARS1
* for test case 1, in which the turbine

is operated at γ = 30◦, are depicted in Fig. 6. For λ = 6 the differences between
the experimental and numerical results are summarized in Table 3. Comparing the
values of CP,LARS1 in Fig. 6a it can be seen that the simulation results deviate from
the measurements by up to 19%. This is a larger scatter compared to the previous
Blind tests eg. (Bartl and Sætran, 2017). However, it should be kept in mind that the
complexity is increased by the yawed turbine operation. Siemens, who fully resolved
the rotor, overpredict CP,LARS1 by 14.2%, which is almost in the same range as UdelaR
and POLIMI who used ACL with the provided polars from XFoil and showed deviations
of 18.5% and 16.8%, respectively. KTH also applied an ACL model, but used the
experimentally generated data set of airfoil polars from DTU (Sarmast and Mikkelsen,
2012). Using this data results in a good agreement with the experimental data with
only a slight underprediction of 2.3%.
The BEM tool Ashes (Thomassen et al., 2012) was used to analyze the blade loads.

The calculations showed that the angle of attack for the yawed turbine is fluctuating
during one rotation for approximately 2.0°in the outer third of the blade, causing very
high angles of attack to occur on the blade. From Fig. 2 can be seen that the lift and
drag coefficient from the DTU experiments and XFoil are very different for such high
angles of attack. The experimental polars from DTU seem to be more accurate as the
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polars predicted with XFoil for such high angles of attack, what explains the better
predictions of CP by the simulations using the experimental polars.
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Figure 6: Power coefficient CP,LARS1 (a) and thrust coefficient CT,LARS1 (b) for the
upstream turbine LARS1 operated at γLARS1 = 30◦ and normalized yaw moment
My,LARS1

* (c) for the upstream turbine LARS1 operated at λLARS1 = 6 for γ = -
40◦ to +40◦.

The thrust coefficients CT,LARS1 for the single yawed turbine LARS1 are presented
in Fig. 6b and only show a small scatter of up to 7.0% around the experimental results
and thus are almost all within the measurement uncertainty. Consequently, for CT

predictions the experimental polars do not yield better results with respect to the
polars generated by XFoil. The yaw moment My,LARS1

* is presented in Fig. 6c, over a
range of yaw angles from γ = -40◦ to γ = +40◦. All simulations underestimate the
experimental value of My,LARS1

* while the deviations ranging from about 30% to 80%
are rather large. Nevertheless it should be kept in mind that the values of My,LARS1

*

are very small and thus small deviations result in large differences in percentage.

Table 3: Numerical values of power coefficient CP, thrust coefficient CT and normalized
yaw moment My

* and deviations of predictions to measurements in percent for test
cases 1 and 2.

Upstream turbine LARS1 Downstream turbine T2
Inst. CP,LARS1 CT,LARS1 My,LARS1

* CP,T2 CT,T2 My,T2
*

diff diff diff diff diff diff
Exp. 0.32 0.76 0.011 0.19 0.63 0.011
Siemens 0.36 14.2% 0.77 1.7% 0.008 30.5% 0.21 10.5% 0.56 -10.7% 0.022 101.4%
POLIMI 0.37 16.8% 0.72 -5.2% 0.006 42.5% 0.27 43.6% 0.60 -4.6% 0.016 43.4%
UdelaR 0.37 18.5% 0.71 -7.0% 0.002 84.1% 0.28 48.9% 0.56 -10.6% 0.005 -50.6%
KTH 0.31 -2.3% 0.71 -6.1% 0.004 65.1% 0.19 0.0% 0.53 -15.3% 0.011 1.5%
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Wake characteristics

Fig. 7 shows a comparison of the predictions of the streamwise velocity u* at x = 3D,
with line profiles at hub height are added to the full wake contours. The wake contours
as presented in Fig. 7b show a slightly curled wake shape, which is generally well
predicted by three of the simulations. Only the wake predicted by UdelaR has a
rather oval shape. As expected, the wake is not only curled, but also clearly deflected
in negative z-direction. This is very well predicted by all the simulations. POLIMI
and KTH match the deflection whereas UdelaR and Siemens slightly underestimate
it. This is not consistent with the predictions of CT in which all institutions except
Siemens estimate a lower CT. The tower shadow is also clearly visible in all simulations.
By fully resolving the rotor and turbine geometry Siemens matches the experimental
results almost perfectly. UdelaR and KTH, who both modeled tower and nacelle with
a line of drag forces, simulate a fairly accurate tower shadow. Even though POLIMI
did not model nacelle and tower, their results show a strong velocity deficit in the
area where the tower shadow is expected. This effect is considered to be caused by
the flow velocities modeled near the wind tunnel floor, whose influence is pronounced
in all simulations by POLIMI. In the free stream, the shear flow can be clearly seen
in the experimental results. Siemens, UdelaR and KTH apply a user defined shear
function at the inlet and thus predict a smooth shear profile, while POLIMI, who fully
resolved the turbulence grid at the inlet, simulate a shear profile with a too strong
shear and very low velocities close to the floor. Fig. 7a shows that POLIMI generally
predicts lower velocities in the free stream, as the normalized velocity u* at hub height
does not reach 1.0 in the free stream. Nevertheless, the velocities behind the rotor
are represented very well, while a poor NMSEu of 0.017 and a ru of 0.878 show the
discrepancy in the free stream to the measurements. All in all, it can be seen that
u* is predicted well by all simulations. Siemens’ results for this test case are almost
perfectly in accordance with the experiments, which results in a very low NMSEu of
0.002 and a large ru of 0.964. Good statistical performance values are also achieved
by KTH (NMSEu = 0.002, ru = 0.957), even though the velocity deficit in the wake
center is slightly underestimated. An even clearer under prediction of the velocity
deficit in the wake center can be observed for the UdelaR simulations, which result in a
NMSEu of 0.005 and a ru of 0.914. These observations are confirmed by comparing the
available power levels in the wake (Table 4). In case of Siemens’ accurate simulations
of u*, P*

wake only deviates by -2.7% from the experiments. UdelaR underestimates the
velocity deficit in the center significantly, resulting in an overprediction of P*

wake by
42.7%. KTH also overestimates P*

wake by 15.6%, which confirms the higher velocities
observed in the wake center. The available power method shows a good agreement of
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POLIMI’s simulations with the experiments, deviating only 11.2%. This is because the
method takes only the area in the wake center into account and thus is not affected by
the deviating velocity levels in the free stream.

Figure 7: (a) Line plot and (b-f) contour plots for normalized streamwise mean velocity
u* in the wake 3D behind turbine LARS1, from (b) experiments, (c) Siemens, (d)
POLIMI, (e) UdelaR and (f) KTH. The white lines represent the turbine rotor, nacelle
and tower, solid lines γ = 30◦, dashed lines γ = 0◦.

Next, Fig. 8 shows the normalized vertical flow component v*. In general the
velocity contours are dominated by two major flow patterns: A larger scale bi-pole,
characterized by flow from the ceiling to the center (v* < 0) and from the bottom to
the center (v* > 0); and a smaller bi-pole at the rotor edge at z/D = -0.8, where v* is
positive outside the rotor swept area and negative in the rotor swept area featuring
strong gradients between the peaks. These structures are generally predicted fairly
well. Siemens, POLIMI and KTH match the flow pattern very accurately, which is
confirmed by the line plots at hub height (Fig. 8a). High values of the correlation
coefficient rv for these three simulations range from 0.819 to 0.866 and confirm the
observations. The simulation by UdelaR (Fig. 8e) does not show very strong gradients
and thus does not capture the detailed flow patterns. This is assumed to be due to a
rather coarse mesh resolution for this simulation and can be seen in the low rv-value of
0.383. Nevertheless, the general shape showing the large scale structures on the right
is captured well.
The normalized turbulent kinetic energy k* is presented in Fig. 9. The contours

show a clear ring of turbulence located around the rotor area. Similar to the shape of
u* the ring is slightly compressed at the right side. Fig. 9a shows that all simulations
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Figure 8: (a) Line plot and (b-f) contour plots for normalized vertical mean velocity
v* in the wake 3D behind turbine LARS1, from (b) experiments, (c) Siemens, (d)
POLIMI, (e) UdelaR and (f) KTH. The white lines represent the turbine rotor, nacelle
and tower, solid lines γ = 30◦, dashed lines γ = 0◦.

predict the position and magnitude of the turbulence peaks very well. Larger differences
between measurement and simulations can be found outside of the ring. Here, Siemens
predicts a very low turbulent kinetic energy close to k* = 0 in the free stream and in the
wake center. This underprediction of k* is assumed to be due to the rather large cell
size in the free stream that is too coarse to sustain the free stream turbulence. It results
in a rather large NMSEk of 0.663 whereas rk with 0.873 suggests a good correlation
of the shapes. POLIMI’s prediction of k* shows a higher background turbulence,
especially below the rotor area in positive z-direction. These discrepancies result in
poor statistical performance values of NMSEk = 0.332 and rk = 0.583. UdelaR’s results
show a clear shear profile of k* with increasing turbulence towards the wind tunnel
floor. This is quite different from the experimental results, therefore the values of
NMSEk = 1.045 and rk = 0.333 are observed to be far off. The simulations of KTH
are in very good agreement with the experiments which is confirmed by a low NMSEk

of 0.085 and high rk of 0.924.
The comparisons of u*, v* and k* 6D behind LARS1 show similar trends as already

observed at a distance of 3D. Therefore, the results at 6D are not shown. The
comparison parameters summarized in Table 4 confirm these observations. A major
difference to the wake at 3D is a more distinct curled wake shape, which is generally
well predicted by all simulations. The wake is further deflected, while the skew angle
is lower compared to the observations at x = 3D (Table 4). This is expected to be
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Figure 9: (a) Line plot and (b-f) contour plots for normalized turbulent kinetic energy
k* in the wake 3D behind turbine LARS1, from (b) experiments, (c) Siemens, (d)
POLIMI, (e) UdelaR and (f) KTH. The white lines represent the turbine rotor, nacelle
and tower, solid lines γ = 30◦, dashed lines γ = 0◦.

due to the large blockage ratio of the NTNU turbine and the interference of the wake
with the wind tunnel walls. The experimental results of the wake at x = 6D are also
documented by Bartl et al. (2018a).

4.2 Test case 2

Power, thrust and yaw moment

In test case 2 an aligned turbine array with both NTNU turbines LARS1 and T2
is investigated. The upstream turbine LARS1 is operated at γLARS1 = 30◦ and
λLARS1 = 6.0. Consequently, CP,LARS1, CT,LARS1 and My,LARS1

* are identical to test
case 1 (Fig. 6, Table 3) and are therefore not further discussed here. The downstream
turbine T2 is operated at γT2 = 0◦ and the tip speed ratio λT2 = 5.0 is computed using
uref = 10.0 m/s. It is located 3D behind the yawed upstream turbine, meaning that
the wake flow of test case 1 represents the inflow for T2. Previous Blind tests discussed
the higher spread in prediction results of a downstream turbine’s performance. This is
confirmed by comparing CP,T2, CT,T2 and My,T2

* of T2, which show a significantly
larger spread of performance than for test case 1 (Fig. 10, Table 3). The simulation
results of the downstream turbine’s power coefficient CP,T2 (Fig. 10a) deviate between
0% and 48.9% from the experimental results. KTH matches the experimental value
exactly and thus confirms the good forecast from test case 1. Siemens predicts the
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Table 4: Comparison parameters: Skew angle (ξ), wake deflection (δ) and available
power in the wake (P*

wake) and their differences to the measurements. Statistical
performance measures: NMSE and r for u*, v* and k* at 3D and 6D behind upstream
turbine LARS1.

Institution Skew
angle

Deflec-
tion
(z/R)

Diff.
(z/R)

P*
wake

[-]
Diff.
[%]

NMSEu ru rv NMSEk rk

3D Experiments 3.31 ◦ -0.347 0.383
Siemens 2.53 ◦ -0.265 0.082 0.372 -2.7% 0.002 0.964 0.819 0.663 0.873
POLIMI 3.31 ◦ -0.347 0.000 0.340 -11.2% 0.017 0.878 0.830 0.332 0.583
UdelaR 2.92 ◦ -0.306 0.041 0.546 42.7% 0.005 0.914 0.383 1.045 0.333
KTH 3.31 ◦ -0.347 0.000 0.443 15.6% 0.002 0.957 0.866 0.085 0.924

6D Experiments 2.63 ◦ -0.551 0.489
Siemens 2.24 ◦ -0.469 0.082 0.476 -2.7% 0.002 0.949 0.810 0.477 0.898
POLIMI 2.44 ◦ -0.510 0.041 0.441 -9.9% 0.012 0.860 0.781 0.164 0.758
UdelaR 2.05 ◦ -0.429 0.122 0.691 41.2% 0.006 0.795 0.463 0.946 0.192
KTH 2.63 ◦ -0.551 0.000 0.527 7.7% 0.002 0.955 0.805 0.125 0.970

available power in the wake fairly accurately and thus overestimates CP,T2 by only
10.5%. POLIMI and UdelaR over estimate CP,T2 significantly by 43.6% and 48.9%,
respectively. This trend could already be seen for the upstream turbine power coefficient
CP,LARS1 and is enhanced by overpredicting the available power in the wake for UdelaR.
POLIMI prognosticates less available power in the wake. The simulation results of
the downstream turbine thrust coefficient CT,T2 (Fig. 10b) show smaller deviations
than those for CP,T2. Nevertheless, they are slightly larger than those of CT,LARS1

in test case 1. All simulations underestimate CT,T2 while KTH’s result shows the
largest deviation of -15.3% compared to their accurate prediction of CP,T2. Siemens
and UdelaR show a similar thrust that deviates from the experimental value by -10.7%
and -10.6%, respectively. POLIMI underpredicts CT,T2 by 4.6%.
A larger spread is again observed for the simulations of My,T2

* (Fig. 10c) as the
values for My,T2

* are very small and consequently more difficult to predict. Siemens
and POLIMI are observed to overestimate My,T2

* by 101.4% and 43.3%, respectively.
UdelaR under predicts My,T2

* for 50.6% while KTH matches the experimental results
very accurately with only 1.5% difference.
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Figure 10: Power coefficient CP,T2 (a), thrust coefficient CT,T2 (b) and normalized
yaw moment My,LARS1

* (c) for the downstream turbine T2 operated in the wake of
LARS1 at γT2 = 0◦ for λT2 = 1– 12.

Wake characteristics

This section discusses the wake characteristics 3D behind the two-turbine array. The
wake is clearly deflected in the negative z-direction. However, the deflection is not as
big as 6D behind the single yawed turbine, but rather in the same range as 3D behind
the single yawed turbine. This suggests that a further wake deflection is restricted by
the non-yawed downstream turbine and maintained at approximately the same level
at which it hits the downstream turbine. Moreover, the wake shape does not show a
curled shape, instead being rather oval (Fig. 11). The tower shadow, which is mainly
formed by the downstream turbine T2’s tower, is more centered than in test case 1 and
is well-predicted in all simulations. The shear profile in the free stream is well-captured
by all simulations. However, all predictions show a slightly lower velocity level than
in the experiment. POLIMI’s simulations indicate a rather strong velocity gradient
again, with very low velocities close to the wind tunnel floor. However, the gradient is
better established than in test case 1 as it develops further downstream. The line plot
in Fig. 11a confirms that all the simulations underestimate the additional speed-up
around the downstream turbine rotor.

Siemens overpredicts the velocity deficit in the wake center which is confirmed by
the available power that is 19.5% lower as the one resulting from the experiments. Con-
sidering the whole wake scan, the statistical performance parameters NMSEu = 0.006
and ru = 0.976 on the other hand suggest better agreement. POLIMI predicts the
velocities in the wake very accurately and estimates P*

wake only 12.1% lower than in
the experiments. The statistical measures however do not confirm the good match
of the energy level, resulting in a NMSEu of 0.025 and a ru of 0.925. The too low
velocities in the free stream, that are not considered in P*

wake, are deemed to impair
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Figure 11: (a) Line plot and (b-f) contour plots for normalized streamwise mean
velocity u* in the wake 3D behind downstream turbine T2, from (b) experiments, (c)
Siemens, (d) POLIMI, (e) UdelaR and (f) KTH. The white lines represent the turbine
rotor, nacelle and tower, solid lines γ = 30◦, dashed lines γ = 0◦.

the correlation coefficients here. The available power of UdelaR exceeds that of the
experiments clearly by 51.1% which is mainly due to an under prediction of the velocity
deficit in the wake center. Nevertheless, the statistical parameters that take the whole
measurement grid into account, suggest a good agreement with NMSEu = 0.010 and
ru = 0.928 as the lower velocities in the free stream counterbalance the higher velocities
in the wake center. The velocity levels in the wake center are overpredicted by KTH,
however, the available power is in good agreement with the experiments and only
deviates 4.1%. This is confirmed by good statistical values of NMSEu = 0.007 and
ru = 0.976. The wake deflection is predicted well by all simulations. POLIMI and KTH
match it accurately, whereas Siemens underpredicts it by z/R = 0.041 and UdelaR by
z/R = 0.082.
The contours of the vertical velocity component v* behind the turbine array show a

similar flow pattern as the one behind the single yawed turbine (Fig. 12). Nevertheless,
the magnitudes of v* are smaller compared to test case 1. The flow pattern is described
fairly accurately by all simulations. However, Siemens, POLIMI and KTH have average
correlation values rv ranging from 0.452 to 0.586. The predictions by UdelaR are
again rather coarse and thus reveal less details, which results in an even lower linear
correlation coefficient of only rv = 0.091.
The turbulent kinetic energy k* in the wake behind the turbine array as shown

in Fig. 13 is characterized by a ring of higher TKE that is deflected in the same way

238



Blind test comparison

Figure 12: (a) Line plot and (b-f) contour plots for normalized vertical mean velocity
v* in the wake 3D behind downstream turbine T2, from (b) experiments, (c) Siemens,
(d) POLIMI, (e) UdelaR and (f) KTH. The white lines represent the turbine rotor,
nacelle and tower, solid lines γ = 30◦, dashed lines γ = 0◦.

as u* and thus is similar to test case 1. Compared to the single turbine wake, the
ring of high TKE is observed to be broader and flattened out (Fig. 13a). The peak
locations are prognosticated very well by all simulations. However, Siemens and KTH
underpredict the levels of k*, while UdelaR overpredicts the turbulence in the ring,
especially on the right hand side of the wake. POLIMI seems to match the turbulence
in the ring fairly accurately which results in a low NMSEk of 0.087 and rk of 0.915.
Good rk values are also obtained by Siemens and KTH with rk = 0.947 and rk = 0.976,
respectively. However, their NMSEk values of NMSEk = 0.345 and NMSEk = 0.153,
respectively, suggest some deviations. The overprediction of TKE by UdelaR results in
slightly poorer statistical performance values of NMSEk = 0.709 and rk = 0.784.

4.3 Test case 3

Wake characteristics

In the third test case the wake behind the yawed ForWind turbine is investigated. It
was simulated by three of the modelers, while POLIMI did not submit predictions for
this test case. The contours of the streamwise velocity 3D (D = DForWind) behind the
ForWind turbine are presented in Fig. 14b-e. They show a more distinct curled wake
shape than that observed for the NTNU turbine. In contrast to the NTNU turbine
the ForWind turbine rotates in clockwise direction when observed from upstream.
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Figure 13: (a) Line plot and (b-f) contour plots for normalized turbulent kinetic energy
k* in the wake 3D behind downstream turbine T2, from (b) experiments, (c) Siemens,
(d) POLIMI, (e) UdelaR and (f) KTH. The white lines represent the turbine rotor,
nacelle and tower, solid lines γ = 30◦, dashed lines γ = 0◦.

Table 5: Comparison parameters: Skew angle (ξ), wake deflection (δ) and available
power in the wake (P*

wake) and their differences to the measurements. Statistical
performance measures: NMSE and r for u*, v* and k* at 3D behind downstream
turbine T2.

Institution Skew
angle

Deflec-
tion
(z/R)

Diff.
(z/R)

P*
wake

[-]
Diff.
[%]

NMSEu ru rv NMSEk rk

3D Experiments 3.71 ◦ -0.388 0.251
Siemens 3.31 ◦ -0.347 0.041 0.202 -19.5% 0.006 0.976 0.586 0.345 0.947
POLIMI 3.71 ◦ -0.388 0.000 0.220 -12.1% 0.025 0.925 0.452 0.087 0.915
UdelaR 2.92 ◦ -0.306 0.082 0.379 51.1% 0.010 0.928 0.091 0.709 0.784
KTH 3.71 ◦ -0.390 0.000 0.261 4.1% 0.007 0.976 0.561 0.153 0.976

A counter-clockwise wake rotation deflects the wake center to the lower half behind
the rotor as described in detail by Schottler et al. (2018). Furthermore, it can be
seen that due to the smaller rotor diameter there is less blockage which reduces the
speed up around the rotor significantly (Fig. 14a). Thus, a smooth shear profile is
observed in the free stream. The velocity deficit as well as the curled wake shape are
predicted very well by all simulations with only UdelaR’s simulations showing a less
distinct curl. The position of the largest velocity deficit is consistent for all simulations.
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Nevertheless, most participants overestimate the magnitude of the velocity deficit.
Siemens has the largest deviations from the experiments, which results in an available

Figure 14: (a) Line plot and (b-e) contour plots for normalized streamwise mean
velocity u* in the wake 3D behind ForWind turbine, from (b) experiments, (c) Siemens,
(d) UdelaR and (e) KTH and. The white lines represent the turbine rotor, nacelle and
tower, solid lines γ = 30◦, dashed lines γ = 0◦.

power that is 49.4% lower compared to the measurements. However, when not only
taking the imaginary rotor area into account but considering the whole wake scan,
the statistical performance values NMSEu = 0.012 and ru = 0.968, indicate a good
agreement. UdelaR predicts velocities that result in only 27.6% less available power for
a potential downstream turbine, but NMSEu = 0.007 and ru = 0.953 are in the same
range as the Siemens predictions and indicate a good match of the whole wake scan.
The KTH simulation matches the experimental results best and shows the smallest
deviation of available power and with NMSEu = 0.005 and ru = 0.960 their statistical
performance values confirm the good agreement. The wake of the ForWind turbine is
slightly stronger deflected than 3D behind the NTNU turbine (Table 6). Siemens again
under predicts the deflection, whereas UdelaR and especially KTH predict a stronger
deflection of the wake than observed in the experiments.
The contours of the normalized vertical velocity v* (Fig. 15b-e) are similar to those

observed 3D behind LARS1. The flow field is dominated by the same major flow
patterns as already observed in test case 1. The major difference is that the peaks in
positive z-direction are more centered and that the dipole at the left rotor edge are
not as distinct. All simulations of v* match the experiment fairly accurately , which
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results in similar rv values ranging from 0.802 to 0.851. Siemens however predicts
slightly higher positive peaks, but the distribution of v* is captured very well. The
same applies for KTH and UdelaR, who again predicts smoother gradients due to a
coarse mesh resolution.

Figure 15: (a) Line plot and (b-e) contour plots for normalized vertical mean velocity
v* in the wake 3D behind ForWind turbine, from (b) experiments, (c) Siemens, (d)
UdelaR and (e) KTH and. The white lines represent the turbine rotor, nacelle and
tower, solid lines γ = 30◦, dashed lines γ = 0◦.

The turbulent kinetic energy contours presented in Fig. 16b-e also indicate a clear
curled shape. The k* values behind the ForWind turbine are observed to result in
a significantly wider peak in positive z-direction (Fig. 16a) than observed behind
LARS1. In contrast to the previous test cases, k* is distributed more smoothly over
the wake which results in higher turbulence levels in the wake center. The shape of the
turbulent kinetic energy contours is represented accurately by all simulations. Siemens
and UdelaR, however, over estimate the peak magnitudes significantly, while Siemens
predicts the peak location in the upper half accurately. UdelaR’s simulation is observed
to result in higher TKE values in the whole ring. The simulations of KTH are in closest
agreement with the experiments. The linear correlation coefficients are in the same
range (rk = 0.878 – 0.905) for all three predictions. Larger deviations can be observed
in NMSEk that ranges from 0.202 to 0.734.
The comparison of the wake characteristics 6D behind the yawed ForWind turbine

results in conclusions similar to those at 3D. Therefore, the figures comparing u*,
v* and k* 6D behind the ForWind turbine are not shown here, but the comparison
parameters and statistical performance measures are listed in Table 6. The streamwise
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Figure 16: (a) Line plot and (b-e) contour plots for normalized turbulent kinetic energy
k* in the wake 3D behind ForWind turbine, from (b) experiments, (c) Siemens, (d)
UdelaR and (e) KTH and. The white lines represent the turbine rotor, nacelle and
tower, solid lines γ = 30◦, dashed lines γ = 0◦.

velocity u* and the vertical velocity v* are generally predicted accurately, which is
represented by better comparison parameters and statistical performance values at 6D
than at 3D for all simulations.

5 Discussion and conclusions

The results of four different computational contributions were compared to experimental
wind tunnel results in this Blind test experiment. The modelers submitted predictions
for the performance of two single yawed turbine models and an aligned turbine array
where only the upstream turbine is yawed. Furthermore, they predicted the mean and
turbulent wake flow behind two different model turbines and the turbine array.
The power of a single yawed turbine CP,LARS1 was predicted with a scatter of

±19%, which was slightly bigger than in the two previous Blind test experiments. A
bigger scatter of ±49% is observed in the predictions of the power coefficient CP,T2

for a downstream turbine operating in partial wake conditions of the yawed upstream
turbine. This variation is significantly larger than the scatter for an aligned downstream
turbine operated in a full wake in Blind test 4 (Bartl and Sætran, 2017), in which a
scatter of only ±15% was observed for the same distance. For a downstream turbine
with a lateral offset operated in a partial wake in Blind Test 3 (Krogstad et al., 2015),
however, a similar variation in power prediction was observed (±50%). These results
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Table 6: Comparison parameters: Skew angle (ξ), wake deflection (δ) and available
power in the wake (P*

wake) and their differences to the measurements. Statistical
performance measures: NMSE and r for u*, v* and k* at 3D and 6D behind upstream
ForWind turbine.

Institution Skew
angle

Deflection
(z/R)

Diff.
(z/R)

P*
wake

[-]
Diff.
[%]

NMSEuru rv NMSEk rk

3D Experiments 4.10 ◦ -0.429 0.285
Siemens 3.71 ◦ -0.388 0.041 0.141 -49.4% 0.012 0.968 0.813 0.383 0.889
UdelaR 4.88 ◦ -0.510 -0.082 0.207 -27.6% 0.007 0.953 0.802 0.734 0.878
KTH 5.27 ◦ -0.551 -0.122 0.233 -18.% 0.005 0.960 0.851 0.202 0.905

6D Experiments 3.80 ◦ -0.796 0.533
Siemens 3.41 ◦ -0.714 0.082 0.430 -19.3% 0.002 0.960 0.845 0.047 0.961
UdelaR 4.00 ◦ -0.837 -0.041 0.540 1.2% 0.001 0.963 0.799 0.067 0.956
KTH 4.19 ◦ -0.878 -0.082 0.475 -11.0% 0.002 0.950 0.884 0.052 0.947

indicate a more difficult prediction of turbine performance for an operation in a partial
wake situation, due to the increased complexity of highly unsteady blade loading over
the course of a rotation.

The predictions of the thrust coefficients CT,LARS1 and CT,T2 show a smaller
scatter of ±7% and ±15%, respectively, which is in the same range as observed in
Blind test 4. Consequently, the thrust predictions are not influenced as strongly by
yawing the turbine as the power predictions. Three of the simulations modeled the
rotor by an actuator line approach, two of which used XFoil generated polars while
one simulation used an experimentally measured data set. The power, thrust and yaw
moment predictions of the simulations using an experimental data set consistently
performed best. As the rotor was operated in yaw (test case 1) or a partial wake inflow
(test case 2) the angle of attack varied during one rotor rotation, reaching high values.
The experimental airfoil polars might be more realistic for such large angles of attack,
which result in better performance predictions. The fourth simulation fully resolved the
rotor geometry and directly calculated the forces on the rotor. The time step in these
simulations was chosen to be rather large in order to save computational time which
might have negatively influenced the accuracy of the blade forces. The parameters of
the wake flow, however, were not impaired by this large time step.

When comparing CFD predictions to experimental measurements it is important to
quantify the differences. Therefore, different techniques have been applied to analyze
the wake properties. The statistical methods NMSE and r were in good agreement with
each other and gave an acceptable indication of how well the simulations performed.

244



Blind test comparison

However, they analyzed the whole wake scan and did not reveal specific discrepancies.
The statistical methods were not always in accordance with the available power method,
which only considered an area around the wake center for comparison. The available
power method thus provided a good quantification of the wake deflection and the
energy content in the wake. However, it only compared a certain section of the wake
scan and accordingly could not quantify the overall performance of the simulations.
Comparing the wake contours visually resulted in a qualitative comparison, revealing
flow patterns and differences in the wake shape for each simulation in comparison to
the experiments . Combining the outcome from all methods provided a good overall
picture of how well the wake properties from CFD predictions and measurements agree.

The comparison of the mean streamwise velocity u* in the wake generally shows a
very good agreement between the experimental data and the numerical predictions.
The general features such as the wake shape and deflection were predicted well by
all the simulations using IDDES as well as LES. The velocity in the wake was also
predicted fairly accurately by all simulations. The high mesh resolution of the IDDES
simulations by Siemens was seen to reveal exact flow details and thus resulted in a
high statistical correlation for u*. A similarly high statistical correlation was obtained
by KTH’s u* predictions using their LES-ACL simulation. The rather coarse mesh
of UdelaR saved computational time, but also smeared flow details, nevertheless the
velocity and turbulence levels were predicted accurately. Modeling the grid at the inlet
as done in POLIMI’s simulation was observed to not perfectly predict the inflow, which
was not as smooth at the position of the first turbine as in the measurements. Applying
a user-defined shear profile at the inlet, as performed by the other institutions, resulted
in better predictions of the free stream flow. Despite its low magnitude, the complex
patterns in vertical velocity component v* were in general accurately predicted by
all simulations. The details of the flow were well captured by both LES and IDDES
simulations. One of the most positive results of this Blind test experiment were the very
accurate predictions of the turbulent kinetic energy in the wake behind a single turbine
and the two-turbine array. The prediction of wake turbulence was seen to be difficult
in previous Blind test comparisons. This workshop, however, confirms the strength of
LES and IDDES simulations to accurately predict rotor generated turbulence.

Furthermore, the good results of the simulations based on a lower cell-count indicate
a new trend towards CFD codes, that are able to perform accurate wake flow predictions
at significantly lower computational cost. This becomes especially important for wake
predictions of full scale turbines in which the dimensions and Reynolds numbers exceed
those of the experiments. Consequently, simulations with a fine grid may be very
hard to realize in such a case. Nevertheless, the good performance of the coarse-grid
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simulations in the Blind test shows that they are a promising tool for full scale wake
predictions.
Overall, the results of this Blind test comparison confirm a continuous improvement

in performance and wake flow predictions from Blind test 1 to Blind test 5. LES-ACL
approaches as well as the hybrid IDDES technique were confirmed to be able to perform
accurate predictions, also for complex setups featuring highly unsteady flow in yawed
and partial wake operation.
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