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Abstract

Over the past decades, infrared spectroscopy of biological samples has been developed to a
promising tool for non-destructive biochemical analysis. Infrared absorbance spectra provide
molecular fingerprints. However, single cells and tissues cause complex Mie scattering fea-
tures in infrared absorbance spectra contaminating the pure chemical signatures. Several pre-
processing methods have been proposed to handle scattering in infrared spectroscopy. The
Mie correction [24, 5, 28, 26] based on extended multiplicative signal correction (EMSC) [32,
18, 21, 35, 34] is currently considered as the most powerful tool for separating Mie scattering
and biochemical absorption in infrared spectra of cells and tissues.

Kohler et al. [24] developed an algorithm based on EMSC that could successfully predict
Mie scattering features and remove them from infrared absorbance spectra. Bassan et al. de-
veloped the Mie EMSC model further to handle the so called dispersion effect. The model was
implemented in an iterative algorithm, and a compiled program for Mie correction was pub-
lished [5]. This program is currently the mostly used pre-processing tool for infrared spectra
of cells and tissues in the diagnosis of cancer by infrared imaging. However, the algorithm
is observed to be strongly biased, since corrected spectra adapt features of the reference spec-
trum. During recent years, Konevskikh et al. improved the Mie EMSC model further, however
a user-friendly program based on the improved algorithm is not yet available [28, 26].

The main aim of this thesis is to further develop the Mie correction algorithm, such that
a user-friendly program for Mie correction can be published. This is achieved by proposing
a number of improvements to the Mie correction algorithm related to stabilization and opti-
mization. In addition, there is a need for establishing a simulated data set with known pure
absorbance spectra and scatter features that mimic measured apparent absorbance spectra, in
order to validate different features of the algorithm.

The improvements of the Mie EMSC correction algorithm include a number of aspects.
The algorithm presented in this thesis sets the number of principal components in the Mie
EMSC model automatically by the program, based on a desired level of explained variance
in the Mie extinction curves. A flexible stop criterion, based on the convergence of a forward
Mie EMSC model is implemented. Further, the initialization parameters are standardized by
controlling the scaling of the reference spectrum. Additional stability is gained by weight-
ing the reference spectrum and by setting negative parts of the reference spectrum to zero.
A simple quality test for evaluating the correction based on the error of the forward model
is implemented, which is used to optimize the initialization parameters. In order to validate
the algorithm, a set of absorbance spectra mimicking measured apparent absorbance spectra
was simulated. In the simulations, the underlying pure absorbance is known, and scatter-
ing features were based on measured spectra. The simulated spectra were used for valida-
tion, and to assess critical features of the algorithm. We demonstrate that the correction is
not biased by the initial reference spectrum and that a more reliable amide I peak position is
retrieved. Sensitivity towards the initialization parameters is further reviewed. It is further
demonstrated that the estimated scatter parameters from the EMSC model are meaningful
and can be used for clustering of samples with respect to morphological characteristics. The
advantage of pre-processing for a subsequent multivariate analysis by chemometrics and ma-
chine learning is discussed and suggestions are made how the algorithm can be employed
on big spectral data from FTIR imaging. As a result of the proposed improvements, a user-
friendly code for correcting highly Mie scatter-distorted absorbance spectra is published at
https:/ /bitbucket.org/biospecnorway/mie-emsc-code.






Sammendrag

Infraredspektroskopi av biologiske prover har blitt utviklet til et lovende verktey for ikke-
destruktiv biokjemisk analyse gjennom de siste tidrene. Infrarede absorbansspektre repre-
senterer molekylere fingeravtrykk. Enkeltceller og vev fordrsaker imidlertid komplekse Mie-
spredningsegenskaper i infrarode absorbansspektre som forurenser de rene kjemiske signa-
turene. Flere prosesseringsteknikker har blitt foreslatt for 4 handtere spredning i infrared-
spektroskopi. Mie-korreksjon [24, 5, 28, 26] basert pa extended multiplicative signal correction
(EMSC) [32, 18, 21, 35, 34] betraktes for tiden som det kraftigste verktoyet for & separere Mie-
spredning og biokjemisk absorpsjon i infrarede spektra av celler og vev.

Kohler et al. [24] utviklet en algoritme basert pa EMSC som har vist seg 4 kunne predikere
og fjerne Mie-spredning fra infrarede absorbansspekter. Bassan et al. [5] utviklet Mie EMSC-
modellen videre for & hdndtere den sdkalte dispersjonseffekten. Modellen ble implementert
i en iterativ algoritme, og et kompilert program for Mie-korreksjon ble publisert [5]. Dette
programmet er for tiden det mest brukte pre-prosesseringsverktoyet for infrarede spektra av
celler og vev i kreftdiagnose ved infrared avbildning. Imidlertid er det blitt observert at algo-
ritmen tilpasser de korrigerte spektra etter egenskaper av referansespekteret. I de senere ar har
Konevskikh et al. forbedret Mie EMSC-modellen ytterligere, men et brukervennlig program
basert pa den forbedrede algoritmen er enna ikke tilgjengelig [28, 26].

Hovedformédlet med denne oppgaven er & videreutvikle Mie-korreksjonsalgoritmen, slik
at et brukervennlig program for Mie-korreksjon kan publiseres. Dette oppnds ved 4 foresla en
rekke forbedringer av Mie-korreksjonsalgoritmen knyttet til stabilisering og optimalisering. I
tillegg er det et behov for & etablere et simulert datasett hvor de rene absorbansspektre er kjent
og med spredningsavtrykk som etterligner malte absorbansspekter, for a validere forskjellige
egenskaper ved algoritmen.

Forbedringene i Mie EMSC-korreksjonsalgoritmen inkluderer en rekke aspekter. Algo-
ritmen som er presentert i denne oppgaven setter antall prinsipalkomponenter i Mie EMSC-
modellen automatisk, basert pa et ensket niva av forklart varians i Mie utslukkingskurvene. Et
fleksibelt stoppkriterium, basert pa konvergensen av Mie EMSC-modellen, er implementert.
Videre er initialiseringsparametrene standardisert ved & skalere referansespektret. Ytterligere
stabilitet oppnds ved & vekte referansespektret og ved a sette negative deler av referansespek-
tret til null. En enkel kvalitetstest for evaluering av korreksjonen basert pa feilen i fremover-
modellen er implementert, og brukes til & optimalisere initialiseringsparametrene. For a valid-
ere algoritmen simuleres det et sett med maélte absorbansspekter. I simuleringene er den un-
derliggende rene absorbansen kjent, og spredningsegenskaper ble basert pa malte spektra. De
simulerte spektrene ble brukt til validering, og for & vurdere kritiske trekk ved algoritmen.
Vi demonstrerer at korreksjonen ikke er pavirket av det opprinnelige referansespekteret, og
at en mer presis amide I topposisjon er oppnddd. Felsomhet overfor initialiseringsparame-
trene blir ytterligere gjennomgatt. Det er videre pavist at de estimerte spredningsparametrene
fra EMSC-modellen er meningsfulle og kan brukes til clustering av prever med hensyn til
morfologiske egenskaper. Fordelen med forhdndsbehandlingen for en etterfelgende multi-
variate analyse ved kjemometrisk og maskinleering diskuteres og forslag til hvordan algorit-
men kan brukes pa store spektrale data fra FTIR-bildebehandling presenteres. Som et resultat
av de foreslatte forbedringene, publiseres det en brukervennlig kode for korrigering av Mie
spredning-forvrengt absorbansspektra ved https:/ /bitbucket.org/biospecnorway/mie-emsc-
code.
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Chapter 1

Introduction

During the last decades, infrared spectroscopy has developed to one of the most prominent
tools for non-destructive biochemical characterization of biological materials. This develop-
ment started in the 1990s, when Naumann et al. [41] showed that FTIR spectra of microor-
ganisms can be used for identification of microorganisms on different phenotypic levels. For
identification by FTIR spectroscopy, microbial cells were cultivated under strictly controlled
conditions and subsequently measured as dried thin films on infrared-transparent substrates.
The proof that the infrared characterization of microbial cells can be used as a stable pheno-
typic fingerprint, allowing in some cases even the identification of microorganisms on a strain
level, is today considered as one of the most important findings in the development of infrared
spectroscopy in biology. In the subsequent years, FTIR spectroscopy of microorganisms devel-
oped into a high-throughput technique for phenotypic characterization of microorganisms.
This trend was further promoted by the development of highly sensitive high-throughput
spectrometers for characterization of thin films of dried cell solutions. High-throughput FTIR
spectroscopy is today routinely used in biology for phenotyping. Examples are the identifi-
cation of all types of microorganisms [41, 56, 45, 46, 50] and the evaluation of the response of
microbial cells to different environmental conditions [49, 12]

A second milestone in the development of instrumentation for infrared spectroscopy of bi-
ological materials, was the invention of infrared microscopes that allowed the characterization
of single cells and tissues. Infrared microspectroscopy can be used for the characterization and
phenotyping of plant material, such as pollen grains [59, 22] in questions related to health [62],
development of vegetation and monitoring biodiversity and climate change [2].

Infrared microspectroscopy has further been used for the characterization of single eukary-
otic cells in the development of infrared spectroscopy as a tool for cancer diagnosis [29], and
in general for the characterization of cancerous and healthy tissues in the medical field or for
diagnosis of Alzheimer disease [40, 10, 37, 6, 15]

In both high-throughput infrared spectroscopy and infrared microspectroscopy of biologi-
cal materials, infrared absorbance spectra are used, since they are approximately proportional
to the concentrations of the absorbing components in the material and the thickness of the
material under investigation. Infrared absorbance spectra are obtained by measuring the at-
tenuation of infrared radiation transmitting through a sample. Experimentally, this is realized
by probing the infrared radiation beam first without the sample, an then the transmitted radi-
ation with the sample. The transmitted radiation is in an ideal case only attenuated by chem-
ical absorption. Unfortunately, in most practical situations, attenuation of the electromagnetic
radiation by the sample is not only caused by chemical absorption. Measured infrared ab-
sorbance spectra show in general two different types of attenuation: attenuation that is caused
by scattering, and attenuation that is due to chemical absorption. The overlap of scattering and
absorption features in infrared absorbance spectra of biological material is a major problem
for the spectral interpretation and multivariate data analysis. Therefore, without processing
tools that allow separating scattering and absorption features, it is impossible to distinguish
between attenuation caused by chemical and physical properties of the sample.
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Depending on the biological sample under investigation, different types of physical at-
tenuation occur. The most prominent absorbance variation caused by physical properties of
the sample is the variation due to sample thickness resulting in a scaling effect in absorbance
spectra. In neither high-throughput FTIR spectroscopy, nor in infrared microspectroscopy, the
samples thickness can be easily controlled in most practical cases. The variation in sample
thickness leads to multiplicative effects in the absorbance spectra [25]. Thus, scaling is an in-
evitable part of the pre-processing of absorbance spectra. Further, diffuse scattering caused
by for example rough surfaces and variations in the infrared radiation source, may lead to
baseline shifts in the absorbance spectra [25]. In addition, in absorbance measurements of
almost perfect thin films, so-called fringes are observed [27]. Multiplicative effects and base-
line effects occur typically in high-throughput spectroscopy of thin films. Fringes may occur,
although they are rare.

In infrared microspectroscopy, single cells and tissues are observed to be effective scat-
terers, and the scattering has been interpreted as Mie scattering [38]. In infrared absorbance
spectra, Mie scattering introduces gross baseline variations and shifts in peak heights and po-
sitions. Mie scattering is caused by the samples being approximately spherical, and with a
size comparable to the wavelength in the mid and near infrared region of the electromagnetic
spectrum, which is used to probe the samples. Without pre-processing, shifts in peak position
can be misinterpreted for example in the analysis of protein structure, and lead to erroneous
conclusions.

In order to handle situations where scattering contributes significantly to the infrared ab-
sorbance spectra, several pre-processing methods have been proposed and are in use. A
standard approach for suppressing broad baseline variations is by taking the first or second
derivative of the spectra [47, 61]. Scaling variations can be successfully removed by vector
normalization [3]. Combining derivatives with vector normalization is a often used approach
in high-throughput spectroscopy of microorganisms, where spectra have a high quality and
scatter effects are a minor problem. A different approach that allows the removal of scaling
variations and constant baseline shifts in a model-based approach is multiplicative signal cor-
rection (MSC) [32, 21, 18].

In infrared microspectroscopy, where more complex scattering features are observed, the
standard pre-processing approaches that handle baseline shifts and scaling effects only, are not
sufficient. Situations where scattering leads to non-constant baseline shift could be handled
with adding additional terms to the MSC model, such as linear and quadratic wavenumber
dependent baseline shifts [35, 34]. The extended model is named extended multiplicative sig-
nal correction (EMSC), and is a powerful pre-processing method favoured for its modularity.
In principle, any terms can be added to the model, enabling suppression of different chemical
constituents or physical phenomena. One of the great advantages of the EMSC model is that
the scatter information is not lost after correction. As the baseline variations are a direct conse-
quence of the optical properties of the sample, the parameters from the EMSC correction can
carry important information about the sample [25, 60, 59].

In the past decade, several pre-processing methods has been proposed for handling the
case of Mie scattering in FTIR spectroscopy [24, 5, 16, 27]. For rare cases where the sample is
almost perfectly spherical and homogeneous, and both the refractive index and radius is know
a priori, a model-based pre-processing method based on an iterative algorithm was proposed
by van Dijk et al. in 2013 [16]. For biological samples however, this model is not applicable, as
the samples are in reality not perfectly spherical and homogenous. In addition, the refractive
index and radius are in most practical cases unknown. A pre-processing method which has
proven to yield good results for correcting Mie scattering in absorbance spectra from biological
samples, is the method proposed by Kohler et al. in 2008 [24]. It was shown that by employing
a meta-model for describing the scattering, incorporated in an EMSC model, Mie scattering
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could be predicted and removed from the absorbance spectra. In the model, a set of Mie ex-
tinction curves was calculated from the van de Hulst approximation formula for scattering by
non-absorbing, homogeneous spheres. The set of extinction curves was then compressed into a
small number of loadings by principal component analysis (PCA). The loadings were included
in an EMSC model, resulting in a predicative forward model for Mie scattering correction.

Further development of the model included an attempt to handle the resonant case, i.e.
the fact that the real part of the refractive index undergoes a fluctuation in the presence of an
absorbance resonance. The formula governing the scattering was however still describing scat-
tering by a non-absorbing sphere. This version of the EMSC model was called resonant Mie
scattering (RMieS) EMSC, and the model was implemented in an iterative algorithm. Chal-
lenges were however observed with respect to the corrected spectra being strongly biased by
the reference spectrum used to initiate the algorithm. In addition, the algorithm was consid-
ered time-consuming, due to the Kramers-Kronig transformation that was employed in each
iteration step. The Kramers-Kronig relation is used to calculate the real fluctuating part of the
refractive index from the imaginary part of the refractive index.

It was later shown that the absorption and scattering can not be treated as independent and
additive effects [31], which led to the further improvement of the RMieS-EMSC by employing
the van de Hulst approximation formula for absorbing spheres, using the imaginary part of
the refractive index. Improvements were also made with respect to speed optimization of the
iterative algorithm. This was done by reducing the number of parameters in the Mie meta-
model from three to two, as well as replacing the Fourier transform by the Hilbert transform
in the calculations of the fluctuating part of the real part of the refractive index. This resulted
in what is known as the fast iterative Mie scatter correction algorithm. It was observed that
the corrected spectra moves away from the initial reference spectrum, and tends towards the
chemical features of the measured spectrum with increasing number of iterations.

After the RMieS-EMSC model was proposed in 2010, a compiled program was published,
which allowed the correction of the dispersion effect. This is currently the only available Mie
correction code. Konevskikh et al. [28] addressed the challenges related to the 2010-algorithm,
however a Mie correction code according to the improved model is not yet available. In order
to publish a user-friendly program a number of improvements of the algorithm are needed.
The number of loadings used in the Mie meta-model should be set automatically by the pro-
gram, and the stop criterion should ensure a stable termination of the iterative algorithm. In
addition, measures should be made to stabilize the baseline correction, an the initialization
parameters should be standardized. Further, a tool for simple quality testing of the corrected
spectra is desired, in order to perform a preliminary sorting of whether the correction can be
considered successful or not.

The overall aim of this thesis was to continue the work on the Mie scatter correction al-
gorithm, by further development and validation of the algorithm and by development of a
user-friendly matlab code that can be share with the infrared biomedical community. The spe-
cific aims of the thesis were: (1) To implement a functionality in the algorithm to automatically
set the number of components used in the Mie meta-model. (2) To revise the stop criterion
and to ensure a stable correction based on the convergence of the forward model. (3) To stan-
dardize the initialization parameter ranges used in the EMSC model. (4) To obtain a stable
algorithm for correction allowing the automated correction of a large number of spectra. (5)
To introduce a simple quality test to validated if a correction is successful or not. (6) To validate
the algorithm with respect to its ability to retrieve the true pure absorbance spectrum. (7) To
assess critical features of the algorithm such as the dependency on the reference spectrum, the
ability to retrieve the amide I peak position and its sensitivity towards initialization parame-
ters. (8) To publish a user-friendly Matlab code for Mie correction, and a manual for the use of
the program.
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The thesis is structured as follows. In the theory chapter of this thesis, the scattering and
absorption if infrared radiation by biological materials is described from a physical point of
view. This is followed by the derivation of a multivariate EMSC model which is modelling the
electromagnetic theory of scattering and absorption of infrared radiation by cells and tissues.
The iterative Mie scatter correction algorithm is explained in detail in the method chapter. In
addition, a method for simulating apparent absorbance spectra with known underlying pure
absorbance spectrum is presented in the method section. The simulated spectra are used for
validation. Improvements and validation of the algorithm are described in the result and
discussion section.

The dependency on the reference spectrum used for initiating the algorithm, and the ability
to retrieve the true amide I peak position is is further reviewed. Subsequently, the sensitivity
towards the initialization parameters is assessed through examples which illustrates the the
effect of parameter choice and adjustment. This section serves as a user guide for the Mie
correction code which is published at https:/ /bitbucket.org/biospecnorway/mie-emsc-code.



Chapter 2

Theory

2.1 Infrared spectroscopy

Spectroscopy refers to the study of how electromagnetic waves interact with matter. This
includes measurements and interpretation of absorption, emission and scattering by different
materials. Such measurements can be used to identify substances, or to obtain information on
physical and chemical properties of different materials. When analyzing biological materials
by chemical and biochemical analysis techniques, components are extracted from the material
and the structure of the material is destroyed. Spectroscopic techniques however, allow to
investigate biological material non-destructively.

As the name implies, infrared (IR) spectroscopy refers to the study of interaction between
infrared radiation with material. The infrared range of the electromagnetic spectrum com-
prises in general the near, mid and far infrared range. In this thesis, we refer to infrared spec-
troscopy as the study of interaction of mid-infrared radiation with material. The mid-infrared
region of the electromagnetic spectrum refers to wavelengths in the region between approxi-
mately 2.5 um to 25 um. Nature arranged it in a way, that fundamental chemical vibrations are
located in the mid-infrared range.

Fourier transform infrared (FTIR) spectroscopy is today the most used instrumental tech-
nique for infrared spectroscopy. The name Fourier transform infrared spectroscopy refers to
the fact that in this technique, a mathematical process is needed for converting the measured
signals into the IR spectrum. Most common FTIR spectrometers use a broadband light source
radiating in the mid- and near-infrared region of the electromagnetic spectrum. IR spectra
can then be produced for a wide spectral range, for wavelengths between 2.5 pm, 20 pm. New
techniques for measuring infrared spectra are developed, such as the use of so-called quantum
cascade lasers [7] and ATR infrared spectroscopy [14, 13].

IR absorbance spectra are recorded by passing IR radiation through a sample, and mea-
suring the spectral attenuation. Characteristic absorption signatures are obtained when the
incident radiation is attenuated by molecular absorption: Photons in the infrared region of
the electromagnetic spectrum do not have enough energy to excite individual electrons in
the atoms. However, the energy can be sufficient to excite vibrational states in molecules
from the ground state, by stretching and bending covalent bonds. When IR radiation in the
mid-infrared region hits a molecule, energy at wavelengths corresponding to a specific vibra-
tional transition from the ground state to the first excited state are absorbed. Radiation in the
near-infrared region has higher energy, and allows for transitions from the ground state to
overtones. The energy needed for the spectral absorption is characteristic for each molecule.
Therefore, absorbance spectra can be used to determine the chemical content of a sample.

Figure 2.1 illustrates how absorbance spectra are recorded. IR radiation from the source,
given by the intensity Iy, is first passed through the optical setup with an empty slide. The
intensity Iy transmitted through the empty optical setup is recorded at the detector. The mea-
sured intensity Iy is often referred to as the background intensity. Then the sample is mounted
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FIGURE 2.1: Recording of IR absorbance spectra. a) Firstly, the reference in-
tensity is measured by probing the beam with an empty sample holder. b) The
transmitted intensity through the sample is thereafter measured with the sample
mounted on the slide.

on the slide, and the transmitted intensity 7, is recorded. The transmittance 7" is then calculated
as

. I(D)
T(D) = = 2.1
in terms of wavenumbers . The absorbance Z is obtained as
Z(v) = —logy T(V) (2.2)

In the following, we neglect the optical setup and measurement surroundings. The situa-
tion will thus be presented as if Ij is the intensity of the incident light, as this is the radiation
which is affected by the sample only. In IR spectroscopy it is common practice to use the unit
of wavenumbers v. In vacuum, the wavenumber relates to the frequency by f = ¢ -, which
leads to wavenumbers and frequency being used interchangeably in this thesis.

The main building blocks of biological material, such as cells and tissues, are proteins,
lipids, and carbohydrates. Therefore, IR absorbance spectra obtained from such samples share
similar basic features. An example of a typical spectrum is presented in Fig. 2.2. The spectrum
in Fig. 2.2 is an absorbance spectrum obtained from an extracellular matrix called Matrigel [5],
which is is an artificially produced basement membrane used as a substrate for growing cells.
Matrigel consists of a gelatinous protein mixture, where the main content is structural proteins
such as laminin, collagen IV and entactin.

Absorbance spectra are often divided into two main regions, the functional group region
and the fingerprint region. At wavenumbers lower than ~ 1,500 cm™! we find the fingerprint
region. This region provides information about the molecule as a whole. At wavenumbers
above this we find the functional group region. In addition, the region between 1,800 cm™
and 2,800 cm™ is sometimes referred to as the silent region, as this region is usually chemically
inactive.

It is important to note that absorbance and absorption refer to two different issues. In
electromagnetic theory, absorption refers to the physical phenomenon by which a part of the
energy of the radiation is absorbed by the medium through which the wave propagates. Ab-
sorbance on the other hand, is a measure of attenuation of an electromagnetic wave, defined
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FIGURE 2.2: The Matrigel absorbance spectrum [5]. Matrigel is an artificially
produced basement membrane consisting of mainly proteins.

by Eq. 2.2. Ideally, absorbance spectra show only characteristics due to chemical absorp-
tion, but in practice absorbance spectra also contain attenuation due to scattering. Typical
examples of IR absorbance spectra that contain considerable attenuation due to scattering are
absorbance spectra obtained from biological cells and tissues. Biological cells and tissues are
highly scattering samples in the infrared region of the electromagnetic spectrum, since their
morphology changes on the same scale as the size of the wavelength of the infrared radiation,
i.e. on micrometer scale [38, 5]. In order to account for the fact that absorbance spectra may
contain strong contributions from attenuation due to scattering, the expression apparent ab-
sorbance was introduced. Apparent absorbance refers to absorbance spectra that, in contrast
to pure absorbance spectra, contain scattering features. The apparent absorbance spectrum is
the measured spectrum, describing attenuation caused by both chemical and physical prop-
erties, while the pure absorbance expresses only chemical attenuation, i.e. absorption. In
this thesis, pure absorbance spectra are denoted Z,,,. while apparent absorbance spectra are
denoted Z,,,.

2.1.1 Definition of the pure absorbance spectrum

In the ideal case of IR absorption spectroscopy, the absorbance is caused by molecular ab-
sorption only. In order to refer to this ideal case, spectroscopist use the term pure absorbance
spectrum. To define the pure absorbance spectrum, we consider a sample which is shaped as a
thin film of thickness d. Figure 2.3 shows an incident plane electromagnetic wave travelling in
z-direction (downwards) and with intensity Iy. The radiation propagates through the sample,
and a portion of the radiation is absorbed. At the detector, the intensity I is measured. The
intensity of the incoming radiation can be expressed in terms of the incoming electric field
amplitude Ey

c
Iy = §€0|E0|2 (2.3)
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FIGURE 2.3: The ideal case of IR absorption spectroscopy, the sample can be
considered as a thin, scatter free film of thickness d.

where c is the speed of light and ¢y is the vacuum permittivity. In an ideal case, without
backscattering from the front or back surface of the sample film, the attenuation of the incom-
ing radiation is only caused by absorption. By this assumption, the electric field E inside the
sample can be written as

E(x) = Eoeifm (2.4)

where z is the depth into the sample and k is the complex angular wavenumber. The complex
angular wavenumber k can be written as

k=k+i-k=ky-m (2.5)

where k and  are the real and imaginary parts of k, respectively, and ko is the angular
wavenumber in vacuum and m is the complex refractive index. When the electromagnetic
wave arrives at the detector, it has propagated through the sample over a distance of z = d
and the intensity measured at the detector can be written as

C C _
I= 5eo\E|2 = 5eoyEoy?e 2rd (2.6)

According to Eq. 2.3 and 2.6, the transmittance can now be written as

T — 6—2Iid _ e—47rn'd17 (27)

by inserting x = kg - n/, where n’ is the imaginary part of the refractive index, and ko = 277.
The absorbance can now be expressed by
47n'dp

Zpure = —log g T = m (2.8)
The absorbance is here denoted Z,,,,., as is derived from a situation without any scattering.
Thus, Eq. 2.8 defines the pure absorbance, i.e. absorbance corresponding to absorption only.
As the sample thickness d may vary, a scaling effect can be seen between different samples.

From Eq. 2.8 we can derive Beer-Lambert’s law

Z(0) = a(p)-d-c (2.9)

where a is the characteristic absorptivity corresponding to a chemical vibrational bond, d the
sample thickness and c the concentration of the compound corresponding to this chemical

bond. Hence, f‘;l’rglof’) can be interpreted as the absorptivity of the sample. The Beer-Lambert’s
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FIGURE 2.4: Scattering at a rough sample surface causes loss of incident radia-
tion.

law is the starting point for setting up the multiplicative signal correction model later, and
therefore an important connection point between the multivariate modelling of the scattering
and absorption and the electromagnetic theory. This connection is hereby established.

Only in the ideal case, a sample in an infrared spectroscopic experiment can be considered
a thin and scatter free film. For all practical situations this is only an approximation, and in
most cases this approximation is not applicable. A considerable part of physical effects are
involved and contribute to other features than absorption features to the spectrum. In prac-
tice, the surface of the sample is rough, resulting in diffuse scattering of the incident radiation.
This situation is illustrated in Fig. 2.4. As a result of diffuse scattering, a portion of the back-
ground intensity Iy does not penetrate into the sample. Therefore, when diffuse scattering is
present, the attenuation of the electromagnetic radiation is caused by a combination of diffuse
scattering and absorption. Assuming that the portion of electromagnetic radiation that is lost
by diffuse scattering is constant with respect to the wavenumber [25], the absorbance can be
expressed by

Zapp(ﬁ) = —log
(2.10)

where « is the portion of the incident radiation which is not scattered by the sample. By
substituting the first term in the second line of Eq. 2.10 with the pure absorbance given in Eq.
2.8, we obtain the relation between the pure and apparent absorbance spectra
/e

Zoapp (D) = m tloga (2.11)
where we recognize the first term on the right hand side as the pure absorbance. From this
equation, it is evident that scattering of the incident wave may introduce a constant baseline
shift, given by log «, with respect to the pure absorbance spectrum. Baseline shifts also occurs
if the intensity of the source varies between measurements.

In this section, we have defined the pure absorbance spectrum and seen how spectra may
deviate from this in an experimental situation. This is due to physical parameters affecting the
experiment, such as diffuse scattering and the thickness of the sample. The diffuse scattering
leads to constant baseline shifts log «, and the variability in sample thickness b to a multiplica-
tive effect. We will in the following show how this variability can be greatly reduced by a
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chemometrics method called multiplicative signal correction [32, 18].

2.1.2 Multiplicative signal correction and extended multiplicative signal correc-
tion

In order to analyze chemical differences between the absorbances in a set of measured spec-
tra, it is desirable to pre-process the data in order to obtain spectra that are approximately
pure absorbance spectra. When spectra are pre-processed and normalization of the spectra
is achieved, peak heights are directly comparable. In addition, pre-processing leads to multi-
variate calibration and classification models with lower complexity [33]. A constant baseline
and multiplicative effects can be removed by the model-based pre-processing method called
multiplicative signal correction (MSC), proposed by Martens et al. in 1983 [32]. In this method,
chemical and physical contributions to the apparent absorbance spectrum is separated in ac-
cordance with the electromagnetic model described in the previous section. In MSC, the ap-
parent absorbance spectra are normalized to a given baseline and standard effective optical
path length through a reference spectrum Z,.. ¢

_ Andan'v

Zrep(V) = Tn(10)

where d; is the standard thickness. According to Eq. 2.11, the apparent absorbance spectra can
be described by

(2.12)

Zapp(D) = ¢+ bZyes () + €(D) (2.13)

where ¢ is the residuals, and
c=loga and d=10-d; (2.14)

where c and b refer to the constant baseline shift and the scaling parameter respectively. The
parameters ¢, c and b are usually determined by least squares regression. In Eq. 2.13, the resid-
uals express the unmodelled part of the apparent absorbance spectrum, and contain e.g. noise
and chemical differences between the pure absorbance spectrum and the reference spectrum.

An example which illustrated the MSC model is shown in Fig. 2.5. Measured apparent
absorbance spectra obtained from samples of Listeria monocytogenesis are shown in Fig. 2.5
a), where the scaling effect is evident. The spectra are obtained from high-throughput FTIR
measurements of thin dried films of bacterial cells. Details of the experimental procedure
and the measurement setup can be find in [42]. By using a mean of all spectra as a reference
spectrum Z,.r, the scaling effect is reduced by MSC, as shown in Fig. 2.5 b). The reference
spectrum is shown in black, and the corrected spectra are shown in grey.

The MSC method is based on a physical model, derived from assumptions and a priori
knowledge, while the parameters are estimated from the data. In this way, MSC can be seen
as an intermediate between the so-called "hard modelling" and "soft modelling", where the
former is based on causality, assumptions and knowledge about the system, and the latter are
data-driven, mathematical models [35, 33].

The fact that all apparent absorbance spectra are modelled around a reference spectrum
offers a great advantage with respect to stability. As the difference between the reference spec-
trum and the true pure absorbance spectrum is relatively small, the main share of the pure ab-
sorbance is described through the reference spectrum. There will be no competition between
the reference spectrum an the remaining terms in the MSC model in the parameter estimation,
and therefore the reference spectrum offers a stable basis for modelling around. The parameter
b indicates whether there is any relevant chemical information in the spectrum or not.



2.1. Infrared spectroscopy 11

o) a ] b)

Absorbance
Absorbance

]

. . . . . . .
4000 3500 3000 2500 2000 1500 1000 500 4000 3500 3000 2500 2000 1500 1000 500
Wavenumber [cm™'] Wavenumber [cm™!]

FIGURE 2.5: Multiplicative signal correction of a) measured absorbance spectra
from Listeria monocytogenesis samples. b) The corrected spectra (grey) adapt
to the baseline and scaling of the reference spectrum (black). The mean of all
spectra are used as reference spectrum.

The electromagnetic model described in section 2.1.1 is a coarse approximation to most practi-
cal problems. As demonstrated before, the measured absorbance spectrum is a result of mor-
phological and optical properties of the sample. In many cases, the share of the incident ra-
diation that is lost by scattering is not constant with respect to the wavenumber. Therefore,
non-constant baseline variations are frequent.

An example of how optical properties of a sample can introduce non-constant baseline
variations is shown in Fig. 2.6 a). Figure 2.6 a) shows FTIR absorbance spectra obtained from
samples of phenantherene in alkali halide (KBr) pellets [60]. The samples have been exposed to
heat treatment at different degrees, a process which effects the optical properties of the whole
pellet, such as particle size and packing. In order to analyze the chemical effect of heat treating
the samples, a pre-processing of the spectra is necessary before comparison.

To handle situations where the scattering is wavenumber dependent, but still can be de-
scribed by polynomials, extended multiplicative signal correction (EMSC) was proposed in
1991 by Martens et al. [35, 34]. In basic EMSC, a linear and quadratic wavenumber dependent
term is added to Eq. 2.13 resulting in the following model

Zapp(D) = ¢ + bZyey (D) + di + ei* + () (2.15)

where c refers to the constant baseline shift and b to the multiplicative effect. Parameters d and
e refers to a linear and quadratic baseline shift, respectively. EMSC allows to add further higher
order terms, as well as chemical constituent spectra [1, 53, 57]. Sharper chemical features
allows higher polynomial terms to be added without risk of modelling and removing chemical
features. An example of spectra with sharp peaks where higher order polynomials usually are
added in the EMSC model is Raman spectra [1].

EMSC has been favoured for its flexibility to handle a range of different problems. As an
example, EMSC has been used to successfully suppress water vapour in absorbance spectra [9]
and water variations in ATR spectra [36]. It can be used to remove variations due to paraffin
in paraffin-embedded tissue samples [53, 57] and to correct shifts in Raman spectra [30, 48].

Figure 2.6 illustrates the difference between MSC and EMSC. In Fig. 2.6 c), the spectra from
the KBr-pellet samples have been corrected with MSC, with the spectrum shown in Fig. 2.6 b)
as reference spectrum. It is evident that the corrected spectra still contain scattering features.
By employing a basic EMSC model as in Eq. 2.15, these baseline variations are corrected, as
illustrated in Fig. 2.6 d). Note that if the corrected spectra would be used for determining rela-
tive concentration of chemical compounds by comparing peak heights, the reference spectrum
in Fig. 2.6 b) should be baseline corrected prior to the EMSC correction. Alternatively, by mean
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FIGURE 2.6: FTIR absorbance spectra obtained from samples of phenantherene
in alkali halide (KBr) pellets, where a) shows the measured raw spectra. b) Ref-
erence spectrum used for c) correction with MSC, and d) correction with basic
EMSC. By courtesy of Boris Zimmermann, Department of Science and Technol-
ogy, NMBU.

centering the spectra, chemical differences can be explored without correcting the baseline of
the reference spectrum [1].

One of the great advantages of model based pre-processing such as MSC and EMSC, is that
valuable physical information is not lost in when spectra are corrected. MSC and EMSC are
the only methods that takes into account that the appearance of the baseline is directly linked
to the optical properties of the sample, and where the scatter information is parameterized
and accessible for interpretation. It is well known that physical properties can give valuable
information in biological and chemical applications. The parameters from Eq. 2.13 and 2.15
which are retrieved from the pre-processing can be used to gain additional information about
the sample, related to sample size [21], density of the sample [25], temperature [25], denatura-
tion [25] or phase transitions [60]. In the example of the absorbance spectra from heat treated
phenantherene samples in Fig. 2.6 a), parameters from the EMSC correction were used to de-
termine the phase transition temperatures [60]. In a study of allergenic pollen, it was shown
that using the EMSC parameters as a part of the classification model resulted in an overall
better classification [62].

Further, the residuals play a key role in the MSC and EMSC-modelling as they carry valu-
able chemical information. With both MSC and EMSC, an underlying assumption is that for
all spectra in the data set, the pure absorbance spectra share the same basic features. This
is the logic behind modelling around a reference spectrum. Individual deviations from the
reference spectrum is contained in the residuals, and so the residuals can be used to express
chemical differences within the data set. A better estimation of the pure absorbance than Z,. ¢
can therefore be obtained by updating the reference spectrum with the residuals, a technique
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which will be explained in detail later. In situations where the scattering and absorption can
not be treated as independent, a good estimation of the pure absorbance spectrum is crucial.

As with all types of model based pre-processing methods, some knowledge is required
about the sample and measurement technique a priori. EMSC should not be used for pre-
processing absorbance spectra where the underlying assumptions of the electromagnetic model
is not applicable.

In this section we described how multiplicative effects and constant baseline shifts in in-
frared absorbance spectra can be handled with the MSC model. Polynomial terms can be
added to the MSC model, in order to handle situations where no analytic solution to the elec-
tromagnetic model can be used to describe the scattering. The model is then called EMSC. In
some situations, we can expect the scattering to take on specific forms. For samples shaped
like approximately perfect films or spheres, the absorbance spectra will be affected by interfer-
ence fringes and Mie scattering respectively. These situations are two of the few cases where
scattering in spectroscopy can be described by analytical solutions of electromagnetic models.

2.1.3 The complex index of refraction and the Kramers-Kronig relation

If the sample is shaped like a perfect film, back scattering from the surface on both sides of the
film may cause baseline distortions due to interference. An example where this phenomenon
is observed, is in live cell measurements of algae in water films [19]. The probability for the
transmission and backscattering is defined by the reflection and transmission coefficients. A
wave propagating through the film may be backscattered multiple times by the surfaces, and
thus the electric field in the sample can not be described by Eq. 2.4. In short, in the formula
for the transmittance, given by Eq. 2.7, the real part of the refractive index is not cancelled out,
and the transmittance depends on both the real and imaginary part of the refractive index. In
general, this case leads to interference effects, which occur due to differences in path lengths of
the transmitted and internally reflected waves. These interference effects cause sine and cosine
fluctuations in the transmittance and absorbance, which are also called interference fringes. In
the literature, several methods for correcting interference fringes in infrared spectroscopy are
described [11, 17]. Analytic solutions to scattering at perfect films has been incorporated in an
EMSC model in order to correct fringes in absorbance spectra [27].

Similar but more complex scattering phenomena occur when the scatterer has a spheri-
cal shape. The scattering phenomena occurring at spherical shaped scatterers are in general
strongly dependent on the refractive index. In general, a complex index of refraction is needed
to describe the wave propagation dynamics and absorption. In the following, a brief overview
of the complex refractive index is given.

The complex index of refraction is one of the fundamental material parameters related to elec-
tromagnetic wave propagation in matter. In general, it is frequency dependent and can be
expressed as

m(v) =n(v) +i-n' (D) (2.16)

where n and ' is the real and imaginary part, respectively. The imaginary part of the refractive
index is related to dissipation of energy due to absorption, while the real part is related to wave
propagation dynamics. When electromagnetic waves propagate through matter, their speed
and wavelength are decreased. Their speed and wavelength is inversely proportional to the
real part of the refractive index.

Let c be the speed of the wave in vacuum, and v the phase velocity of the wave when it
propagates in the medium. The real part of the refractive index gives the relation between ¢
and v
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n(v) =~ B (2.17)
Since n is a measure for how much the plane electromagnetic wave is bent when entering the
material, n was named the "refractive index".

It follows from the principle of causality that there must be a relationship between n and n'.
This causality relation can be demonstrated by a simple thought experiment. Consider a filter
media absorbing all radiation at the frequency 7y, probed with an electromagnetic pulse at the
time ¢ = 0. The pulse consists of different frequencies, say a Gaussian distribution around 7.
Accordingly, the pulse has some extension around ¢t = 0 in the time domain. If there is no
relation between n and 7/, the result of removing 7 from the pulse in the frequency domain,
is a pulse which extends into ¢t < 0 as well as ¢t > 0. It appears that the absorption of 7y results
in an effect prior to its cause, which clearly breaks with causality. To prevent the effect to occur
before the pulse hits the filter, a phase shift must be introduced at frequencies around 7, which
cancels out the effect at ¢ < 0.

Accordingly, it is evident that the principle of causality has an effect on the optical prop-
erties of matter. We take a closer look at the electric susceptibility x, which relates to the
refractive index by

x(7) =m(»)* -1 (2.18)

The electric susceptibility is a fundamental property of dielectric matter, which describes the
degree of polarization in response to an applied electric field. In order to avoid that the effect
of absorption in the frequency domain is prior to its cause in the time domain, a phase lag
needs to be introduced in the frequency-dependent susceptibility function. Accordingly, the
susceptibility and the refractive index m are complex functions. The complex susceptibility x
can be written as

x(@)=x'(7) +i-x"(?) (2.19)
where y’ and x” is the real and imaginary part of y, respectively. As will be illustrated in
the following, the principle of causality implies that ' and x” are dependent on each other,
leading to the fact that dispersion and absorption always appear together.

In the presence of a moderate external electric field £, the polarization P of dielectric matter
at time ¢ is described by the linear impulse response function x(to — t) through

to

P(x,tg) = / X(to — t)E(x,t)dt (2.20)

—0o0

which is known as a convolution integral [58, 52]. Response functions, such as x(to — t),
describe how a dynamic system responds to an external impulse. The applied pulse E is the
input to the system, while P describes the output. In this thesis, we will not go into details
of impulse response functions. However Eq. 2.20 motivates why we should look closer at
the susceptibility function. The convolution integral given in Eq. 2.20 states that the system
response to a complex pulse is a superposition of the responses to all constituent pulses. This
motivates why we should look closer at the associated Fourier transform pairs of the electric
susceptibility which are given by
oo

;g(t):i / x(w)e “tdw (2.21)

—00
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x(w) = / x(t)etdt (2.22)
When requiring that the time-dependent susceptibility function is a real and causal func-

tion, it can be shown that the real part of x () must be an even function, while the imaginary
part must be an odd function. This requirement can be written as

X'(7) = X' (-v)

X' (7) = —\"(7)
Based on Eq. 2.22 and 2.23, it can be further shown that the frequency-dependent susceptibility
can be expressed as

(2.23)

i [ X
x(p) = 7TP/ Di—sds (2.24)

where P is the Cauchy principal value. From the requirements posed in Eq. 2.23, the real and
imaginary parts of x can now be expressed as

X’(ﬁ)z—%P / ;‘"_(“2(13 (2.25)
x”(ﬁ)ziP / ;l(sids (2.26)

which is known as the Kramers-Kronig relations. From these relations it is evident that the
dispersive and absorptive properties of the medium are in fact not independent.

For the real part of the refractive index, which is an even function, the Kramers-Kronig
relations can be written as

sn/ (D)

s (2.27)

2 [e. o]
n(7) = no+ 2P /
T
0
where n is the constant part of n, and the second term on the right hand side accounts for the
dispersive part, i.e. the frequency dependent part. Likewise, n’ can be expressed in terms of n
in a similar expression.

The Kramers-Kronig relation can be illustrated by the Lorentz-model, a semi-classical model
for describing absorption in dielectric media. It derives from considering the medium as con-
sisting of diatomic molecules, and solving the associated equation of motion. The Lorentz-
model allows the calculation of the complex refractive index for absorptive dielectric media,
while it simultaneously fulfills the Kramers-Kronig relation. Figure 2.7 illustrates the relation
between n and n/, and shows that the real part of the refractive index fluctuates when passing
through an absorption resonance. In this example ny is set to 0 for simplicity. At the right side
of the absorption resonance, the real part of the refractive index approaches n asymptotically.
Absorption resonances outside the IR region of the electromagnetic spectrum give long range
contributions to the real part of the refractive index in the infrared region. These long-range
contributions cause its constant background.
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FIGURE 2.7: The Lorentz model: illustration of the relation between the fluctuat-
ing part of the real part of the refractive index, shown in red, and the imaginary
part of the refractive index, shown in black. At absorption resonances, the real
part of the refractive index fluctuates.

2.1.4 Approximately spherical scatterers or scatterers with surfaces that change
their morphology on micrometer scale

Single cells and tissues have been observed to be effective scatterers in the infrared region of
the electromagnetic spectrum. This type of scattering has been interpreted as Mie type scatter-
ing [38], i.e. scattering by dielectric spheres. Mie scattering in FTIR spectroscopy introduces
gross baseline variations in the absorbance spectra, as seen in figure 2.8, and a more advanced
version of EMSC is therefore needed for pre-processing these spectra. A model-based pre-
processing method to handle this case is obtained by establishing an EMSC meta model. This
is achieved by incorporating a data model based on Mie theory into an EMSC model, as will
be explained in section2.1.6. Before presenting a brief overview of Mie theory, it is expedient
to define the concept of scattering.

Scattering of an electromagnetic wave is defined as deviations from rectilinear wave prop-
agation, which occur due to interaction with an object. When the wavelength of the incident
radiation is small compared to the changes of the surface of the object, the electromagnetic
wave can be approximated by rays, and the phenomenon of scattering can be described by re-
flection and refraction. However, when the wavelength of the incident radiation is comparable
to the scale at which the surface of the object changes, the principles of geometrical optics fail
in describing the resulting electromagnetic field. This type of scattering is related to interfer-
ence phenomena, diffraction and resonances. To solve scatter problems involving diffraction,
such as scattering at spheres of sizes comparable to the wavelength of the incident radiation,
solutions to Maxwell’s equations are required.

The physical process behind diffraction is the same as for reflection and refraction: The
varying electric field in the incident radiation accelerates charged particles in the object, caus-
ing them to oscillate. When charged particles oscillates, they send out electromagnetic radi-
ation in all directions. In this way, the object can be thought of as consisting of numerous
point sources of radiation. In the case of a nonabsorbing object, scattering removes a portion
of the energy in the incident radiation in forward direction, while the rest of the radiation is
transmitted. The field around the scatterer can be viewed as a superposition of the transmit-
ted radiation, and the radiation emitted from each point source. For absorbing materials, the
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FIGURE 2.8: Apparent absorbance spectrum obtained from a single lung cancer
cell [24]. Mie scattering introduces gross baseline variations in the measured
spectrum.

scattering and absorption is mutually dependent on each other. As mentioned in the previ-
ous section, absorption resonances leads to fluctuations in the real part of the refractive index,
often referred to as the dispersion effect. Therefore, absorption affects the wave propagation
dynamics. Further, the morphology and optical properties of the scatterer affects the inter-
nal electric field. At wavenumbers corresponding to so-called shape resonances, the internal
electic field is enhanced, leading to an increased absorption.

Scattering of a plane wave by a homogeneous sphere is one of the situations where an
analytical solution to Maxwell’s equations exist. The solution was first described by the Danish
physicist Ludvig Lorenz in 1890. However, the theory went unrecognized until eighteen years
later when the German physicist Gustav Mie published what is now known as "Mie theory"
[58]. In the following section a brief overview of Mie theory will be given, followed by Mie
scattering in absorbance spectra.

2.1.5 Mie theory

The Mie theory provides an exact analytical solution for the scattering of a plane wave at a
homogeneous sphere. The exact Mie solutions are as intriguing as they are intricate. There-
fore, for numerical computations, approximate formulas such as the Van De Hulst formula are
often used. In this section the exact solutions will be presented, followed by a presentation of
the van de Hulst approximation.

Efficiency factors: In Fig. 2.9, we consider a plane wave propagating in the x-direction. The
plane wave is impinging on an object and propagating through the object. The transmitted
radiation is measured by the detector at the bottom in Fig. 2.9.

Asiillustrated in Fig. 2.9, part of the incident radiation is extinguished by the object. Hereby
we mean that only a part of the incoming plane wave is transmitting through the object in for-
ward direction and reaching the detector. A substantial part of the plane wave is extinguished
by either scattering or absorption. How effective the object is in terms of extinction is described
by the extinction efficiency factor. The extinction efficiency Q.. is given as

Qext = Qabs + Qsca (228)
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FIGURE 2.9: Illustration of Mie scattering in IR spectroscopy. A portion of the
incident radiation is scattered by the spherical sample, and less radiation makes

its way to the detector. The geometrical cross section of the detector is denoted
G.

where Qups and Qs is the efficiency factors corresponding to absorption and scattering, re-
spectively. The efficiency factors are dimensionless constants describing which part of the in-
cident radiation is absorbed and scattered, i.e. extinguished in total. The extinction efficiency
relates to the extinction cross section Ce,: by

Cext
g
where g is the geometrical cross section of the interfering object. For a sphere of radius q, the
geometrical cross section is g = ma?. The extinction cross section is the part of incident radia-
tion flux area, which is lacking from the total incident radiation flux after interaction with the
scatterer.

Qext = (229)

When solving Maxwell’s equations for a plane wave that is incident on a spherical homoge-
neous scatterer, the extinction efficiency can be written as

oo

Qea}t + bn} (230)

where a,, and b,, are scattering coefficients Correspondmg to resonant electric and magnetic
modes, respectively, given by

Ap =

(2.31)

b mYL ) (@) — Ya(y)S ()
where 1), is the incoming wave function, ¢, is the scattered wave function [20] and y = m - .
The scattering coefficients are dependent on the complex refractive index m. The size factor =
is the ratio of the circumference of the sphere to the wavelength of the incident radiation given
as,

z(V) = — = 2mav (2.32)
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FIGURE 2.10: Extinction efficiency by spherical scatterer with refractive index of
m = 1.2 given by a) exact Mie theory, and b) the van de Hulst approximation
formula. The approximation formula expresses only the broad wiggles, and not

the sharp ripples.

where a is the radius of the sphere and ) is the wavelength. Figure 2.10 a) shows how the
extinction efficiency varies with the size factor, for a nonabsorbing sphere with refractive in-
dex m = 1.2. The broad oscillations are called wiggles, while the sharper ones are called
ripples. The wiggles are caused by the superposition of the undisturbed transmitted field and
the scatter field emitted from each point source. The ripples occur due to shape resonances,
which occur at specific wavenumbers as mentioned above. For spherical geometries, shape
resonances are often referred to as whispering gallery modes [8, 43].

As Eq. 2.30 is rather computationally expensive, and since it contains features such as
ripples, which are commonly not observed in IR microscopy spectra of cells, it has not in
practice been used for pre-processing of IR spectra spectra of single cells and tissues. One of
the advantages of infrared spectroscopy and imaging is the ability to take measurements in a
rapid manner. Currently, the data processing subsequent to the measurements is a bottle neck.
While quantum cascade lasers can be employed to acquire large amount of imaging spectra
from tissues, the modelling of the scattering is time-consuming by various reasons. A far less
computationally expensive approximation formula derived by van de Hulst [20] is therefore
used in place of Eq. 2.30 in pre-processing of IR spectra. The van de Hulst approxiamtion

formula is given by

Qext(D) =2 — Zchf'th"nBﬂ sin(p — B) — 4e*ptanﬁ<ﬂ>2 cos(p —20) + 4<COSB>2 cos(23)
p p
(2.33)
where
p=4dmav(n —1) and tanf = ni/ 1 (2.34)

where n and 7’ is the real and imaginary part of the refractive index, respectively, and a is the
refractive index [20].

The approximation formula given by van de Hulst is plotted in Fig. 2.10 b) for a sphere
with refractive index m = 1.2. Comparing with Fig. 2.10 a), we see that the Van de Hulst
formula expresses only wiggles. As mentioned, ripples are usually not seen in IR spectra of
biological samples, for reasons that are still under investigation. A possible explanation is the
fact that biological samples are rarely to be viewed as perfectly spherical.
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Equation 2.33 provides the total extinction in forward direction for an absorbing, homo-
geneous spherical scatterer. It takes into account both chemical absorption and scattering. By
considering conservation of energy and the detector aperture size, it can be shown that the
apparent absorbance spectrum relates to the extinction efficiency by

2
Aupp(?) = = log [1 = G157 Qe (7)) (235)

where G is the geometrical cross section of the detector aperture. By expanding the logarithm
and considering only the first term, Eq. 2.35 can be reduced to

2
Aapp(?) = —logg 71— (10)Qm(ﬁ) (2.36)

Eq. 2.36 is of importance, as we later will assume A, to be proportional to Qc;¢. In the follow-
ing, we demonstrate how the absorption and scattering are mutually dependent on each other.

Mutual dependence of scattering and absorption

From Eq. 2.28 it may seem like absorption and scattering are additive effects, such that the ab-
sorption efficiency is proportional to the pure absorbance, and the scattering efficiency could
simply be calculated from wave propagation dynamics. If this was the case, scattering compo-
nents could be included in the EMSC model as additive terms, as done with the polynomials
in the basic EMSC. However, the effects of scattering and absorption are mutually dependent
on each other, and should therefore not be treated as additive. Both scattering and absorption
depend on the optical properties and morphology of the scatterer, which together determine
the internal electric field. This mutual dependence of scattering and absorbance is mirrored by
the existence and interaction of shape resonances and absorption resonances: while the shape
resonances are due to scattering and affect the absorption properties, the absorption resonance
are due to chemical absorption and affect the scattering properties.

At wavenumbers corresponding to shape resonances, the internal electric field is enhanced
due to a constructive interference wave pattern, leading to standing waves inside the scatterer.
For spherical scatterers, this effect is commonly referred to as whispering gallery modes, after
a similar effect observed in the dome of St. Paul’s cathedral in London [8, 43]. It was observed
that by whispering along the wall of the dome, the sound could be heard clearly along the
wall, all around the gallery. This phenomenon occurs due to the sound waves travelling as
standing waves along the concave wall of the dome, by total internal reflection. At specific
wavelengths, constructive wave interference is achieved. Since these constructive interference
patterns are resonance effects and depend on the shape of the object, we also refer to them as
shape resonances. The same phenomena are observed in electromagnetic wave propagation in
dielectric spheres, which is illustrated in Fig. 2.11 [8]. The figure illustrates a shape resonance
in a dielectric, nonabsorbing sphere with refractive index ny = 1.8. A plane wave is incident
on the sphere from the left, and the wavelength and size of the sphere corresponds to a size
factor of 8.5. The enhanced electric field is seen as bright spots at the inner edge of the sphere.
An enhanced electric field in an absorptive medium leads to enhanced absorption, and in the
absorbance spectra, shape resonances appear as the ripples. As mentioned, ripples are usually
not observed in IR absorbance spectra from biological samples. However, it is obvious that the
internal electric field in general has an effect on the absorption efficiency.

How the real part of the refractive index depends on the absorptivity of the medium is al-
ready described in section 2.1.3. At absorption resonances, the real part of the refractive index
fluctuates as illustrated by the Lorentz-model. It is evident that the wave propagation dynam-
ics are affected by absorption. However from Eq. 2.30 and 2.33, it is not intuitive in which way.
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FIGURE 2.11: Illustration of whispering gallery modes in a dielectric sphere of
refractive index 1.8. A plane wave is incident on the sphere from the left at a
wavelength corresponding to a shape resonance, resulting in an enhanced inter-
nal electric field. The wavelength and size of the sphere corresponds to a size
factor of 8.5. The color bar represents field strength in arbitrary units. By cour-
tesy of Maren Anna Brandsrud, Department of Science and Technology, NMBU.
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FIGURE 2.12: Illustration of the dispersion effect. a) Extinction efficiency in blue,
by a sphere with constant refractive index of 1.4, and absorbance corresponding
to a Lorentzian line with the peak position at 2,498 cm™!. Scattering efficiency and
absorption efficiency are plotted in red and black, respectively. b) The absorption
efficiency in black, is not proportional to the absorbance shown in purple.

The effect can be illustrated by an example as shown in Fig. 2.12. In Fig. 2.12 a), the extinction
efficiency of a simulated sphere of radius 12 pm is shown. The absorption and scattering effi-
ciency is plotted in black and red, respectively. The extinction efficiency is plotted in blue. The
imaginary part n’ of the refractive index of the sphere was constructed by simulating a single
absorption band, a Lorentzian line with the peak position at 2,498 cm™. The real part was then
determined by setting the constant part ng to 1.4, and calculating the fluctuating part n;;, from
n’. From Fig. 2.12 a), it is evident that the absorption resonance at 2,498 cm™! introduces a
peak in the extinction efficiency, at 2,400 cm™l. We observe, that the peak at 2,498 cm™ in the
extinction efficiency is shifted towards lower wavenumbers. This occurs due to scattering of
the incident radiation which is illustrated by the scattering efficiency in red. Scattering of the
incident radiation also affects the absorption efficiency, which is illustrated in Fig. 2.12 b). It
is evident that the absorption efficiency in black is not proportional to the absorptivity of the
sphere, shown in purple. The absorption efficiency can thus not be considered proportional to
the pure absorbance. The effect of absorption resonances on the extinction efficiency is some-
times referred to as the "dispersion effect", as it is a result of the wavenumber dependent, i.e.
dispersive, refractive index.

The dispersion effect is observed in IR absorbance spectra of approximately spherical bio-
logical samples. In particular, the amide I absorbance band is affected by the dispersion effect,
causing the peak position to shift towards lower wavenumbers. Without successfully correct-
ing this effect by pre-processing methods, a shift in amide I can be erroneously interpreted as
a change in the secondary structure of proteins. The amide I band in the absorbance spectrum
is frequently used for protein structural analysis [4]. As absorption bands consist of multiple
overlapping bands, both peak position and band shape are crucial for the chemical analysis.
A shift in the amide I peak position towards lower wavenumbers can be interpreted as a a
decrease in the concentration of a-helix and an increase in the concentration of S-sheet. In
some cases, the concentration of a-helix and 3-sheet is used to distinguish between healthy
and deceased tissue [39].
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2.1.6 Resonant Mie scatter EMSC

In order to separate attenuation caused by physical and chemical properties in IR spectra af-
fected by Mie scattering, Kohler et al. proposed in 2008 to incorporate the van de Hulst ap-
proximation formula in a predicative EMSC model [24]. In this first model, the approximation
formula for a non-absorbing sphere was employed, treating the scattering and absorption as
independent. By setting the imaginary part and fluctuating real part of the refractive index to
zero, Eq. 2.33 reduces to

Quat(?) ~ 2 — <;f> sin (p) + <p42>[1 ~ cos (p)] (2.37)
where
p=av and «=4ma(ng—1) (2.38)

It is evident from Eq. 2.37 that in order to predict the scattering by the sample, knowledge
about the radius and the refractive index is required. However, in most practical cases, these
parameters are unknown. Therefore, the parameters need to be estimated in the modelling
process, and a model that allows the use of a broad range of radius and refractive index is
needed. In order to achieve this, the Mie theory was implemented as a meta-model consisting
of a compressed form of a set of extinction curves, that were calculated from a range of relevant
refractive indices and radii. To summarize the extinction curves in an efficient way, the set of
extinction curves were compressed by a principal component analysis (PCA) model into a few
loadings, before they were included in the EMSC model. The set of loadings used in the EMSC
model allowed in addition that the samples are not modelled only as perfectly homogeneous
spheres, but also as a superposition of spheres of different radii and refractive indices. The
obtained EMSC model represents thus a meta-model of the Mie scattering described by the
Van de Hulst formalism, and is therefore based on electromagnetic theory. In this thesis we
refer to this model as the Mie EMSC model.

In the following, a brief overview of PCA is given. While PCA is a commonly used tool

for multivariate data analysis of spectroscopic data, it is also a central part of the Mie EMSC
model. Later in this thesis, PCA will be used for investigating clustering of data by means of
both chemical and physical properties. However, PCA as a tool for explorative data analysis
is well described in literature, and therefore the following description will be related to how
the PCA is used to construct the meta-model.
Let Qext be a N x K-matrix which consists of NV extinction curves, expressed by K variables. In
spectroscopic data sets, the K variables corresponds to wavenumbers. Each extinction curve
can be represented as a point in a K-dimensional space. For spectra represented by several
thousand wavenumbers, this is impossible to illustrate graphically. We therefore illustrate the
problem with an example data set described by three parameters. The example data set is
the famous Iris-data set from Fisher, where 150 iris flowers are described by four parameters
[55]. These parameters are petal and sepal length and width. The 150 iris flowers samples are
plotted for the two parameters petal length and width, in Fig. 2.13.

In data sets with several variables, such as spectroscopic data, a high degree of co-variation
between the variables is often present. In order to find these covariation patterns, we search for
the direction in the variable space, which expresses the strongest variance. In other words we
seek the direction at which samples shows the strongest spread when projected onto it. In Fig.
2.13, this direction is illustrated by the red arrow. This direction represents the first principal
component and it is mathematically described by the loading vector. The first loading vector
is represented by unit vector p;. The direction at which the second most variance is expressed,
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FIGURE 2.13: The Iris-data set by Fisher [55], represented by the two variables
petal lengths and width. The red and blue arrow illustrates the first and second
principal component, respectively.

the second principal component, is illustrated by the blue arrow in Fig. 2.13. The correspond-
ing unit vector is denoted p2, and is orthogonal to p;. The third principal component (not
shown in Fig. Fig. 2.13) represents the third most variance, and so on.

Mathematically, PCA uses an orthogonal linear transformation, which maps the data to
a coordinate system of A latent variables. This set of latent variables expresses the main co-
variance pattern in the original data set. The PCA model can be written as

X =X +TaP,+Es (2.39)

where X is a matrix which contains the mean of all samples in each row, i.e. the sample mean
is repeated in each row. The matrix T4 is the score matrix of size N x A and P, is the loading
matrix of size K x A. The matrix E 4 is the residual matrix, which describes the reconstruction
error, i.e. the variance which is not expressed by T4 P);. The above mentioned loading vectors
p1 and pa constitute the first two columns of P4. The loading matrix P4 is organized such that
the loading which describes the most variance is placed in the first column, and the loadings
follow in decreasing order. The score matrix T4 is organized in the same way. When the data
set X contains a high degree of covariation, only a few principal components A are sufficient
to describe most of X, and the residual E 4 is small.

We return now to the matrix of extinction curves Qeg¢. It has been shown, that the matrix
Q et can be represented by few principal components without loosing much information [24].
The reconstructed data set can be expressed as

Qext = Qemt + TAP1,4 +Exp (240)
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FIGURE 2.14: a) A set of extinction curves calculated by Eq. 2.37 with the param-
eter range of 30 equidistantly spaced values of a € [2.8,12.3] x 1075. b-g) The six
first loadings from a PCA on the extinction curves shown in a).

The matrix of extinction efficiencies Qc4t can be represented by a few components p; in an
EMSC model according to

A
Zapp(0) = ¢+ 0Zpes(0) + Y gipi(D) + () (2.41)
=1

where Z,..; is the reference spectrum representing the pure absorbance spectrum. The param-
eter A is the number of principal components used in the Mie meta-model. As a starting point,
we consider an extinction efficiency Qe+t obtained by the van de Hulst approximation for a
nonabsorbing sphere. In addition, we treat the absorption and scattering as independent. We
further use the approximation that the extinction efficiency Q.. is proportional to Z,,.

Representing Q¢ by a few components p; has several advantages. It allows to represent a
range of radii and refractive indices without running into stability problems in the parameter
estimation. In Fig. 2.14 a) a set of extinction curves calculated from Eq. 2.37 for a range of 30
equidistantly spaced values of a € [2.8,12.3] x 1079 is shown. The six first loadings from a
PCA on the set of extinction curves in Fig. 2.14 a) are shown in b-g).

In ref. [24], it was shown that the broad Mie oscillations could be corrected with the Mie
EMSC model of Eq. 2.41. However, the model revealed challenges related to the dispersive
effect, as expected when treating scattering and absorption as independent. The Mie EMSC
model was further developed in 2010 by Bassan et al. [5] to handle the effect of absorption
resonances on the extinction efficiency. The extinction efficiency was still calculated from Eq.
2.37,i.e. considering a nonabsorbing sphere, except taking into account a fluctuating real part
of the refractive index. An estimation of the imaginary part of the refractive index was ob-
tained by assuming proportionality between n’ and the reference spectrum, which represents
the pure absorbance, as expressed in Eq. 2.8. By the Kramers-Kronig relation, an estimation
of ny, was obtained. The Mie meta-model was set by three parameters, i.e. the radius of the
sphere, the constant real part of the refractive index, and the proportionality relation between
the imaginary part of the refractive index and the reference spectrum. The model was named
resonant Mie scattering EMSC, as the dispersion effect sometimes is referred to as the resonant
case. It was shown that the dispersive dip close to the amide I, and the associated shift in the
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amide I peak position, could be corrected with this approach [5]. In this thesis we in general
refer to the resonant Mie scattering EMSC as Mie EMSC for simplicity. When it is relevant to
make a difference between the resonant case and the non-resonant case, we state this explic-
itly. Further, the model was implemented in an iterative algorithm, of which the concept will
be explained in section 3.1. Challenges were however observed with respect to the corrected
spectra being strongly biased by the reference spectrum, causing the corrected spectra to adapt
features from the reference spectrum.

The latest improvements of the Mie EMSC model were proposed by Konevskikh et al. in
2016 [28]. By the use of the relation described in Eq. 2.8, the imaginary part of the refractive
index could be calculated from the reference spectrum according to

() = 2P0 e42)
4 de ffv
where the standard sample thickness d; is replaced by the effective diameter d., as the thick-
ness of a sphere is not constant. The effective diameter could in principle be calculated directly
from the radius of the sphere according to

depy = ga (2.43)

However, as biological samples are not to be considered as perfect spheres, a scaling parameter
h is introduced such that

deps = g% (2.44)

Further, Konevskikh et al. [28] showed that only two independent model parameters were

present and reduced the model parameters from three parameters to two parameters. The

two-parameter model was obtained by expressing the imaginary and fluctuating real part of
the refractive index as scaled parameters, n, and ny s respectively, according to

/i~ _
07 = " and () = ”’“’}(”) (2.45)
where the scaling factor f is given by
~ . In(10)
f - h 27TQCL (2.4:6)
Further it could be shown that p and tan # from Eq. 2.34 can be expressed by
n/
p=ao(l+ynks)? and  tanf = —— (2.47)
5t Nk,
where
2In(1
00 = dra(ng—1) and ~ = p2010) (2.48)
T

The ranges and parameter distribution of o and v determines how the Mie extinction
curves are expressed through the loadings from the PCA. Details on this relationship will
be assessed elsewhere. When using the formalism governing an absorptive sphere, the Mie
extinction curves contain chemical features as well as scattering signatures. This is illustrated
in Fig. 2.15 a) where 100 extinction curves calculated by Eq. 2.33 are plotted, for the parameter
ranges oy € [2.5,35.7] x 1075 and v € [1.2,14.6] x 10%. The scaled imaginary part of the
refractive index in Eq. 2.45 was calculated by using the Matrigel spectrum as the reference
spectrum in Eq. 2.42.
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FIGURE 2.15: a) A set of extinction curves calculated by Eq. 2.33 with the pa-
rameter ranges ap € [2.5,35.7] x 107° and v € [1.2,14.6] x 10%. The Matrigel
spectrum was used as input for the imaginary part of the refractive index. b-g)
The six first loadings from a PCA on the extinction curves shown in a).

It is important to note that the algorithm by Konevskikh at al. [28] employs the van de
Hulst formalism for an absorptive sphere. Thus, the extinction curves Q.. express both scat-
tering and absorption efficiency. By repeating the chemical absorbance features in Z,.; in
addition to the extinction curves )., the different terms in the Mie EMSC model would com-
pete in the parameter estimation. Therefore, the matrix containing the extinction curves Qe
are made orthogonal to the reference spectrum Z,..; according to

’
Zref " Zref

(2.49)
|zref 2

Qext = Qeat — Qext
where Q~e$t is the matrix containing the orthogonal extinction curves and z,.y is the K x 1
vector containing the reference spectrum Z,.¢. The parts of Qcq¢ that can be expressed by
Zrs are now extracted from the set of extinction curves, and a stable modelling around the
reference spectrum is guaranteed. The Mie EMSC model of 2016 is implemented in the fast
iterative Mie scatter correction algorithm [28], which is described in section 3.1. In Fig. 2.16 a)
the extinction curves which are orthogonal to Z,.; is shown. The Matrigel spectrum is used
for calculating the imaginary part of the refractive index, and the ranges for the parameters in
2.48 are set to o € [2.5,35.7] x 107° and v € [1.2,14.6] x 10*. The six first loadings from a PCA
on the orthogonalized extinction curves are shown in Fig. 2.16 b-g).

Scientific models and the Mie meta-model

In the philosophy of sciences, the concept of models has lately attained an increasing degree
of interest. The notion of models covers a wide range of concepts, but in reality, models can
be categorized based on two fundamentally different functionalities. A model can be either a
representational model, or a model of theory [44].

Representational models are models describing a part of the world, which in this sense is
interpreted as an observable fact or event related to more or less stable features of the world.
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FIGURE 2.16: a) A set of extinction curves which are made orthogonal to the
reference spectrum. Parameter ranges of ag € [2.5,35.7] x 1075 and v €
[1.2,14.6] x 10* were used as input for Eq. 2.33. b-g) The six first loadings from
a PCA on the extinction curves shown in a).

Representational models can be further divided into models of phenomena and models of
data.

In models of phenomena, we distinguish between different representational styles of models,
where the most important includes scale models, idealized models, analogical models and
phenomenological models. It is often hard to draw a line between the different styles, as some
models exhibits properties from more than one style. Examples of models of phenomena are
the billiard ball model of a gas and the Bohr model of the atom.

Models of data cover the representation of processed raw data. They present data in a certain
way, e.g. access information that show trends or confirm hypotheses [44, 51]. Data processing
is a crucial part of models of data. Data processing may remove noise and outliers in the raw
data and at the same time preserve valuable information. The method of data processing must
be chosen carefully, and the model may include considerations about experimental method
and the phenomenon under investigation. Models of data are sometimes referred to as "soft
modelling" [33], as we let the data talk for itself without imposing hard modelling of the data,
i.e. models of theory, which are described below.

A model of theory is the realization of general laws and axioms governing a system such as
the Maxwell theory or the Schrodinger theory. As models of theory are based on causality rela-
tions and a priori knowledge about the system, the use of these models are sometimes referred
to as "hard modelling" [33].

The two categories representational models and models of theory, are not mutually exclusive. This
can be illustrated by Mie scattering in infrared spectroscopy. Mie scattering is a phenomenon
which is observed in infrared spectra of single cells, and therefore it describes a part of the
world. More specifically, Mie scattering can be classified as a phenomenological model. At the
same time, Mie theory is derived from laws and axioms governing the electromagnetic theory
by solving Maxwell’s equations for scattering at a homogeneous sphere. In this sense, Mie
scattering is a model of theory.
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In order to model Mie scattering in infrared spectroscopy, soft modelling and hard mod-
elling have been combined in an intermediate model, as done in the Mie meta-model. Neither
do we have enough information about the samples to use only the model of theory, nor does
biological samples scatter as perfect, homogeneous spheres. The Mie theory is rather used to
express possible realizations of the Mie scattering from a sphere of relevant size and optical
properties. The possible realization of the hard model is summarized by PCA to a few number
of scattering components which constitute the framework for the model of data. The observed
Mie scattering is described by soft modelling within these frames.
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Chapter 3

Methods

3.1 The fast iterative Mie scattering correction algorithm

As described in section 2.1.5, scattering is dependent on the absorptivity of the scatterer. There-
fore, a good estimation of the pure absorbance spectrum, i.e. the reference spectrum in the
EMSC model, is needed to predict the Mie scattering precisely. The differences between the
measured absorbance spectrum and the predicted absorbance spectrum is expressed in the
residuals (7). The underlying idea of the iterative resonant Mie scatter correction algorithm is
to update the estimation of the pure absorbance spectrum with the residuals in an iterative pro-
cess. After each iteration we obtain a gradually better estimation of the true pure absorbance
spectrum.

The concept of the iterative algorithm was proposed by Bassan et al. based on the res-
onant Mie scattering EMSC-model of 2010 [5]. Konevskikh et al. [27, 28] made substantial
improvements of the iterative algorithm in 2016 both with respect to the physical model and
the performance of the algorithm. In addition to implementing the new improved model,
measures were done in order to decrease the computational time. In the following, the latest
published version of the algorithm is presented step by step. The algorithm is presented in
Fig. 3.1.

Initialization

The algorithm is initialized by selecting a reference spectrum Z,.r and parameter ranges for the
Mie meta-model, ap and . The reference spectrum serves as the initial best guess for the pure
absorbance spectrum. For the reference spectrum, a standard spectrum such as the Matrigel
spectrum can be used, depending on the sample under investigation. Alternatively, a mean
spectrum of all spectra in the data set could be used. In cases where the data set contains nearly
scatter free spectra, for example in imaging, these spectra may be good candidates for reference
spectra. The reference spectrum is in any case preferably baseline free, as all corrected spectra
will adapt the baseline of the reference spectrum. In this thesis, the Matrigel spectrum will be
used as the initial reference spectrum, if not otherwise stated.

Both the ranges and the grid spacing of the Mie meta-model parameters « and  need to
be specified. To make sure these parameters are within reasonable values, they can be esti-
mated through the radius a, the constant real part of the refractive index ny and the scaling
parameter h. As default, 10 unevenly spaced values are set for both ag and . The standard
parameter distribution used in this thesis is shown in Fig. 3.2. It can be seen that low values
of both o and « have a tighter spacing than high values. It is observed that lower values of
ap and v is beneficial. In order to standardize the parameter ranges, we decided to normalize
the reference spectrum with respect to the amide I peak. The reference spectrum needs to be
baseline corrected before it is normalized.
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FIGURE 3.1: Schematic representation of the Mie correction algorithm by
Konevskikh et al. [26].

Step 1
The scaled imaginary part of the refractive index n, is estimated from Eq. 2.45 and the left side
of Eq. 2.47. It can be shown that combining these equations gives

Z
— (3.1)

1%

Step 2

With an estimation of n/, at hand, the fluctuating real part of the refractive index can be calcu-
lated from the Kramers-Kronig relation given in Eq. 2.27. By taking into account symmetry
relations, i.e. the fact that the real part of the refractive index is an even function of wavenum-
bers, and the imaginary part is an odd function, the Kramers-Kronig relation can be calculated
via the Hilbert transform given by

o0
1 /
Nehs = — P / 75(5) 4 (3.2)
™ S — VUV
—00
Using the Hilbert transform instead of calculating the Kramers-Kronig integral offers a
great advantage with respect to computational time. The Hilbert transform is calculated by
employing the fast Fourier transform, resulting in a decrease in computational time on a factor

of 100 compared to calculating the Kramers-Kronig integral. The Hilbert transform of n/, with
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FIGURE 3.2: Default parameter distributions for ay- and 7-ranges. A non-
equidistant spacing is observed to result in a stable correction.

the Matrigel spectrum as Z,.s is shown in Fig. 3.3.

Step 3

Mie extinction curves can now be calculated according to the approximation formula for an
absorptive sphere, given in Eq. 2.33. With 10 values of both « and v, we calculate a total of
100 different extinction curves. With the parameter distribution shown in Fig. 3.2 and the Ma-
trigel spectrum as input for the refractive index, the 100 resulting extinction curves are shown
in Fig. 2.15 a).

Absorbance

L L L
4000 3500 3000 2500 2000 1500 1000

Wavenumber [cm ™!

FIGURE 3.3: The scaled imaginary part of the refractive index is shown in black,
with the corresponding Hilbert transform shown in red. The red graph is the
fluctuating part of the real part of the refractive index.

Step 4

The extinction curves calculated in the previous step are then made orthogonal with respect to
the reference spectrum by Eq. 2.49. The reason for why the extinction curves should be orthog-
onal to the reference spectrum is as mentioned previously due to the fact that the extinction
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curves describes both scattering and absorption. The pure absorbance should therefore not be
included additionally as the reference spectrum without orthogonalization of the extinction
curves with respect to it. The orthogonal extinction curves are shown in Fig. 2.16 a).

Step 5
After orthogonalization, the set of extinction curves are decomposed via PCA, according to
Eq. 2.40. The main variance in the set of extinction curves is now expressed by the loadings
in P4. In Fig. 2.16 b)-g), the 6 first loadings from the PCA on the set of extinction curves are
shown.

Step 6

The loadings in P4, denoted p;, are included as scatter components in the Mie EMSC. An as-
sessment on the optimal number of loadings A, is given later. A prediction of the apparent
absorbance spectrum is made by estimating the EMSC parameters by least squares regression
according to Eq. 2.41. The predicted apparent absorbance spectrum Z,,,.4 can be written as

A
Zypred = ¢+ bZrey(0) + ) gipi () (3.3)
=1

The residuals € from Eq. 2.41 contains the unmodelled part of the apparent absorbance
spectrum, i.e. the error in the prediction. Chemical differences between the reference spectrum
and the true pure absorbance spectrum are expressed in the residuals, which is illustrated in
Fig. 3.6. Figure 3.6 shows both the measured and predicted apparent absorbance spectrum, in
black and red, respectively, and the error of the prediction in blue.

Step 7
Based on the parameters from the Mie EMSC, a corrected spectrum Z,,,, can be estimated
according to

Acomp
Zapp(@) == Y gipi(?)
Zcorr V) = =1
@) b (3.4)
- e\v
— Z,,,ef(l/) + b)

where the reference spectrum is updated with the residuals. The corrected spectrum represents
in general a slightly better estimation of the pure absorbance spectrum than the employed ref-
erence spectrum Z,.y. An example of a corrected spectrum is shown in Fig. 3.4. The chemical
differences between Z,.r and Z,,,. are expressed in ¢, which is used to estimate Z..,.

Step 8

The corrected spectrum is now used as the updated reference spectrum, and the correction
process is repeated. With a better estimation for the pure absorbance, the apparent absorbance
is predicted with a higher precision. We gradually obtain a more precise prediction of the mea-
sured spectrum, and accordingly, the residuals decrease in each iteration.

Stop criterion

After a number of iterations, the chemical features of the measured apparent absorbance spec-
trum are restored in the corrected spectrum. When the correction converges, we have in gen-
eral obtained a good estimate of the true pure absorbance spectrum. Konevskikh et al. [28]
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FIGURE 3.4: Illustration of how the corrected spectrum is gradually retrieved.
The measured spectrum from a single lung cancer cell [24] (upper left), is cor-
rected with the Matrigel spectrum as the initial reference spectrum, shown in
black in the following figures. The corrected spectrum (red) gradually retrieves
chemical features of the measured spectrum. In each iteration, the RAM SE value
decreases (lower right).

proposed to terminate the algorithm when the error of the forward model reached a limit of
10*. The error is calculated by

1
RMSE = \/N(Zapp — Zpred)? (3.5)

where the RM SFE is the root mean square error of the forward model and NV is the number of
wavenumber channels.

Figure 3.4 shows how the corrected spectrum gradually develops from one iteration to
the other. In the 1% iteration, the corrected spectrum is dominated by chemical features of
the initial reference spectrum. After a few iterations, it is evident that the corrected spectrum
retrieves chemical features that are observed in the measured spectrum. Figure 3.6 shows the
effect of updating the reference spectrum on the forward model. With a better estimate of the
pure absorbance spectrum, both chemical features and scattering features are more precisely
predicted.

After a number of iterations, the correction converges. This occurs when the deviation
between the predicted apparent absorbance spectrum and the measured apparent absorbance
spectrum is small. This is illustrated in Fig. 3.4.

The Mie EMSC model is a forward model

The Mie EMSC model is a forward model, in the sense of seeking to predict the apparent
absorbance spectrum, based on an estimation of the pure absorbance spectrum. The pure
absorbance spectrum is thus not calculated directly from the measured apparent absorbance
spectrum. This differs from inverse modelling, where backward estimations are made based
on observations. The forward model is chosen due to the complexity of the Mie formalism:
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a direct calculation of the pure absorbance based on the measured extinction efficiency is in
general not possible. The concept of the forward model is presented i Fig. 3.5.

Estimation . Model Prediction |Prediction of Z,,,
7 - Mie meta-model 7
corr EMSC P

Comparison

Update input parameters

RMSE = \/%(Zapp - Zpred)2

FIGURE 3.5: Schematic representation of the forward model. Based on an es-
timation of the pure absorbance spectrum, the measured apparent absorbance
spectrum is predicted. The error of the model is used to update the estimation
for the pure absorbance spectrum.

Estimation: Based on the reference spectrum, i.e. our initial best guess of the pure absorbance,
the imaginary part of the refractive index is estimated by Eq. 3.1. With the parameter ranges
given for ap and vy from Eq. 2.48, the Mie meta-model is established.

Model: By incorporating the Mie meta-model in an EMSC model, the scattering effects are
estimated, and the apparent absorbance spectrum is predicted.

Comparison: The difference between the predicted apparent absorbance and the measured
apparent absorbance, i.e. the RMSE, is a measure of how well the model predicts the obser-
vation. Based on this deviation, the input parameters for the model are updated. This gives us
a new estimate of the sample properties, and a new prediction is made. This iterative process
is illustrated in Fig. 3.6, where it is evident that the error of the forward model is decreasing
after each iteration, as the apparent absorbance spectrum is more accurately predicted.

3.2 Simulations of apparent absorbance spectra

In order to validate the Mie correction algorithm with the improvements proposed in this
thesis, a set of apparent absorbance spectra was simulated. Both the 2010-algorithm [5] and
the 2016-algorithm [28] have been validated by use of a simulated data set. In both cases,
approximate Mie theory was used to simulate the apparent absorbance spectra: In [5] the Van
de Hulst approximation formula [20] employing a real refractive index was used, while in [28]
the exact Mie theory employing a complex refractive index was used. In ref. [27], it was shown
that the algorithm could not correct the ripples introduced by the exact Mie formalism. This is
expected when using the van de Hulst approximation formula which shows no ripples.

In this thesis, a new method for simulating apparent absorbance spectra was developed.
The method differs from previous approaches by taking into account that biological cells and
tissues do not scatter as perfect and homogeneous spheres. The simulations are subject to the
following two requirements:

e For validating the quality of the correction it is required that the underlying pure ab-
sorbance spectra are known.
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FIGURE 3.6: Illustration of how a more precise prediction of the measured ap-
parent absorbance spectrum is obtained after each iteration. The measured spec-
trum is obtained from a single lung cancer cell [24]. The predicted spectrum
(in red) gradually approaches the measured spectrum (in black). The RM SE is
observed to decrease in each iteration.

e For ensuring relevance of the correction for correcting apparent absorbance spectra of
cells and tissues, the simulated apparent absorbance spectra should resemble scattering
features of measured apparent absorbance spectra of cells and tissues.

In order to fulfill these two requirements, apparent absorbance spectra were simulated
according to

A
Zapp(lj) =c+ prUW@) + Z giﬁi(ﬂ) (3.6)
1=1

where each term is analogue to the terms in the Mie EMSC model. Z,,;. is a simulated pure
absorbance spectrum, and the last term on the right-hand side represents the scattering com-
ponents. Details on how the terms in Eq. 3.6 are obtained will be explained in the following
paragraphs.

The pure absorbance spectra Z,,,. were simulated by using the Matrigel spectrum as a
template. Absorbance peaks were modified in order to simulate chemical variations. The Ma-
trigel spectrum was first decomposed into a set of Lorentzian lines. Peak heights and positions
were then changed systematically by + 20 % and 4 1 cm’}, respectively. This resulted in simu-
lated pure absorbance spectra, which resembled the Matrigel spectrum, while corresponding
to a slightly different absorptivity. Two sets of pure absorbance spectra were simulated with
this method, representing two chemically distinct groups, group A and B. Each group consists
of 25 spectra, with some random chemical variation within the groups. The two sets are shown
in Fig. 3.7 with the Matrigel spectrum plotted in black. Pure absorbance spectra from group A
and B are in the following plotted in red and dark blue, respectively.

The physical features expressed in the simulated absorbance spectra are based on exper-
imentally measured apparent absorbance spectra, including 59 spectra obtained from single
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FIGURE 3.7: Simulation of pure absorbance spectra. Two chemically different
groups are simulated, group A in red and group B in blue. The Matrigel spec-
trum (black) was used as a template for the simulations.

lung cancer cells [24]. Chemical and physical features in the experimentally obtained spectra
are first parameterized and separated by the Mie correction algorithm presented in this the-
sis. Parameter ranges for ag and y was set to [2.5, 35.7]x107% and [1.0, 14.6] x 104, respectively,
with the same distribution as shown in Fig. 3.2, and the number of loadings is set to 7. Physical
contributions are now estimated by the parameters ¢, b and g; of Eq. 2.41 and inserted directly
into Eq. 3.6.

The loadings p; are obtained by simulating a set of extinction curves with the simulated
Zpure as input for the calculations of the complex refractive index. The parameter ranges for
ap and +y are the same as used in the correction of the measured spectra. The extinction curves
are made orthogonal to the simulated pure absorbance spectrum, and subsequently decom-
posed via PCA. The first seven loadings are included as p; in Eq. 3.6. In order to simulate
apparent spectra, which resemble the experimentally obtained spectra, the Z,,,. need to be
scaled appropriately. The scaling was tuned such that the chemical features were as strongly
expressed in the simulated apparent absorbance spectra, as in the experimentally obtained
spectra.

Further, notes should be given to Eq. 3.6, emphasizing that this model does not repre-
sent a simple additive model where scattering and absorption are treated independently. By
calculating the extinction efficiency based on the simulated pure absorbance spectrum, Q.
expresses all types of extinction, as described in section 2.1.5. By orthogonalizing the loadings
with respect to Z,,,.., we make sure that the chemical features of the absorbance spectrum are
not included in both p; and Z,.

Simulations according to this method result in apparent absorbance spectra, which resem-
ble measured apparent absorbance spectra. In addition, the method allows to define distinct
chemical features in underlying pure absorbance spectra, which are known a priori and can be
used for validating the correction by the Mie EMSC correction. An example of a simulated
spectrum can be seen in Fig. 3.8. In Fig. 3.8 a), the underlying pure absorbance spectrum
was chosen from group A and is plotted in red, with the Matrigel spectrum in black. Figure
3.8 a) shows the simulated apparent absorbance spectrum in orange. The measured spectrum,



3.2. Simulations of apparent absorbance spectra

39

Absorbance

Absorbance

I I
3500 3000 2500 2000 1500 1000

Wavenumber [cm ]

o |
PN

L W

"

"

0.1
4000 3500 3000 2500 2000 1500 1000

Wavenumber [cm ]

FIGURE 3.8: Simulation of an apparent absorbance spectrum. a) The underlying
pure absorbance spectrum (red) was chosen from group A. The Matrigel spec-
trum (black) was used as a template for simulating pure absorbance spectra. b)
The apparent absorbance spectrum (orange) was simulated to mimic scattering
features from an experimentally obtained spectrum (black) obtained from a sin-

gle lung cancer cell [24].

which is used as a template for the scattering contributions, is shown in black. Simulated ap-
parent absorbance spectra with an underlying pure absorbance spectrum from group A are in
the following plotted in orange. When a pure absorbance spectrum from group B is used, the
apparent absorbance spectrum is plotted in light blue.
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Chapter 4

Results and discussion

In this thesis, the Mie correction algorithm of Konevskikh et al. [26] has been validated with a
set of simulated apparent absorbance spectra. This resulted in a number of improvements of
the algorithm, by further optimization and stabilization. The improvements include:

e Optimization of the number of principal components used in the Mie EMSC model

Optimization of the stop criterion

Increased stabilization by weighting the reference spectrum

Guaranteed positive reference spectrum

e Standardization of initialization parameters

When validating the algorithm with a set of simulated spectra, critical features of the al-
gorithm have been reviewed, including the dependency on the initial reference spectrum, the
ability to retrieve the true amide I peak position and the sensitivity towards the initialization
parameter settings. As a result of this work, a user-friendly Matlab code for Mie scatter correc-
tion will be published based on the algorithm of Konevskikh et al. [26]. The examples given in
section 4.5 may serve as a guide for the user to achieve optimal parameter settings for a given
set of spectra.

Finally, the use of the algorithm is demonstrated on spectra from an IR imaging data set.
This example illustrates how scatter and chemical features can be separated and analyzed. It
further demonstrates how the Mie EMSC parameters can be used for morphological analysis
of spectra.

4.1 Improvements of the Mie correction algorithm

The proposed improvements to the Mie correction algorithm are illustrated in Fig. 4.1, where
the red markings indicates the changes with respect to the algorithm of Konevskikh et al. [26].

Setting the number of loadings

The number of loadings A.omp included in the Mie EMSC model affects the precision of the
model, its stability and the computational time. Thus, the parameter A.,,,, should be chosen
carefully, and such that the Mie oscillations are represented precisely. However, the optimal
number of loadings has not been discussed in previous literature. We propose that the number
of loadings should be set automatically by the Mie correction program, based on a predefined
desired level of explained variance in the set of Mie extinction curves. The number of loadings
Acomp is set in the first iteration, and is calculated directly from the level of explained variance.

The parameter A, is dependent on the ranges for oy and v, as well as the grid spacing.
The effect of changing the parameter ranges on the level of explained variance is illustrated in
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FIGURE 4.1: Schematic representation of the Mie correction algorithm, where the
red markings indicates the proposed improvements.

Fig. 4.2. This figure shows how the explained variance in the Mie extinction curves is increased
by increasing the number of principal components used in the reconstruction. In the calcula-
tion of the Mie correction curves, the Matrigel spectrum was used as input for the imaginary
part of the refractive index, and the parameter ranges and distributions were changed. The
black graph corresponds to the default parameter ranges. When the parameters are equidis-
tantly spaced, the explained variance does not change considerably, as shown by the red graph.
The explained variance is mostly affected by the extension of the parameter ranges, illustrated
by the green and blue graph, where green corresponds to decreased parameter ranges and
blue corresponds to increased parameter ranges. Details on how the set of Q..+ depends on
these parameters will be studied elsewhere. Experiences with the data sets at hand for this
thesis shows that a level of explained variance at 99.96 % to 99.99 % usually results in pre-
cise representations of the Mie oscillations. To obtain this level of explained variance, A.op, is
typically 7-9.

If the Mie oscillations are not precisely predicted, increasing the number of loadings may
lead to a more accurate representation. At one point, adding more components gives a neg-
ligible contribution to the model. If the number of loadings is set too high, it may instead
result in loadings with strong oscillations leading to instability. Notes is given in section 4.5
on how the user can determine if the level of explained variance is adequate for a given data
set. An option to set the number of loadings directly, and not through the explained variance,
is added in the Mie correction code, in order to make it convenient for the user to regulate this
parameter.
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FIGURE 4.2: Explained variance in a set of Mie extinction curves, by number
of principal components used in the reconstruction. The graphs correspond to
different parameter ranges and distributions for the parameters o and v in Eq.
2.48. Black: standard ranges and distributions. Red: equidistant distribution.
Blue: increased parameter ranges. Green: decreased parameter ranges.

Revised stop criterion

In the latest published version of the Mie correction algorithm, the stop criterion was based on
the error of the forward model. The RM SE is expected to decrease for each iteration, and the
algorithm was terminated when the RM SE reached a pre-defined limit of 10%. Nevertheless,
in many cases the RM SE does not reach an absolute lower limit. The final RMSE that is
reached dependents on the dataset and the initialization parameters. There may be features
in the apparent absorbance spectra that are poorly described by the Mie EMSC model. If
these features are prominent, the minimum RM SE that can be reached has a relatively high
value. Figure 4.4 illustrates how the final RMSE after 45 iterations vary within a data set.
The corrected lung cancer cell spectra are shown in Fig. 4.4 a), and the final RMSE for all
spectra are shown in Fig. 4.4 b). The lowest obtained RM SE, i.e. 6.9 x 10, was obtained for
spectrum no. 25.

We propose to use a flexible limit for the RM SE, rather than an absolute limit, based on
an evaluation on whether the RMSE has converged or not. If the RMSE has converged,
or if the RMSE increases from one iteration to the other, the algorithm is terminated. The
development of the RM SE after each iteration is shown in Fig. 4.4 c) for three spectra from
the data set. The dots mark at which iteration the correction is terminated when the new stop
criterion is applied. The spectra corresponding to the RAM SE developments in c) are shown
in Fig. 4.4 d), at the iterations marked with the dots. Figure 4.4 c) illustrates in addition that
the RM SFE may increase from one iteration to the other. The spectrum corresponding to the
increasing RM SE is plotted in Fig. 4.4 e) for iteration no. 29 in blue, and iteration no. 32
in red. It is evident that the rise of the RM SE is due to artifacts in the baseline, which arise
mainly close to the amide I absorption band. The RMSE is not observed to increase when
weighting is not applied. The reason for this is not completely clear and will be subject for
future investigations. Further, it is evident that a too high number of iterations may introduce



44 Chapter 4. Results and discussion

more distortions in the baseline, as seen when comparing the red spectrum in Fig. 4.4 d) and
e). It is important to note that these distortions in the corrected spectrum are most likely due
to an artifact in the raw spectrum. In Fig. 4.4 f) it is shown that the distortions in the region
between 2,100-2,300 cm™! arise due to an artifact which is present in the raw spectrum.

When applying the improved stop criterion, termination occurs when the model has sepa-
rated and parameterized the chemical and physical features. The final RM S E may vary within
the data set as show in Fig. 4.4 b), but strong deviations from the mean RM SE can be taken
as an indication of an unsuccessful correction. Thus, a simple quality test is implemented by
letting the user set a limit for the maximum RMSE. As default, this limit is set to infinity. An
example of how this quality test can be used in the initialization parameter estimation is given
in section 4.6.

Weighting the reference spectrum

When infrared spectra are recorded, often the same background intensity Ij is used for several
measurements. When the experimental environment changes, such as changes in humidity or
carbon dioxide concentration in the air, the background spectrum does no longer represents
the background in the measurements, and consequently I, does not any longer correct these
contributions in the spectrum. Therefore, absorption bands corresponding to disturbances
from the system or surroundings will emerge in the measured spectrum. An example is ab-
sorption by carbon dioxide molecules in the air around 2,300 cm™!, which lies in the silent
region of the absorbance spectra. As these absorption modes are not caused by absorption by
the sample, they should not be modelled as a characteristic of the scatterer. Disturbances in
the absorbance spectra should therefore not be included when calculating the imaginary part
of the refractive index n/, as these modes are not deformed by the Mie scattering.
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FIGURE 4.3: The effect of weighting the reference spectrum. a) No weighting. b)
Weighting with a boxcar function. c) Weighting with hyperbolic tangent funtions
between chemically active and inactive regions.

We handle disturbances in the silent region by weighting the reference spectrum, which
affects both the calculation of the complex refractive index by Eq. 3.1 and the parameter es-
timation in the EMSC in Eq. 2.41. In regions where the scatterer is chemically active, the
reference spectrum is weighted by 1, while the chemically inactive regions are weighted by 0.
The effect of weighting the reference spectrum is illustrated in Fig. 4.3, where a) shows the
correction without weighting. When weighting the background spectrum with a boxcar func-
tion, as shown in Fig. 4.3 b), the corrected spectrum shows non-smooth transitions between
the chemically active and the chemically inactive regions. This can be seen by the transitions
in the regions around 1,760 cm and 2,600 cm L.
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FIGURE 4.4: a) In total 60 apparent absorbance spectra obtained from lung cancer
cells [24] are corrected with 45 iterations. b) The final RM SE for each spectrum
after 45 iterations. c) The development of the RM SE for three spectra. It is
evident that the RM SE may increase from one iteration to the other. The mark-
ings indicates termination by the new stop criterion. d) The corrected spectra
corresponding to the markings in c). e) The spectrum corresponding to the red
RMSE in c), plotted for iteration no. 29 and 32. f) The raw spectrum and the
corrected spectrum corresponding to the red graph in c). The new stop criterion
is applied.
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In order to achieve a smooth transition between the chemically active and inactive regions,
we employed a hyperbolic tangent functions W (7) according to

_ 1+ tanh (k(v —1p))
B 2

for the transitions between chemically active and chemically inactive regions. The parameter
r determines the slope of the function and 7 is the inflection point. The sign of x determines
if the transition is from a chemically inactive region to an inactive region or vice versa. Figure
4.3 c) shows the corrected spectrum in black, plotted with the weight function built up by
hyperbolic tangent functions W (7) in red. As a default, the inflection points of the weight
function is set to 3,700 cm™, 2,550 cm™! and 1,900 cm™, with x = 1 for all points. The weight
function should be customized to the different data sets by specifying the region for chemical
activity. By regulating x, a smooth transition is obtained. It is obvious that the hyperbolic
tangent functions achieve smoother transitions points than a boxcar function.

Applying weighting of the reference spectrum is observed to stabilize the baseline cor-
rection, and in addition prevent the absorption bands in the chemically inactive regions to
increase. This effect has been observed in the correction of spectra with strong features in this
region. Further examples illustrating the effect of weighting is given in section 4.5.

(4.1)

w(»)

Guaranteed positive reference spectrum

In ref [27], Konevskikh et al. proposed that the negative parts of the reference spectrum should
be set to zero when calculating the imaginary part of the refractive index according to Eq. 3.1.
This modification was done due to physical considerations stating that the absorbance should
not assume negative values. For the same reason, we propose to set negative parts of the
reference spectrum to zero in the EMSC parameter estimation as well. No significant changes
in the correction has been observed when implementing this adjustment, as illustrated in Fig.
4.5 a). This figure shows a spectrum corrected with and without this functionality. In Fig. 4.5b)
the small chances are visualized by plotting the differences between the two spectra in figure
a). The vertical red lines marks the position of the inflection points of the weight function,
and it is evident that the small differences appear in this region. Although the differences are
negligible, we suggest to implement this due to physical considerations.
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FIGURE 4.5: The effect of setting negative parts of the reference spectrum to
zero. a) The red spectrum is corrected with this functionality, the black spectrum
is corrected without. The differences are not visible. b) The black spectrum is
subtracted from the red spectrum, and the difference is plotted. The red dotted
lines indicates the inflection points of the applied weight function.
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Standardization of the initialization parameters

The parameters «p and v relate to physical properties of the sample through Eq. 2.48, and
should therefore be adjusted to these properties. Because of this, these parameters are set by
specifying a, ng and h. Some a priori knowledge about the sample is therefore desired. We
propose the following default settings for a, ng and h:

a € [2pm, 7.1 pm]
no € [1.1, 1.4]
h =0.25

With the data sets at hand for this study, it was observed that a stable correction is obtained,
when the grid spacing of o and + is non-equidistant. The grid spacing showed in Fig. 3.2 is
chosen as a default setting. This grid spacing is obtained by letting the ranges of a and ng
consist of equidistant points, and subsequently calculating ag and « by vector multiplication.

As mentioned previously, the reference spectrum should be both baseline corrected and
normalized in order to standardize the initialization parameters oy, vy and h. The scaling of the
reference spectrum should thus be preserved in each iteration. The Mie EMSC is expected to
control the scaling in each iteration step. Nevertheless, since the reference spectrum is updated
in each iteration step, and may therefore also have slight scaling changes, an additional scaling
is introduced by employing a basic EMSC in each iteration step. The reference spectrum is
scaled to match the scaling of the initial reference spectrum, according to

Z,’fef() =+ b2 (D) + di + e 4.2)

where Z% 7 1s the reference spectrum in iteration no. k, and z0 7 is the initial reference spec-
trum. By implementing this step in the iterative algorithm, small but gradual changes with
respect to the scaling is avoided. It has been observed that for some data sets, the reference
spectrum tends to grow by 1 % in each iteration. The adjustment in each iteration is observed
to be small, which is taken as an indication of stability of the algorithm.

4.2 Validation of the algorithm

The improved iterative Mie correction algorithm proposed in the previous section was vali-
dated with a set of simulated apparent absorbance spectra. When previous versions of the
algorithm has been validated with a set of simulated apparent absorbance spectra, it was
concluded that the simulated apparent absorbance spectra contained features that were not
observed in measured spectra. Therefore, in this thesis one of the aims was to establish a sim-
ulated data set of apparent absorbance spectra that mimics measured data, and which at the
same time is built up according to Mie theory. This simulated data set enables us to validate if
the algorithm retrieves the chemical features of the underlying pure absorbance spectra, and
if the algorithm is stable. The performance of the algorithm is evaluated by comparison of the
corrected spectra with underlying pure absorbance spectra and cluster analysis with PCA.

4.2.1 Simulation of pure absorbance spectra

As a basis for comparison in the cluster analysis, a set of pure absorbance spectra were simu-
lated according to the method described in section 3.2. The data set represents two chemically
different groups, with some random chemical variation within each group. In Fig. 4.6 a), the
two groups of pure absorbance spectra are plotted together with the Matrigel spectrum, which
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was used as a template for the simulations. Spectra from group A are plotted in red, and spec-
tra from group B are plotted in blue. The Matrigel spectrum is plotted in black. By PCA on the
set of pure absorbance spectra, the main sample variation patterns can be expressed by only a
few principal components. Here and in the following, the PCA is performed on the spectral
range from 1,000 cm? to 1,400 ecm™!, as the main chemical differences are introduced in this
region. In a score plot of the second and first principal component, we obtain two distinct
clusters which separates the two groups, as seen in 4.6 b). The Matrigel spectrum is located in
the middle of the two clusters. The first and second loadings are shown in Fig. 4.6 c) and 4.6 d),
respectively. It is evident that the two loadings resolve chemical variations in the data set. The
score plot in Fig. 4.6 b) will in the follwoing be used as a reference to determine whether the
correction can be considered successful or not by means of classification. Apparent absorbance
spectra are simulated by using one spectrum from each group as input for Eq. 3.6, as described
in the following.
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FIGURE 4.6: a) The simulated set of pure absorbance spectra which are based
on the Matrigel spectrum. Group A is shown in red, group B is shown in blue.
b) The score plot of the two first principal components of a PCA on the set of
pure absorbance spectra. Two clusters are obtained. c) The first loading from the
PCA, and b) the second.
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4.2.2 Simulation of apparent absorbance spectra

The simulated apparent absorbance spectra were obtained by using Mie theory, by employing
a real and imaginary part of the refractive index as input for the simulation of the extinction
efficiency. In addition, they were simulated to mimic measured absorbance spectra, by esti-
mating scattering parameteres directly from a set of measured apparent absorbance spectra.
This is an improvement with respect to previous simulations of apparent absorbance spectra.
In Bassan et al. [5], apparent absorbance spectra were simulated by adding simulated pure
absorbance spectra to Mie extinction curves that were obtained by employing a constant real
refractive index. The obtained simulated apparent absorbance spectra were thus based on the
assumption that scattering and absorption are additive effects. The same assumption was sub-
sequently used in the Mie EMSC model that was used for correction. In ref. [27], Konevskikh
et al. simulated apparent absorbance spectra by full Mie theory, resulting in spectra with rip-
ples that are not observed in measured spectra. It was observed that the algorithm could not
correct the obtained ripples [27].

In this thesis, simulations of apparent absorbance spectra were done according to the
method described in section 3.2. One pure absorbance spectrum from each group was used
as a basis for the simulations, and a variety of scatter contributions were obtained from 59
experimentally obtained spectra. The different scattering signatures are illustrated in Fig. 4.7
a), where the apparent absorbance spectra are shown. Spectra with an underlying pure ab-
sorbance spectrum from group A is plotted in orange, and spectra corresponding to group B
is plotted in light blue..

The scattering features observed in Fig. 4.7 a) dominates the main variance in the set of
apparent absorbance spectra, such that a score plot of the first two loadings from a PCA on this
data set does not allow for chemical classification. The score plot is shown in Fig. 4.7 b), and it
is evident that the apparent absorbance spectra are spread out and the sample grouping that
was observed in the pure absorbance spectra cannot be seen anymore. The first and second
loading is presented in Fig. 4.7 ¢) and d) respectively. It is evident that the first two loadings
expresses scattering featured rather than chemical features.

A similar effect of the Mie scatter disturbances in simulated apparent absorbance spectra
was observed in previous simulations [5, 27].

4.2.3 Retrieval of pure absorbance spectra

The simulated apparent absorbance spectra shown in Fig. 4.7 a) were corrected with the im-
proved Mie correction algorithm, with the Matrigel spectrum as the initial reference spectrum.
The initialization parameters g, v and h were set to the default values. The number of load-
ings included in the Mie EMSC model was set to 7, as a result of a level of explained variance at
99.96 %. Figure 4.8 a) shows the retrieved pure absorbance spectra. The red and blue spectrum
are the underlying pure absorbance spectra from group A and B, respectively, and the Ma-
trigel spectrum is shown in black. The corrected spectra are shown in orange and light blue,
corresponding to the pure absorbance spectra from group A and B, respectively. By visual
inspection, it is clear that the correction algorithm retrieves the chemical information from the
apparent absorbance spectra. In order to evaluate the correction with respect to the grouping
of the pure absorbance spectra, the corrected spectra were projected into the score plot from
the PCA on the pure absorbance spectra shown in Fig 4.6 a). The projection is shown in Fig
4.8 b). From this figure we see that the corrected spectra cluster around the corresponding
underlying pure absorbance spectrum used for the simulations. The spread of the corrected
spectra is significantly less than the spread within the chemical group, and so by means of
classification with PCA, the correction is considered highly successful.
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FIGURE 4.7: a) The set of simulated apparent absorbance spectra, where orange
indicates an underlying absorbance spectrum from group A, and light blue in-
dicates a pure absorbance from group B. b) In the score plot of the first two
principal components from a PCA on the spectra in a). c) and d) shows the first
two loading vectors.

In Bassan et al. [5], the spread of the corrected spectra obtained from a simulated data
set was also evaluated by projecting the corrected spectra into the PCA model obtained from
the simulated pure absorbance spectra. It was concluded that the corrected spectra have a
strong tendency to assume features from the reference spectrum employed, as illustrated in
Fig. 4.9. The boxes are added to mark the regions of which the corrected spectra were located
in the projection. The corrected spectra adapted chemical features from the initial reference
spectrum, which can be clearly seen in Fig. 4.10 c) [5]. When validating our code, this tendency
was not observed anymore. The algorithm is shown to be reliable by means of classification
with PCA, and the pure absorbance spectra are retrieved.

4.3 Dependency on the reference spectrum

The reference spectrum plays an essential role in the Mie EMSC model. In general, it is an
advantage if the reference spectrum that is used for the initialization of the algorithm contains
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FIGURE 4.8: a) The correction of the simulated apparent absorbance spectra in
Fig. 4.7 a). b) The corrected spectra are projected into the score plot shown in
Fig. 4.6 b)

similar major chemical features as the true pure absorbance spectrum. Its overall shape relat-
ing to the total amount of carbohydrates, protein, fat and water should show similar features as
the pure absorbance spectra underlying the apparent absorbance spectra. The reference spec-
trum serves as our initial best guess for the pure absorbance spectrum, and the more chemical
features the reference spectrum and the apparent absorbance spectra share, the faster the al-
gorithm will converge towards the true underlying pure absorbance spectrum. In addition,
modelling around a reference spectrum stabilizes the correction. As mentioned above, earlier
versions of the Mie correction algorithm have shown to be biased by the reference spectrum
used to initiate the algorithm. If chemical features of the reference spectrum are adapted by
the corrected spectrum, the chemical features in the corrected spectrum are erroneous and
interpretation of chemical features and subsequent data analysis is biased.

In the resonant Mie correction algorithm the reference spectrum gradually approaches the
true pure absorbance spectrum. It is important to note that there is a fundamental difference
between the EMSC models obtained in every iteration step and the EMSC models obtained in
for example a basic EMSC model. In a basic EMSC model, scattering and absorption is con-
sidered independent, and chemical differences between the reference spectrum and the pure
absorbance spectrum are therefore collected in the residuals. The residuals can thus be used to
express chemical variations in a complete dataset. In the resonant Mie EMSC model this is dif-
ferent: the chemical differences between the reference spectrum and the pure absorbance are
expected to decrease in each iteration step. Each iteration step gradually changes the reference
spectrum and make it more similar to the pure absorbance spectrum underlying the measured
spectrum. In the following, we demonstrate that in the improved algorithm this convergence
towards the true underlying absorbance spectrum actually takes place and that the iterative
correction process is not biased by the reference spectrum.

4.3.1 Reference spectrum with altered O-H stretching region

A modified version of the Matrigel spectrum was generated by lowering the absorption in the
O-H stretching region, to the left of the peak at 3,300 cm!. This was done, since the charac-
teristics of the O-H stretching region of the Matrigel spectrum was adapted by the corrected
spectrum in earlier versions of the resonant Mie correction algorithm, as seen in Fig. 4.10
). Therefore, we wanted to modify this region, in order to check if the corrected spectrum
adapted the shape of the reference spectrum, or if the shape of the true absorbance spectrum
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FIGURE 4.9: A score plot of the first and second loading from a PCA on a simu-
lated set of pure absorbance spectra, used for validating the Mie correction algo-
rithm of 2010 [5]. The blue and black diamonds corresponds to two chemically
different groups of pure absorbance spectra. The boxes are added to indicate
where the corrected spectra are located when they are projected into the score
plot. Reproduced with permission from ref. [5]

was adapted. The modified version of the Matrigel spectrum is shown in black in Fig. 4.11.
This spectrum was used as the initial reference spectrum for the correction of the simulated
apparent absorbance spectra based on the pure absorbance spectrum from group A. The cor-
rected spectra are shown in orange in Fig. 4.11. The underlying pure absorbance spectrum
is shown in red, and was chosen from group A. As is evident from this figure, the corrected
spectra do not adapt to the chemical features of the reference spectrum in the O-H stretching
region. For two of the spectra, spectrum no. 21 and 34, the correction was not successful, and
these spectra are not shown. The final RM SE value, which was much higher than for the rest
of the spectra, showed clearly that the forward model did not predict the apparent absorbance
spectra very well. In order to successfully correct these spectra, a higher number of loadings
should be included in the Mie EMSC model. We will later discuss how the final RM SE can be
used for assessing if a correction was successful or not.

4.3.2 Reference spectrum from another group

The simulated apparent absorbance spectra with an underlying pure absorbance spectrum
from group A were in addition corrected with an initial reference spectrum selected from
group B. In the fingerprint region, the chemical differences between group A and B are more
prominent than between group A and the Matrigel spectrum, as seen in Fig. 4.6 a). The cor-
rected spectra are shown in orange in Fig. 4.12, while the underlying pure absorbance spec-
trum and the initial reference spectrum are plotted in red and black, respectively. By visual
inspection, it is evident that the correction retrieves the true pure absorbance spectra. The cor-
rection failed for one spectrum, i.e. spectrum no. 34, which is not shown in the figure. This
was evident from the relatively high RM SFE value, and also relates to the number of loadings
in the Mie EMSC model.
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FIGURE 4.10: Correction of an IR spectrum obtained from a humane prostate
cancer cell. a) Measured absorbance spectrum. b) Corrected spectrum by using
the non-resonant Mie EMSC model of 2008. c) Corrected spectrum using the
resonant Mie correction algorithm of 2010 . From [5]

The results presented in this section have shown that corrected spectra do not assume
chemical features of the reference spectrum.

4.4 Ability to retrieve the true amide I peak position

As mentioned in section 2.1.5, Mie scattering can shift peak positions towards lower wavenum-
bers. In infrared spectra, this effect has been observed to affect the amide I peak position in
particular. The amide I peak position and band shape carry important information about the
secondary structure of proteins, and can be essential for the classification of e.g. healthy and
deceased tissue [39]. The retrieval of a reliable peak position is therefore required. In ref. [5],
Bassan et al. demonstrate that a reliable peak position for the amide I band can be retrieved.
However, this is not shown for the algorithm developed by Konevskikh et al. [28]. In addition,
it is essential to investigate whether the retrieval of the amide I peak position is a feature of the
Mie EMSC model, or simply a consequence of adaption to the corresponding peak position in
the reference spectrum.

For the experimentally obtained lung cancer cell spectra used in this study, the raw spectra
do not show a strong shift in the amide I peak position. The peak positions are shifted from
on average 1,649.8 £+ 2.1 cm! in the raw spectra, to 1,6561.8 = 1.7 cm’!, when the spectra are
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FIGURE 4.11: The simulated apparent absorbance spectra with an underlying
pure absorbance spectrum from group A are corrected with a modified version
of the Matrigel spectrum as the initial reference spectrum, where the absorbance
has been lowered in the O-H stretching region.

corrected with the resonant Mie scatter algorithm. Accordingly, in the simulations of the ap-
parent absorbance spectra, which are based on these measured spectra, the shifts in the amide
I peak positions are rather small. In the pure absorbance spectra in group A, the amide I peak
is located at 1,653.0 cm™. In the simulated apparent absorbance spectra based on the pure ab-
sorbance spectrum from group A, the peak was shifted to on average 1,649.5 + 1.6 cm™. The
correction brought the peak positions back to 1,652.7 & 0.3 cm™!. The algorithm is shown to
retrieve a reliable peak position, based on the correction of the simulated apparent absorbance
spectra. However, corrections should also be evaluated for spectra where the shift in the amide
I peak position is strong.

Correcting simulated spectra where the shift in the amide I peak position is signif-
icant

In order to study the retrieval of the amide I peak position in spectra where the shift is sig-
nificant, 8 experimentally obtained spectra from breast cancer cells were used as templates for
scatter contributions in simulations of apparent absorbance spectra, provided by Nick Stone
and his group at the University of Exeter. The breast cancer cells had been incubated in an
osteogenic mix containing ascorbic acid, B-glycerophosphate and dexamethasone, for three
days. Spectra were recorded with a FTIR Agilent microscope, with the spectral range of 3,900-
900 cm™! and a spectral resolution of 4 cm™. Simulations were done according to the method
described in section 3.2, and a simulated pure absorbance spectrum from group A was used
as the underlying 7.

In the measured breast cancer cell spectra, the amide I peak positions are located at on
average 1,635.3 & 4.8 cm’!. In the correction, the peaks were moved to 1,651.0 + 1.2 cm™.
Figure 4.13 shows an example of a simulated apparent absorbance spectrum with scattering
features based on this data set. The underlying pure absorbance spectrum is shown in Fig.
4.13 a) together with the Matrigel spectrum, which was used as a template for the simulations.
The amide I peak in the pure absorbance spectrum is located at 1,653.0 cm™. In Fig. 4.13
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FIGURE 4.12: The simulated apparent absorbance spectra with an underlying
pure absorbance spectrum from group A are corrected with a pure absorbance
spectrum from group B as the initial reference spectrum.

b), the simulated apparent absorbance spectrum is shown with the experimentally obtained
spectrum, which is used for obtaining the scattering features. In the simulated apparent ab-
sorbance spectra, the amide I peak positions were shifted to on average 1,643.0 + 1.9 cm™. The
correction moved the peak position back to 1,650.3 cm™!, which is shown in the example in Fig.
413 ).

In this section, it was demonstrated that the algorithm retrieves a more reliable amide I peak
position, even when the shift in the peak position is significant. As the correction is shown to
be less dependent on the initial reference spectrum, this is taken as a strong indication that the
retrieval of the true peak position is a feature of the model.

Reference spectrum with a dislocated amide I peak position

In order to verify that the retrieval of the amide I peak position is not a consequence of the
corrected spectra adapting to the corresponding peak position in the reference spectrum, the
Matrigel spectrum was modified by dislocating the amide I peak position.

The Matrigel spectrum is shown together with the the modified Matrigel spectrum in Fig.
4.14 a). The amide I peak was shifted towards higher wavenumbers, from 1,655 cm! to 1,674
cm™!, which can be seen in the figure. The modified Matrigel spectrum was used as the ini-
tial reference spectrum in the correction of the simulated dataset, which is based on the pure
absorbance spectrum from group A, and with scatter contributions from the measured lung
cancer cell spectra [24]. The corrected spectra are shown in Fig. 4.14 b) in orange. The un-
derlying pure absorbance spectrum is shown in red, and the modified Matrigel spectrum in
black. It is evident that the true amide I peak position is retrieved, and the corrected spectra
do not adapt to the peak position in the initial reference spectrum. This proves further, that
the algorithm is stable towards variations in the reference spectrum used for initializing the
algorithm. The correction failed for one spectrum, i.e. spectrum no. 34, which is not shown
in the figure. This was evident from the relatively high RM SFE value, and is related to the
number of loadings which should be higher for this spectrum.
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FIGURE 4.13: a) The amide I peak position is located at 1,655 cm™ in the pure
absorbance spectrum, showed in red. The Matrigel spectrum is plotted in black.
b) A simulated apparent absorbance spectrum in orange, based on the pure ab-
sorbance spectrum in a). Scattering features are obtained from a measured spec-
trum from breast cancer cells, shown in black. The amide I peak position is
shifted to 1,643 cm™. c) The corrected spectrum is shown in orange, and the
Matrigel is shown in black. The amide I is shifted to 1,651 cm™ in the correction.

4.5 Sensitivity towards initialization parameters

The optimal parameters for initializing the algorithm depends on the data set. In the following,
a description of how a manual parameter optimization may be performed is given. Therefore,
this section may serve as a user manual for the Mie correction code. In general, as the algo-
rithm is currently set up, the parameter optimization needs to be done manually for each new
data set. If the data set under investigation is large, it is expedient to use a smaller subset for
the parameter adjustments. Later we will make a suggestion as to how the parameter ranges
in future may be set automatically, when for example working with large data sets such as
imaging data. The following sections will be related to a concrete example, namely the correc-
tion of the lung cancer cell spectra. For the parameter estimation, 7 spectra are chosen from the
set of 60 spectra. When adjusting the initial parameters, neither weighting nor the guaranteed
positivity of the reference spectrum should be applied. By applying these functionalities, the
effect of adjusting the parameters may be diminished, as will be illustrated.

Setting a, ng and h

For most of the data sets in this study, the default parameter ranges for a,ny and h resulted
in a stable correction. However, this is not the general case since morphology of the samples
under consideration may differ considerably. We observed that by choosing unsuitable pa-
rameter ranges for the Mie meta-model, the model is not able to estimate the Mie scattering
signatures in the apparent absorbance spectra. In general, this causes the correction to fail,
and the corrected spectra do not resemble typical pure absorbance spectra. Unfit parameter
ranges rather results in artifacts in the spectra. When the iterative algorithm results in a cor-
rected spectrum with a relatively high RMSE and the corrected spectrum contains artifacts,
the corrected spectrum does not predict the apparent absorbance spectrum well when it is
used as input for the Mie model. Therefore, the RM SFE is a good indicator for a successful or
unsuccessful correction. A simple quality test based on the RM SE for sorting out for which
spectra the correction has gone wrong is presented later. Within the parameter ranges that do
fit the data set, the correction is observed to be stable. It is not observed that the correction
retrieves incorrect chemical features from the apparent absorbance spectra, and the correction
rather fails than giving deceptive results.
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FIGURE 4.14: a) The Matrigel spectrum is plotted in blue with a modified ver-
sion, where the amide I peak position is moved from 1,655 cm? to 1,674 emt,
is plotted in black. b) The simulated apparent absorbance spectra with an un-
derlying pure absorbance spectrum from group A are corrected with a modified
Matrigel spectrum. The corrected spectra still retrieves a reliable amide I peak
position.

In order to test the stability of the algorithm with respect to the initialization parameters
a, no and h, corrections were performed with different parameter settings. The corrections
were performed on the simulated apparent absorbance spectra which were based on the lung
cancer cell spectra [24]. In Fig. 4.15 the corrected spectra are shown. As previously, the red
and dark blue spectrum is the pure absorbance spectrum from group A and B, respectively,
and orange and light blue is the corresponding corrected spectra. The Matrigel spectrum is
shown in black. The parameters for the correction of spectra from group A is set to the upper
limit of what resulted in a stable correction; a € [3,8.1], ng € [1.16,1.46] and h = 0.40. For
group B the parameters were set to the lower limit, with a € [1.6,6.7], no € [1.08,1.38] and
h = 0.20. It is evident from Fig. 4.15 a) that artifacts has been introduced in the baseline of two
of the corrected spectra from group B. When extending the parameter range beyond a certain
limit, such artifacts may be introduced. However, this does in general not pose a problem as it
is clear from the final RM SE value and by visual inspection whether the parameter range is
suitable or not. As mentioned, the correction does not retrieve wrong chemical features. As is
shown in Fig. 4.15 b), the corrected spectra can still easily be classified by PCA. Figure 4.15 b)
shows a projection of the corrected spectra into the score plot of the pure absorbance spectra
in Fig. 4.6 b), and it is evident that the spectra still show the correct grouping.

In section 4.6, a description on how to handle data sets, which consists of samples that
require different parameter ranges, is given. When the sample set is very homogeneous, i.e.
for example spectra of the same type of lung cancer cells from a cell line that were treated with
the same condition, it is expected that the same parameter ranges may be sufficient. If spectra
are obtained by infrared spectroscopy of images, the situation may be different, since the tissue
may display different morphological features, when large tissue regions are considered.

Setting the number of loadings A.omp

The number of loadings included in the Mie EMSC model affects how precisely the Mie os-
cillations are represented. In the Mie correction code, the number of loadings is set through
the desired level of explained variance in the Mie extiction curves. With the data sets at hand
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FIGURE 4.15: Corrected apparent absorbance spectra corresponding to the red
pure absorbance spectrum in group A (in orange), and to the blue pure ab-
sorbance spectrum from group B (in light blue). In the correction, the param-
eters were changed to a € [3,8.1], ny € [1.16, 1.46] for group A, and a € [1.6,6.7],
no € [1.08,1.38] and h = 0.20 for group B. b) The corrected spectra are projected
into the score plot of the pure absprbance spectra in Fig. 4.6 b).

for this study, a level of explained variance at 99.96 - 99.99 % has shown to yield a stable and
precise correction. The optimal level of explained variance is determined by increasing the
limit until there is no significant change in the result of the correction.

In Fig. 4.16 a), the example data set is corrected with a level of explained variance at
99.96 %. With the default settings for ag and +, this results in 7 loadings. Here the reference
spectrum is not weighted and negative parts of the reference spectrum are not set to zero. As
the correction shows, the Mie oscillations are not completely modelled in Fig. 4.16 a). In order
to correct the remaining Mie oscillations, the limit of explained variance is increased to 99.99
%, resulting in 9 loadings. The correction is shown in Fig. 4.16 b), and it is evident that the Mie
oscillations are more precisely modelled.

By setting the negative parts of the reference spectrum to zero in the EMSC parameter esti-
mation, or by weighting the reference spectrum, the effect of increasing the level of explained
variance would not be as evident. This is shown in Fig. 4.16 c), where 7 loadings were used.
The applied weight function is plotted in red. In this case the weighting reduces the Mie os-
cillations, which could not be corrected above where weighting of the reference spectrum was
not applied.

Setting the weight function

Weighting of the reference spectrum leads to a stable baseline correction with less disturbance
in the chemically inactive regions. Firstly, the chemically active regions should be specified.
A smooth transition between the chemically active and inactive regions can be achieved by
adjusting the slopes of the tangent function. For the example data set, the chemically active
regions are set to 1,000-1,750 cm™! and 2,550-3,700 cm™ in Eq. 4.1. The slope is determined
by x and is set to 1 for each inflection point. Figure 4.16 d) shows the result of weighting the
reference spectrum when correcting example spectra. After suitable parameters for the weight
function are found, negative parts of the reference spectrum should be set to zero.
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FIGURE 4.16: Illustration of the effect of changing the number of loadings in-
cluded in the Mie EMSC model. a) Five spectra from the lung cancer cell data
set [24] are corrected with A.omp = 7. The Mie oscillations are not accurately
predicted. b) By changing the the number of loadings to Acomp = 9, the Mie
oscillations are more precisely reproduced. c) When applying a weight function
(shown in red) the effect of choosing parameters that are not optimal are reduced.
d) Weighting should be applied when the optimal parameters are found.

We emphasize the importance of using a baseline corrected reference spectrum when weight-
ing of the reference spectrum is applied. If the reference spectrum has a non-zero baseline, the
weighting would result in a strong deformation of the corrected spectra.

Correcting the whole data set

When the initialization parameters are set, the whole data set can be corrected. All the 60
corrected spectra are shown in Fig. 4.17. If the correction fails for some of the spectra in the
data set, it is usually evident from the final RM SE value. In general, the final RM SE values
for spectra which could not be corrected, are significantly higher than for the successfully
corrected spectra. A simple quality test based on the final RM SE is implemented in the Mie
correction code. By visual inspection of the final RMSE, an upper limit for the RMSFE is
set. Corrections with a higher RM SE than the upper limit is discarded. How this quality test
works in practice is illustrated in the following section.

4.6 Correcting spectra from imaging data

A Mie correction code which can be used on IR imaging data, is highly desired by the infrared
biomedical community. FTIR imaging has been developed to be used as a diagnostic tool for
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FIGURE 4.17: Correcting of the whole data set consisting of 60 spectra obtained
from lung cancer cells [24], after the initialization parameters are determined.

cancer diagnosis, and is currently on its way to clinical practice. Earlier versions of the Mie
correction code [5] are currently used for correcting imaging data. The use of the Mie correction
code on infrared imaging data, requires adjustments to the code with respect to quality testing,
in order to make an effective distinction between low quality spectra and sample spectra, prior
to correction. In addition, the choice of parameter should be optimized and automatized in
order to handle data sets consisting of different types of samples. As will be demonstrated
below, an IR data set may contain spectra obtained from samples which differ in morphology
in addition to chemical content. Parameter settings should therefore be adjusted in order to
obtain optimal correction of the different groups. Adjustments for handling infrared imaging
data are outside the scope of this thesis. However we provide an example where the Mie
correction code is used on spectra extracted from an FTIR imaging data set. This example
illustrates how parameters can be set manually for a data set consisting of samples which
differ in morphology, and how the final RMSE can be used as a tool for quality testing and
parameter estimation.

In total, 147 spectra were extracted from an FTIR imaging data set obtained from sample of a
thin slice of colon tissue. The data was obtained from Dr. Dennis Petersen in the group of Prof.
Gerwert at the Ruhr University in Bochum. The data set consists of measurements from three
different groups; submucosa (connective tissue), muscle tissue and lumen of crypts. In the
following, the groups are denoted A, B and C, respectively. The measured absorbance spectra
are shown in Fig. 4.18 a), where group A is plotted in red, group B in blue and group C in
green. These color codes are kept throughout the following sections. From the raw spectra it
is evident that the scattering signatures differs significantly between the groups.
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By assuming no a priori knowledge about the group affiliation of the spectra prior to cor-
recting the data, the whole data set is first corrected with the default parameter settings. The
corrected spectra are shown in Fig. 4.18 b), and it is evident that for some spectra, the param-
eter settings were not suitable. By inspecting the final RM SE in Fig. 4.18 c), it is clear that the
correction fails for a group, i.e. group C which includes spectra no. 98-147. We established a
quality control by setting the upper limit of the final RM SE to 1.0 x 102. Most of the spectra
from group C did not pass this quality test. By visual inspection of Fig. 4.18 d) we see that for
the spectra in group C which passes the quality test, the baseline correction in the region 1,750-
2800,0 cm™ is not optimal. The fact that the baseline could not be corrected is not evident from
the final RMSE. While a separation could be made based on chemical differences between
the groups, which are prominent in the fingerprint region, the RAM SE does not show that the
correction of the baseline in this group was less successful than in other groups. The problem
might be addressed by establishing an RM SFE for different spectral regions. Currently the
RMSE is calculated for the whole spectrum and contains model errors with respect to both
chemical and scatter estimation. When an RM SFE is defined for chemically active and chem-
ically inactive regions separately, we might be able to detect whether the scatter correction is
successful or not. In order to automatize the process of parameter estimation, this problem has
to be investigated further.

Correcting group C

The relatively high final RMSE in the correction of group C indicates that the parameter
ranges should be adjusted. We observed that by changing from the default parameter range
for the radius a to a € [3.2um, 8.3 um], a significantly better correction could be obtained, as
illustrated in Fig. 4.19 a) and b). However, for some of the spectra, the baseline still contains
broad oscillations, which indicates that the level of explained variance in the Mie extinction
curves should be increased. By increasing the level of explained variance to 99.997 %, resulting
in 10 loadings, most spectra in group C could be corrected. The correction is illustrated in Fig.
4.19 a) and b). The correction for some of the spectra was still not optimal. When inspecting the
raw spectra visually, no reason for why the correction was not optimal could be found. This
issue has to be investigated further and might be addressed by implementing an automatic
optimization of the model parameters, such as the total number of loadings used in the Mie
EMSC model, or by optimizing the parameter ranges.

We can conclude that the imaging data set could be corrected with the Mie correction code.
However, it was necessary to adjust the parameter ranges for the different groups in order to
account for different scattering contributions in the data set. The corrected spectra are shown
in Fig. 4.20 b), while the final RM SE values for all spectra are shown in Fig. 4.20 a). In order
to adapt the Mie correction code such that it can handle infrared imaging data, or data sets
consisting of different types of samples, the final RM SE can be used to determine whether
the parameter settings are suitable or not. Further investigation is needed to automate and
increase the precision of this quality test. As mentioned above, the use of different RM SEs
calculated for different spectral regions (chemically active and inactive regions) could be a
possible solution.

4.7 Separating and investigating scatter and chemical information

After correcting the FTIR image spectra of the colon tissue from the previous section, biochem-
ical differences can now be explored. In the following we demonstrate that when scattering
features are removed from the spectra, separation of the different groups can be obtained by a
PCA analysis.
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FIGURE 4.18: Correcting spectra from an infrared image data set obtained from
a colon tissue sample. a) Raw spectra from three groups, submucosa (group A,
red), muscle tissue (group B, blue) and lumen of crypts (group C, green). b)
Corrected spectra by use of the default initialization parameters. c) The final
RMSE for each spectrum, and the upper limit is shown in red. Most of the
spectra from group C do not pass this quality test. d) The spectra with a lower
RM SE than the upper limit.

From the raw spectra in Fig. 4.18 a), it is evident that scattering signatures vary between
the different groups. This indicates differences in morphology between the samples. We have
already seen that this has consequences for the parameter estimation. In the following sec-
tion we demonstrate that the parameters obtained from scattering signatures are sufficient to
separate the different groups. Since both scatter parameters and chemical signatures contain
information that can be used for separating the different groups, the question may arise, if
the removal of the scatter information may lead to data that has a lower discrimination ability
or not. The machine learning community has the philosophy to work on raw data in order to
prevent removal of important information from the data. This has in many cases been very suc-
cessful, while it requires large amounts of calibration data. This is often not available, since it is
very expensive. Furthermore, the pre-processing employed in this thesis separates the scatter
information and the chemical information, which both are available after pre-processing. We
discuss these issues in the following by considering the results of the separation of the groups
based on PCA on the EMSC parameters, and when comparing this with a PCA on the chemical
absorbance.



4.7. Separating and investigating scatter and chemical information 63

0.07 T T T T T T T T T 1.4

a) . b)
0.06 121
4
005
[}
S osf
% 0.04 f 3
~
06
= 8 / |
£ 0.03 2 ¥\ [ }
= oo 4N |
y A e
002+ 1 /
02 BN N A \»VA
0.01F I ) I 1 oF S j
0 ocose oves 02

5 10 15 20 25 30 35 40 45 "~ 3500 3000 2500 2000 1500
Spectrum no. Wavenumber [(:m’l]

0.07 1.2

c) ° d)
0.06 | 1 1r
0.05 1 0.8 [
Q
Q
=i
= 0.04 1 = 061 | 1
n Q ‘ )
= =
= <} I
A5 003 ] 2 04 I\ ]
= v
<
L ] L / o\
0.02 0.2 N Mah
') N /I
0.01 T of = 3
: - aal L
5 10 15 20 25 30 35 40 45 3500 3000 2500 2000 1500
Spectrum no. Wavenumber [cm ™!

FIGURE 4.19: Correcting group C separately. a) The final RM SE after adjusting
the radius to a € [3.2pm, 8.3pum]. b) Spectra which passes the quality test in
a). The Mie oscillations are not removed completely. c) By setting the explained
variance in the Mie extinction curves to 99.997 %, resulting in 10 loadings, the os-
cillations are more precisely represented. d) The spectra which passes the quality
test in ¢).

4.7.1 PCA onraw spectra

The raw spectra of the FTIR image data of the colon tissue are plotted in Fig. 4.18 a). Both mor-
phological and chemical differences between the groups are visible, and these differences are
most prominent in the region between 1,000 - 3,000 cm™. By performing a PCA on this spectral
region, the first and second principal components allow separating group C from group A and
B, as shown in the score plot in Fig. 4.21 a). It is however not possible to separate group A and
B from each other, not even when investigating the other principal components as illustrated
in the score plot of the second and third principal component in Fig. 4.21 b). This is expected,
as both scatter and chemical signatures are more distinctive for group C than for group A and
B. From Fig. 4.21 c) and d) it is evident that the first loading describes a multiplicative effect,
while the second loading describes mainly Mie scattering features. By performing a PCA on
group A and B only, the two groups do still not separate. This is illustrated by the score plot
in Fig. 4.21 e).

4.7.2 PCA on corrected spectra

After correcting the raw spectra of the FTIR image data of the colon tissue with the Mie correc-
tion algorithm as described in section 4.6, scattering features are removed from the absorbance
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FIGURE 4.20: Correcting all spectra in the colon tissue data set, with optimized
parameter settings. a) The final RM SE for all spectra. b) A successful correction
could be obtained by adjusting the initialization parameters.

spectra. When investigating the score plot of a PCA of the set of corrected spectra, we observe
that group C can be clearly distinguished from group A and B, as shown in Fig. 4.22 a). By
investigating the third principal component, group A and B are easily separated. This is illus-
trated in the score plot of the second and third principal component in 4.22 b). The first and
second loading expresses almost exclusively chemical features, as seen in Fig. 4.22 c) and d).
In addition, a PCA performed on group A and B only, allows separation of the two groups.
This is shown in Fig. 4.22 e). It is evident that by removing scattering features from the spectra,
a simple cluster analysis is sufficient to separate the three groups.

4.7.3 PCA on the Mie EMSC parameters

As mentioned previously, scattering features that are removed from the raw spectra are not lost
after the correction. This offers a great opportunity, since the Mie EMSC parameters from Eq.
2.41 which relates to scattering features can be investigated separately: Through the EMSC
modelling, scattering features are parameterized, and are therefore accessible for interpreta-
tion. This has been demonstrated for FTIR imaging data in ref. [25], where basic EMSC pa-
rameters have been plotted as parameter images and EMSC parameters have been used to
separate between different experimental groups. In the following, the parameters from the
Mie EMSC are used to separate the groups by PCA.

When PCA has been previously performed on EMSC parameters, the EMSC parameters
from the spectra investigated in the same PCA analysis all referred to the same EMSC model
functions. This is not the case for the resonant Mie EMSC model, as the model parameters p;
from Eq. 2.41 are different for each spectrum. The reason for this is that the imaginary part of
the refractive index, which is used as input for the Mie extinction efficiencies in Eq. 2.33, con-
tains chemical information that is different from spectrum to spectrum, and that is changing
in each iteration step. Therefore, the parameters g; from Eq. 2.41 do not refer to exactly the
same feature in each spectrum, since the p; in Eq. 2.41 are slightly different from spectrum to
spectrum. However, the main features of the scattering components p; are determined through
the parameter ranges of o and ~, and not the chemical information. In Figure 4.23 a)-c) the
first three loadings of the Mie EMSC model from Eq. 2.41 are shown for one spectrum of each
group (A, B, C) of the FTIR image data of the colon tissue. We observe that the loadings are
different for each spectrum. However, it is obvious that the loadings which refers to the same
component share common scattering features. The differences between the loadings are due
to chemical chemical features that were introduced through the imaginary part of the refrac-
tive index n'. For the spectra in group C, the parameter range for a was changed as well. It
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FIGURE 4.21: Performing a PCA on the raw colon tissue spectra shown in Fig.
4.18 a). a) In a score plot of the two first principal components, group C can be
separated from group A and B. b) Group A and B is not possible to separate,
illustrated by a score plot of the second and third principal component. ¢) and
d) shows the first and second loading, respectively. It is evident that the two first
loadings discriminates on scattering features. c) Separation is not achieved in a
separate PCA on only group A and B.

is evident that this relatively small change in the parameter range has an insignificant impact
on the first three loadings obtained on the set of extinction curves. Since the loadings that
were used as EMSC model functions for each spectrum share the same scattering features, it
is meaningful to perform a PCA on the Mie EMSC parameters estimated in the EMSC model
for these loadings. These model functions differ as mentioned in their chemical features from
spectrum to spectrum, but they share scattering features, which can be parameterized by the
Mie EMSC model and be used for separating samples into groups by PCA.

In order to put all variables on the same footing, the EMSC parameters were mean-centered
column-wise and normalized by dividing each column by its standard deviation. The normal-
ized Mie EMSC parameters were then analysed by PCA. Fig. 4.24 a) shows that group C can
be separated from group A and B by the first two principal components.

Further separation of group A and B could not be obtained, as illustrated by the score plot
of the second and third principal component in Fig. 4.24 b), and a separate PCA on group A
and B only, shown in Fig. 4.24 c). Since the scattering features are causing the main spectral
variation in the raw spectra shown in Fig. 4.18 a), we assume that a PCA performed on the
raw spectra discriminates on the same features as a PCA shown in Fig. 4.24 a) performed on
the EMSC parameters. This is also supported by the scattering features visible in the loadings
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FIGURE 4.22: A PCA on the corrected spectra from the colon tissue sample al-
lows separation of all groups. a) Group C is separated from group A and B by
the first two principal components. c) Group A and B is separated by the second
and third principal component. Both the first and second loading, shown in c)
and d), respectively, express chemical features. ) In a separate PCA on group A
and B only, the two groups are easily separated.

in Fig. 4.21 c¢) and d).

In addition to parameterizing the scattering features in the absorbance spectra, the Mie
EMSC model offers a great advantage with respect to reducing complexity in a classification
model. As was shown in section 2.1.5, the Mie scattering formalism describes a highly non-
linear relation between the apparent absorbance spectrum and the pure absorbance spectrum.
In short, the apparent absorbance spectrum is assumed to be proportional to the extinction
efficiency Q).., while the extinction efficiency is a highly non-linear function of the pure ab-
sorbance spectrum through the imaginary part of the refractive index n” according to Eq. 2.33.
It is important to remember that the pure absorbance spectrum is first used to calculate the
imaginary part of the refractive index n’ and the fluctuating real part of the refractive index
nix is obtained from the imaginary part of the refractive index by Kramers-Kronig transform
according to 2.27.

It is well know that machine learning algorithms are very well suited to solve highly non-
linear problems. Thus, it may be possible that well-working classification models could be
established on raw data without further pre-processing. Machine learning algorithms have
been employed for identification of microorganisms in FTIR spectroscopy since the 1990s [23,
54].

Based on random forest and artificial neural network algorithms, flexible classifiers can
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FIGURE 4.24: Score plots of the principal components from a PCA on the Mie
EMSC parameters from the correction of the spectra obtained from the colon
tissue samples. a) Group C can be separated from group A and B by the first
two principal components. b) Further separation of group A and B was not
obtained. c) In a separate PCA of only group A and B, the two groups could not
be separated.

be trained that may be able to predict classes from measured raw spectra. However, when
complicated non-linear relationships are present in the spectra, huge data sets are needed for
training in order to resolve the non-linear relations between the apparent absorbance spectrum
and the underlying chemical features. With the Mie EMSC model, a combination of electro-
magnetic theory and some a priori knowledge is used to separate the chemical and physical
features of the absorbance spectra, and reduce the complexity considerably. Biochemical anal-
ysis can subsequently be performed with far less complex models. As shown previously in
this section, separation of the chemical groups was obtained with a relatively small data set,
by use of both the pure absorbance spectra and the Mie EMSC parameters in a simple PCA

model.
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Chapter 5

Conclusions and Outlook

5.1 Conclusions and outlook

In this thesis, an algorithm for separating Mie scattering and absorption in infrared absorbance
spectra of single cells and tissues [28, 26] has been further developed and as a result, an open
source code has been provided to the biomedical infrared spectroscopy community. Infrared
microspectroscopy is employed in the biomedical infrared spectroscopy community for es-
tablishing new diagnostic tools for cancer diagnosis via infrared spectrocopy and imaging of
cells and tissue samples. In the infrared spectroscopy of single cells and tissues, Mie scatter-
ing features are often dominating the absorbance spectra and thus create serious problems for
subsequent data analysis of spectra and the interpretation of spectral bands.

Currently, the algorithm of Bassan et al. [5] is used by the biomedical community for cor-
recting Mie-scatter distorted spectra of cells and tissues. The presence of scattering features
in the measured infrared spectra is considered a serious problem for subsequent classifica-
tion. It has been reported that the algorithm of Bassan et al. [5] has several problems. A
major issue is the fact that spectra corrected by the Bassan algorithm have the tendency to
adapt features of the reference spectrum employed. Konevskikh et al. [28, 26] developed
the Mie scatter correction algorithm further during recent years. While several important
improvements were done, the code was not yet in an user-friendly form that could be pro-
vided to the biomedical community. The overall aim of this thesis was to improve and stabi-
lize the exiting Mie scatter algorithm by Konevskikh et al. [26], such that it could be pub-
lished as an open source code. This has been accomplished and the code is published at
https:/ /bitbucket.org/biospecnorway/mie-emsc-code.

An important issue before publishing the code was the validation of the algorithm by a
simulated data set where the underlying pure absorbance spectra are known. A data set that
consists of apparent absorbance spectra which are distorted by Mie scattering, while at the
same time the underlying pure absorbance spectra are known, is in general hard to obtain ex-
perimentally. To provide such a data set experimentally, samples have to be prepared from a
material resembling a biological cell, and shaped like imperfect spheres or tissue. In practice,
this is an impossible task. The fact that biological samples are not perfectly spherical and ho-
mogeneous suggests that exact Mie theory, which describes perfect and homogeneous spheres,
cannot not be used for simulating apparent absorbance spectra of cells and tissues. Therefore
we followed a different route: The simulated data set was obtained by using the Matrigel spec-
trum as a template for simulating pure absorbance spectra, and scattering features were intro-
duced by mimicking features from experimentally obtained spectra. The scattering features
are estimated from real measured spectra, which resulted in apparent absorbance spectra with
a variety of scattering signatures, which clearly resembled the scattering features observed in
measured data. The simulated data set may serve as a bench mark set for validation of future
versions of the Mie EMSC correction and is published together with the source code provided
by this thesis. The algorithm developed by Konevskikh et al. [27] and all improvements of
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the algorithm made in this thesis were thereafter validated by the set of simulated apparent
absorbance spectra.

In order to stabilize the code, and thus make it more user-friendly, the choice of different
model parameters needed to be investigated further. These parameters include the number
of principal components used in the Mie EMSC model, the stop criterion used for terminat-
ing the algorithm and the initialization parameters used to establish the Mie meta-model. In
the published code, the number of principal components used in the Mie EMSC model is set
automatically, based on a desired level of explained variance in the Mie extinction curves. Fur-
thermore, the criterion for terminating the algorithm has been reviewed, and a flexible stop
criterion is implemented based on the convergence of the forward model. A flexible stop crite-
rion enables a stable termination of the iterative algorithm by the use of the root mean squared
error (RM SE) of the forward model. When evaluating the stop criterion for different data sets
it became obvious that the same RMSE could be used as a spectral quality test. Therefore
this thesis suggested a simple quality test based on the error of the forward model and imple-
mented this quality test in the published code. While this quality test is not yet elaborated for
being applied on big spectral data from imaging, it works well for the analysis of smaller data
sets. By visual inspection of the final RMSE of all spectra, an upper limit can be set by the
user. Strong deviations from the mean error in a data set indicate an unsuccessful correction,
and the user may decide to revise initialization parameters. The development of an automated
quality test that can be used on images in order to decide if a spectrum can be scatter corrected
or if it has to be discarded will be objected to a future study.

Further stabilization of the algorithm was achieved by weighting the reference spectrum.
By down weighting the chemically inactive regions in the reference spectrum, a stable baseline
correction is obtained, and baseline variations in the spectra are reduced. Additional stability
is obtained by setting negative parts of the reference spectrum to zero, which is done due to
physical considerations.

In order to standardize the initialization parameters, the initial scaling of the reference
spectrum should be preserved throughout the correction. This is handled by performing a
basic EMSC in each iteration. In addition, default settings of the initialization parameter ranges
and distributions are provided. The default parameter ranges are observed to be suitable for
most of the data sets at hand in this study:.

It was demonstrated that the Mie correction algorithm in general retrieves the true chemical
features of the pure absorbance spectrum with high precision. Further, we demonstrated that
the correction is not sensitive to the chemical characteristics of the reference spectrum, which
is a critical feature of the algorithm. We show that a more reliable amide I peak position is
retrieved by the Mie correction algorithm, which is shown to be a feature of the Mie meta-
model. Both the shape and peak position of the amide I absorption band plays a crucial role in
classification of cells and tissues.

The sensitivity towards the initialization parameters is assessed by use of both a set of sim-
ulated apparent absorbance spectra and measured apparent absorbance spectra. Clear direc-
tions on how to initialize the Mie correction algorithm are provided. A demonstration of how
the correction algorithm can be applied to imaging data is given. The example illustrates how
parameter estimation can be performed manually for a reasonably sized data set, as a prelim-
inary approach on using the algorithm on imaging data. In this context we demonstrated that
EMSC parameters obtained by the Mie correction algorithm contain meaningful information
that can be used for discimination. The use of Mie EMSC parameters may be further explored
for their use in feature extraction for machine learning.

In order to have a fully functional Mie correction code for its application to imaging data,
measures should be done to decrease the computational time and automatize the parameter
choices. By means of replacing the Fourier transform by the Hilbert transform and reducing
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the number of model parameters, Konevskikh et al. [28] considerably improved the speed of
the algorithm. However in order to handle large data sets the code should be adapted to GPU
programming or parallel programming.

From the correction of the spectra obtained from the FTIR image on the colon tissue sam-
ple, it was evident that an effective and accurate quality test is required in order to handle
data sets, which contain different types of tissues. As differences in morphology in general
imply the need for different parameter settings, the parameter choices need be automatized in
order to handle large and inhomogeneous data sets. For imaging data, the possibility of us-
ing information from neighbouring pixels in the correction should be investigated. This could
possibly lead to a faster and more efficient choice of parameters. Further, optimization algo-
rithms should be explored in order to achieve the most suited parameter ranges, and minimize
the error of the forward model.
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