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Abstract 

This master thesis focuses on the use of cross-borehole electrical resistivity tomography 
(ERT) surveys as a monitoring method of the infiltration of snowmelt containing de-icing 
chemicals. Oslo Airport Gardermoen (OSL) is located on Norway’s largest rain fed aquifer. 
The winter conditions require the use of de-icing chemicals (propylene glycol, PG, and 
potassium formate, KFo) due to safe air traffic. The groundwater is protected by law against 
contamination and as the de-icing chemicals are spread to the side of the runways, OSL is 
dependent on the transport rate and degradation capacity of the unsaturated zone. ERT is 
currently being tested in field as a monitoring method for the infiltration of de-icing chemicals 
and their degradation in the unsaturated zone.  

A tracer experiment was carried out at Moreppen which is a research station located outside 
the area of OSL. PG and KFo were applied on the snow cover prior to the snowmelt in 2010 
at two separate walls (north and south wall) of a lysimeter trench together with an inactive 
tracer (Br-). The infiltration of chemicals and snowmelt at these two walls were monitored by 
cross-borehole ERT. Time-lapse inversions showing the difference in resistivity between the 
time of interest and a background dataset were compared, and the south wall infiltration 
monitored by the ERT was compared to extraction of soil water by the use of suction cups 
(Prenart Super Quartz) installed in the soil profile. Looking at time-lapse inversions, 
infiltration of melt water and conductive chemicals is clearly seen. The north wall showed 
greater depth of infiltration with higher reduction in resistivity compared to the south wall. 
This can be due to coarse layers of sediment at different depth in the two profiles slowing 
down the infiltration. PG applied to the south wall is not conductive and KFo is, explaining 
differences in reduction of resistivity. The infiltration depth suggested by the suction cups was 
shallower than shown by the ERT for the south wall indicating that either infiltrating water 
was transported deeper than Br- or that old water was pushed deeper by piston flow. Time-
lapse inversions are shown here to be a good qualitative method to monitor infiltration of 
water and conductive chemicals at a scale of a few meters, such as in field experiments.  

Individual inversions for the south and north wall of the separate datasets were temperature 
corrected. Electrical resistivity is temperature dependent and to be able to view changes due to 
solute and water content needs to be removed. ERT gives mainly qualitative inversion results 
and to obtain quantitative information in form of water content and saturation the inversions 
for the south wall were converted using petro-physical relationships and fitting parameters 
from soil at Moreppen. Yeh et al. (2002)’s formula for water content gave values within the 
expected range when comparing the values to previous water content measurements. 
Saturation calculated from Archie’s law seems to be limited by the uncertainty of estimated 
porosity as the porosity is likely changing through the profile and might give better results 
when looking at change in saturation when porosity can be assumed fixed. As translating ERT 
inversions to water content using the fitting parameters for the Moreppen soil has been shown 
here to be within a realistic range, the conversion has the potential to calculate the solute 
resistivity and change in solute over time if water content is known. Combining ERT with a 
method to measure water content (e.g. TDR) would allow the inversions, using these 



 

 
 

formulas, to be converted to solute which is of interest when monitoring contamination in the 
subsurface. Joint inversions with cross-borehole ground-penetrating radar (GPR) surveys will 
provide superior inversions.  
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1. Introduction 

Oslo Airport Gardermoen AS (OSL) is Norway’s main airport and was opened in 1998. It is 
located 47 km north of Oslo and covers 1/10 of the Gardermoen aquifer which is the largest 
rain fed unconfined aquifer in Norway. Currently the aquifer is not used as drinking water, 
but is considered a valuable resource due to its potential as a drinking water source in the 
future. Some areas surrounding the airport are protected by law, such as kettle hole lakes and 
ravine landscape and this includes the groundwater. The decision to locate OSL at 
Gardermoen was thus controversial but accepted based on the condition that activities 
associated with running the airport should not affect the quality or quantity of the 
groundwater or the surrounding nature. Due to this, OSL is challenged with the balance 
between running the airport safely and efficiently and at the same time following the strict 
regulations set up to prevent contamination of the groundwater and surface water (OSL 1999; 
Øvstedal & Wejden 2007; French et al. 2009a).  

The greatest risk of polluting the groundwater in the Gardermoen aquifer is the use of de-
icing chemicals during the winter at OSL. The use of de-icing chemicals is vital to ensure safe 
air-traffic during the cold winter season. Although these chemicals are organic molecules that 
easily degrade in the highly permeable subsurface, the threat to the groundwater is the 
potential of overloading the soil system, especially during snowmelt. This can be a period 
where velocities in the unsaturated zone far exceeds the degradation rate of these chemicals 
(French et al. 2009a). De-icing chemicals which either drips of airplanes or are mechanically 
removed with snow from runways are stored in snow packs during winter and infiltrates into 
the soil together with the first melt water in spring. OSL is therefore dependent on the 
degradation capacity of the local unsaturated zone by the population of microorganisms to 
prevent de-icing chemicals from reaching the groundwater. Monitoring of the infiltration of 
melt water together with de-icing chemicals is therefore of importance.  

Methods to monitor the unsaturated zone at OSL are therefore needed. Field experiments are 
important to clarify aspects of unsaturated flow under natural conditions; some of which 
cannot be obtained under laboratory experiments. Geophysical methods could be an 
inexpensive and easy method for this purpose. Direct current (DC) electrical resistivity 
tomography (referred to here as resistivity or ERT) is a geophysical method which allows for 
the determination of the spatial distribution of the low-frequency resistive characteristics of 
the subsurface. This property is affected by lithology, pore fluid chemistry, and water content; 
and hence this method is used for hydrogeophysical applications, as in this project. The 
surveys are easy to carry out, inexpensive, data processing tools are widely available, and the 
relationships between resistivity and hydrological properties are reasonably well established. 
This has made resistivity methods widely used sets of geophysical techniques (Binley & 
Kemna 2005).   

There are many benefits with using resistivity method. It is a non-invasive method, in contrast 
to many conventional methods. Resistivity and more generally geophysical methods, provides 
extensive spatial information of underground structures and soil properties without the need 
of digging a multitude of boreholes or wells and the method can be carried out on the surface.  
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However, the challenges with electrical methods are that despite their long history, these 
methods are still developing.  A common constraint is lack of appropriate hardware or 
software tools for data collection and processing. The speed of data collection is improving, 
but time still remains a serious restriction for three-dimensional investigations. Many 
inversion models are based on smoothness constraint and this might not be appropriate in all 
cases (such as sharp lithological boundaries or at the edge of a contaminant or tracer plume); 
however, this problem is being worked on. Another challenge is that there is limited 
quantitative information available to a hydrologist from a resistivity image as the inversions 
are mainly qualitative (Binley & Kemna 2005). The accuracy of ERT surveys has been under 
debate because of its non-unique inverse solution and spatial variability of the constitutive 
relationship between resistivity and moisture content (Liu & Yeh 2004). The method still 
requires some improvement and testing in field, and this is one of the areas this master thesis 
and the SoilCAM project is working on.  

1.1 SoilCAM 
This master thesis is part of a four year project called the SoilCAM project: Soil 
contamination: advanced integrated characterisation and time-lapse monitoring. The aim of 
the SoilCAM project is to improve the current methods for monitoring contaminant 
distribution and biodegradation in the subsurface by testing and optimising invasive and non-
invasive methods to use for this purpose in the field. Traditional monitoring of contamination 
in soil include methods such as lysimeters, soil sampling and monitoring of the groundwater 
below a contaminated site. These methods neither capture the contaminated distribution nor 
their removal rates. The unsaturated zone forms a natural barrier for contamination to the 
groundwater and it is therefore of importance to develop methods to assess this risk of 
pollution to the groundwater, as well as monitoring this zone. Geophysical methods, such as 
resistivity, gives the possibility for improved resolution of data in time and space compared to 
conventional methods but still needs testing in field to be able to quantify the results (French 
et al. 2009b). OSL is one of two field sites which is used.  

1.2 Objectives 
Oslo airport Gardermoen (OSL) depends on the unsaturated zone to protect the groundwater 
from de-icing chemicals used during the winter season. To ensure sufficient control of 
processes in the unsaturated zone, methods for monitoring infiltration of melt water 
containing de-icing chemicals and their degradation are needed. Many conventional methods 
are lacking adequate resolution thus evaluation of degradation progress is flawed by 
uncertainty. Geophysical methods, such as resistivity, can potentially give the possibility to 
determine contamination levels and degradation with better spaciotemporal coverage for 
lower costs than conventional methods (such as soil water sampling). Field testing is still 
needed to investigate the relationship between geophysical measureable parameters and soil 
physical and degradation activity parameters.  

This master thesis examines the potential of cross-borehole resistivity to interpret flow and 
transport processes. Data were collected in the north and south wall of a lysimeter trench at 
Moreppen research station during the snowmelt 2010. As Moreppen is located outside the 
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airport, it is thought to have the same soil as in the airport area and allows for controlled 
small-scale experiments. The aim of this thesis is to examine different inversions techniques 
of resistivity data collected during the snowmelt period 2010, techniques include time-lapse 
models and individual inversions; where individual inversions present the modelled resistivity 
data measured in field at a specific date and time-lapse inversions show the change in 
resistivity between a specific date and a measured background resistivity (e.g before 
infiltration). The effect of including other datasets such as soil temperature and pore water 
electrical conductivity (EC) measured in suction cups is also examined. Optimization of the 
models is based on data error and final data misfit. To remove the effect of changing soil 
temperature on resistivity, temperature corrections are carried out. Electrical resistivity 
profiles are compared to images of contaminant plume distribution obtained from suction cup 
measurements. The hypothesis is that resistivity inversions can provide an alternative method 
for observing flow and contaminant transport in the unsaturated zone. It is also expected that 
the resistivity method will capture heterogeneous snow melt and preferential flow through the 
unsaturated zone, since this was observed in previous studies at Moreppen.  

An attempt to translate the individual resistivity inversions to water content and saturation to 
view the flow of water through the unsaturated zone is carried out by using petro-physical 
relationships and fitting parameters found for the soil at Moreppen. To validate the 
conversions, the results will be compared to measurements of water content made at 
Moreppen. Having the fitting parameters from the Moreppen soil, the hypothesis is that it will 
be possible to estimate the water content accurately from these conversions. The benefit of 
this conversion is that, if reliable, the resistivity method can be used to measure the movement 
of water, and ideally the contamination level, without or only to a limited extent having to 
carry out other measurements than resistivity.  
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2. Area description 

2.1 Oslo Airport Gardermoen (OSL) 
OSL is located in the southeast of Norway, at a mean elevation of 200 m.a.s.l (Jørgensen & 
Østmo 1990) (Figure 1). Before the airport was opened in 1998, the area was used for military 
activities for more than 200 years and also as a military airport. The first plane landed here 
already in 1912. More recently, the location was used as a charter flight airport (French et al. 
2009a). OSL covers today an area of 13 km3 and yearly handles about 18 million passengers. 
There are plans to increase the existing airport with another terminal to meet future traffic 
loads (OSL 2009b) and it is expected that the airport will expand with a third runway in the 
future (Jartun 2011).  

The Romerike area, located northeast of the airport, has since 1985 been protected by law by 
the Norwegian Ministry of the Environment as Romerike Landscape reserve, due to the ravine 
landscape with its characteristic ecology. The ravine landscape is a result of the natural 
erosion processes in the spring horizons due to groundwater flow. The protection also 
includes the river Vikka (Figure 1 a), which flows east of the airport, as a scientific reference 
area (Miljøverndepartementet 1985). The quaternary geology and limnology of the area is 
seen to have international protection value and has since 1999 been protected by law as the 
Eldstad Landscape reserve by the Norwegian Ministry of the Environment. This includes the 
kettle hole lakes on the surface of the delta, where some of the lakes communicate with the 
groundwater while some are separated from the groundwater by an impermeable layer. The 
purpose of the protection is to conserve the geological elements, such as the kettle hole lakes, 
kames and eskers, as well as limnological occurrences, in a landscape where zoological, 
botanical and historic elements contribute to giving this area its distinctive value 
(Miljøverndepartementet 1999). 
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Figure 1: A) Quaternary geological map showing the subsurface properties of the Gardermoen delta (Tuttle 1997, modified 
by Aagaard and Breedveld 2008). Location of Gardermoen airport (OSL) and Moreppen are marked on the map. B) Map of 
Norway showing location of Oslo and the Gardermoen aquifer (Kitterød 2008). 

2.1.1 Geology and hydrogeology of the area 
OSL is situated on a ice-contact depositional paleosystem called the Gardermoen Delta 
(previously called the Hauerseter Delat) (Tuttle et al. 1997). The map of the quaternary 
geology of the area (Figure 1a) shows formations composed of sand and gravel underlain by 
silty glacio-marine deposits (Jørgensen & Østmo 1990). This corresponds with the 
understanding that the delta developed in a marine mud dominated fjord basin (Tuttle 1997). 
The Gardermoen Delta was formed during the deglaciation of Scandinavia after the 
Pleistocene period, about 9500 years B.C (Sørensen 1979). It comprises approximately 8 km3 
of sediments, (Tuttle 1997) and the delta covers today an area of 79 km2. The ice cap reached 
into a narrow fjord, called the Romerike fjord, were sediment settled out to from the delta 
during periods of stagnation. There are three subunits of the delta formation where the bottom 
unit is composed of submarine fine grained material, the fore set unit consists of sandy 
material deposited in diagonal layers and the top set unit mainly is fluvial gravel and coarse 
sand deposited in horizontal layers. The fore set unit is more homogeneous than the top set 
unit and consists of laminas of fine sand that dip with an angle of 15-30o to the horizontal 
plane (Pedersen, 1994; Tuttle, 1997; Søvik & Aagard, 2003; Kitterød, 2008). The 
heterogeneity of sedimentary structures are seen in the area (Figure 2). Podzol profiles have 
developed on these sandy soils and the area is mainly covered by coniferous forests (French 
1999).  

The groundwater level varies between 1 to 30 m (French et al. 2009a). The groundwater 
divide is located under the airport and the flow below the airport is separated in two main 
directions (Figure 1 a). Most of the water, 70%, flows eastward and feeds the lake Hersjøen 
and the river Risa. The remaining water flows out of the aquifer as springs in the west 
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(Erikstad & Halvorsen 1992) (Figure 1 a). The hydraulic conductivities (Ks) range in the area 
from 10-3 to 10-5 m/s. Due to the flat topography, there is no surface runoff, not even during 
snowmelt and soil frost. The soil has a very high infiltration capacity, with infiltration rates of 
4 – 5 cm/min under saturated conditions (Jørgensen & Østmo 1990). Water flow has been 
found by French (1999) to have a velocity through the unsaturated zone of 0.2 m/d under 
unsaturated conditions.  

 

Figure 2: Picture of sediments within the OSL area illustrating the heterogeneity in the sedimentary structures in the area. 
(Picture taken by French, printed with permission) 

2.1.2 Climate 
The climate in the area is a moderately continental climate. The mean annual precipitation and 
evapo-transpiration are approximately 800 mm and 400 mm, respectively. About 64% of the 
precipitation is received as rain, while 31% is snow and the remainder being a mix of snow 
and rain. The winter months are relatively cold with a constant snow cover for the whole 
duration of the winter season. More than half of the groundwater recharge occurs during the 
3-5 weeks of the snow melting period (Jørgensen & Østmo 1990).  

2.2 The research station Moreppen at OSL 
Moreppen is a research station, built in 1992, in order to investigate and monitor the 
hydrogeological properties of the Gardermoen delta and to identify risks of groundwater 
contaminations. It is located 800 m northwest of OSL, (figure 1 a). The elevation is 205 
m.a.s.l. and the topography is flat (Pedersen 1994). It is placed on the groundwater divide, 
with no surface run-off (French et al. 1994). The groundwater level is about 4 m. It is a station 
heavily equipped with: two lysimeter trenches (only one of them in use now with more than 
120 suction cups), groundwater wells, piezometers, data loggers for registration and storage 
of climatic data, six boreholes for cross-borehole resistivity measurements (details given in 
method section), four boreholes for cross-borehole ground-penetrating radar (GPR) 
measurements and a multi-compartment sampler. The boreholes were installed winter 08/09. 
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The lysimeter trench is constructed as an underground basement (7m long, 3 m wide and 2.4 
m deep) with walls of waterproof plywood (French et al. 1994).  

The unsaturated zone at Moreppen is highly heterogeneous with alternating and tilted layers 
of varying texture. The sediments are seen to be mainly coarse and medium sand with a high 
content of gravel, similar to that seen in (Figure 2). The soil at Moreppen is assumed to be 
undisturbed as this area was not affected by the construction of the airport, thus Moreppen has 
been used as a reference area for research on activities associated with the airport. This 
includes research on flow and transport in the soil profile, both of de-icing chemical and 
petroleum products to assess the risk of airport activities on the groundwater contamination 
(French et al. 1994).  

2.3 De-icing chemicals 
In this thesis, the flow of tracer and de-icing chemicals are monitored by the use of cross-
borehole resistivity surveys. In this section, some background on the de-icing chemicals used 
at OSL is presented. The use of de-icing chemicals is essential at airports in cold climates, 
such as OSL, to provide safe air-traffic. The chemicals are used to de-ice airplanes, taxiways 
and runways by lowering the freezing point of water, causing snow and ice on the surface to 
melt and prevent the formation of new ice and snow layers. At OSL, propylene glycol (PG) is 
used to de-ice airplanes and to de-ice taxiways and runways potassium formate (KFo) is used 
(Øvstedal & Weiden 2007). The usage of de-icing chemicals has increased the last winter 
seasons, both PG and KFo due to tougher winter conditions the past few years and increased 
area of taxiways that needed de-icing. The challenge concerning de-icing chemicals facing 
OSL now, is handling more surface water from the possible expansion of another terminal 
building (OSL 2009a). The environmental effect of using de-icing chemicals the winter 
season 2008/09 was calculated by OSL (2009b) to be 164 COD, the highest it has been since 
the airport opened. About 80% of the used PG at OSL is collected at the de-icing platforms, 
where based on concentration, some is reused and some is used as carbon-source at a local 
wastewater treatment plant (French et al. 2000b). The PG not collected either follows the 
airplanes after takeoff or drips from the planes along the runway systems. KFo and PG that 
ends up on the sides of the runway systems, infiltrates the sides of the runway system and are 
degraded through natural biological processes in the soil. Due to mechanical removal of snow 
from the runways, most of the chemicals end up being spread to a distance of 30 – 50 m from 
the runway (French et al. 2009a).  

2.3.1: Propyleneglycol (PG) 
The de-icer used on airplanes at OSL is ”Kilfrost” type I and II which are  products based on 
the chemical PG (C3H8O2) (French et al. 2001). PG is a relatively small organic molecule 
with a log Kow coefficient of -1.41, accordingly low adsorption (Kow is explained further in 
section 3.1.5). The compound is completely degraded under aerobic conditions, via several 
organic acids such as lactic and pyruvic acid which are also easily degraded under aerobic 
conditions (French et al. 2000a):  

 𝑪𝑯𝟑 −  𝑪𝑯(𝑶𝑯) −  𝑪𝑯𝟐(𝑶𝑯) +  𝟒𝑶𝟐 
 
→  𝒐𝒓𝒈𝒂𝒏𝒊𝒄 𝒂𝒄𝒊𝒅𝒔 

 
→  𝟑𝑪𝑶𝟐 +  𝟒𝑯𝟐𝑶 Equation 1 
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The chemical oxygen demand (COD) of the complete degradation of PG (1 ml/l) is 1.68 mg/l. 
Under anaerobic conditions, intermediate degradation products may be formed, such as 
propanol, acetate, mercaptane and methane. Mercaptane is a chemical of environmental 
concern as it is a toxic gas with an unpleasant smell of rotten onion (French et al. 2000a). PG 
has been shown in field experiments (French 1999) not to have any retardation and this means 
that the transport velocity of the compound will in theory be the same as the water front 
(Appello & Postma 1993).  

Both field and lab experiments suggest that microbial degradation of PG follows first order 
kinetics and the coefficient of degradation is temperature dependant where rate of degradation 
increases with soil temperatures (French et al. 2001). The coefficient of degradation of PG at 
8oC is 0.06 day-1 (French et al. 2000b). This value, however, assumes that the only limiting 
factor for degradation is the amount of available substrate. Rates of degradation of both KFo 
and PG have been shown to increase if the soil is fertilized with phosphorus and nitrogen, 
hence the soil at OSL is fertilized during the summer months (French et al. 2000a). 

2.3.2 Potassium Formate (KFo) 
When OSL opened, Clearway 1 was used as runway de-icer. This is a compound based on 
Potassium acetate (𝐶𝐻3𝐶𝑂𝑂𝐾) as the main component (French et al. 2001). Now, only 
potassium formate (KFo) (𝐶𝐻𝐾𝑂2) is used and the commercial chemical is called Aviform. 
The reason for this change was that it was thought that KFo consumes less oxygen than KAc 
when degraded (French et al. 2009a). OSL was therefore given an expansion in their 
discharge permit when changing to KFo. However, research has shown that KFo consume as 
much oxygen when degraded as KAc does (French et al. 2000a). The use of KFo is also 
thought to have greater risks concerning long term effects as iron and manganese will slowly 
be removed from the soil profile.  

KFo is a small organic molecule which is easily degraded under aerobic conditions with low 
toxicity. Many of the experiments carried out at OSL and Moreppen previously have used 
KAc, but as both KAc and KFo have many of the same chemical properties, it has been 
assumed that they behave similarly. Both are soluble in water and in contrast to PG which has 
been shown in field experiments not to be absorbed by soil particles, shows some signs of 
adsorption (French et al. 2001). As KFo is a salt, it dissolves to formate and potassium in 
water: 

 𝑪𝑯𝑲𝑶𝟐  
 
→  𝑪𝑯𝑶𝑶− + 𝑲+        Equation 2 

Both the resulting ions may take part in the ion exchange processes in soil. As soil particles 
are negatively charged, formate is expected to show little sorption, while adsorption of 
potassium is expected over time. This could potentially affect the water chemistry in 
groundwater (French et al. 2000a). However, it is thought that the adsorption of potassium 
due to infiltration of de-icing chemicals will not affect the water quality at Gardermoen due to 
the low background concentration of potassium in the groundwater. The recommended level 
for potassium in drinking water is far higher than what can be expected from the addition of 
infiltrating de-icing chemicals. KFo is thought to not be bioaccumulating (French et al. 
2000a).  Fo is in equilibrium with formic acid when dissolved: 
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 𝑪𝑯𝑪𝑶𝑶− +  𝑯𝟐𝑶 
 
↔  𝑯𝑪𝑶𝑶𝑯 + 𝑶𝑯−     Equation 3 

Under aerobic conditions, formic acid will fully degrade:  

 𝑯𝑪𝑶𝑶𝑯 + 𝟐𝑶𝟐  
 
→  𝟐𝑪𝑶𝟐 +  𝟐𝑯𝟐𝑶      Equation 4 

The COD for complete degradation of KFo (1 ml/l) has been found to be 0.35 mg/l (French 
1999; French et al. 2000a). The degradation of KFo has also been found to follow first order 
kinetics, where lab experiments suggests that the degradation coefficient at 8oC is 0.02 day-1 
(French et al. 2000b). KFo represent a low COD load to the soil and is currently the most 
environmentally friendly runway de-icer on the market (Øvstedal & Weiden 2007). 

2.3.3 The environmental risk of de-icing chemicals 
The greatest problem with release of de-icing chemicals to the environment is that they 
require high concentrations of oxygen for full degradation and this can lead to reduced 
amounts of dissolved oxygen. Periods of water saturation or during heavy loads of chemicals, 
the soil may be oxygen depleted and other electron acceptors will be used by the microbial 
organisms in the degradation process, such as nitrate, manganese, iron, sulphate and carbonate 
in this order.  As a result, zones composted of different chemicals in the groundwater might 
occur, from the source of de-icing chemicals and following the flow of the groundwater. 
Close to the source, there will be methane production, followed by zones first of sulphate 
reduction, then iron reduction, manganese reduction, nitrate reduction and aerobe degradation 
where oxygen is still available. Anaerobic degradation of organic chemicals is slower than 
under aerobic conditions and there is a lag time after pollution of de-icing chemical before 
anaerobe degradation takes place. Under anaerobic conditions, the pollution plume can 
therefore spread to a greater area (French et al. 2000a). Research has shown that high 
concentrations in KAc and PG are linked to high concentrations of manganese (French 1999; 
Jaesche et al. 2006). Released manganese in soil particles is a result of anaerobic oxygen. This 
is usually not a problem in the unsaturated zone; however, anaerobic conditions can occur 
locally, for example in stagnant water. It could result in increased concentrations of 
manganese in the groundwater (French et al. 2000a). In periods where the concentration of 
de-icing chemicals are low, manganese will dissolve (Jaesche et al. 2006). There has not yet 
been shown that pollution of de-icing chemicals leads to dissolution of heavy metals from the 
soil profile. Carbon from humus horizon may dissolve under anaerobe conditions and 
transported to the groundwater. This was early documented in field experiments (French et al. 
2000a) and this could lead to manganese and carbon being replaced in the soil profile under 
anaerobe conditions and result in chemical change of the groundwater. At OSL, high 
concentrations of iron in the groundwater has been found suggesting that organic compounds 
have lead to anaerobic conditions in the groundwater (OSL 1999).  

At high concentrations, PG and KFo can be toxic to aquatic organisms. Corsi et al. (2006) 
found that organisms were more sensitive to type IV fluids than type I. The acute toxicity 
endpoint for type I fluids varies from 1550 mg/l to 45 100 mg/l, while type IV fluids all had 
their endpoints below 2000 mg/l. Hartwell et al. (1995) found that de-icing chemicals have 
the potential to damage ecosystems, especially due to the possible lowering of the 
concentration of dissolved oxygen. Evans and David (1974) showed that PG can have 



Area description 

10 
 

negative effect on kidneys and the nervous system in mammals. In drinking water, the 
concentration should not exceed 1 mg/l. Glycol-based de-icing chemicals have higher toxicity 
than pure glycol-compounds (Pillard & DuFresne 1999). The half life, the time it take to 
degrade half the original concentration of a compound, for PG and KFo is 2.6 to 54 days, and 
2.6 to 61 days, respectively. The variations are due to temperature differences and the 
available nutrients in soil. It has been shown in field infiltration experiments that 
concentrations of KFo and PG after 128 days are 0.04 and 8% respectively (French et al. 
2000b). The environmental concern is higher for PG than KFo due to the slower degradation 
under aerobic conditions and a higher COD.  

De-icing chemicals often contain additives and these have been shown to be toxic to aquatic 
organisms (Corsi et al. 2006). Additives are treated as industrial secrets and producers of de-
icing fluids do not have to identify the chemicals or their risk to the environment. These 
additives have various properties, such as pH-adjusters, flame retardants, grease removers, 
polishing agents, emulsifiers, biocides and colouring agents. OSL have their own 
specification requirements to producers where additives have to be identified with 
environmental risk and toxicity to aquatic systems (Weideborg 2008). High concentrations of 
additives in soil slows down the microbial degradation of PG and FKo (Corsi et al. 2006). 
Triazoles and sodium petroleum sulfonates, which are the additives with greatest 
environmental concern (Corsi et al. 2006) have now been forbidden by OSL (Weideborg 
2008).  

2.3.4 Discharge permit for de-icing chemicals 
Both Norwegian Water Resources and Energy Directorate (Norges vassdrag- og 
energidirektorat, NVE) and Norwegian Climate and Pollution Agency (Klima- og 
forurensningsdirektoratet, Klif) have under the Pollution Act and the Water Resource Act 
given strict regulations to OSL concerning the use and discharge of de-icing chemicals. These 
were the strictest international regulations to an airport when OSL was opened (French et al. 
2009a). Runoff from the airport, both to groundwater and surface runoff in the area around 
the airport has to be protected, quality and quantity. Due to the protected area around the 
airport, activities at the airport are regulated through law not to affect the erosion processes in 
the ravine landscape. Runoff from OSL cannot cause oxygen depletion in the rivers close to 
the airport due to runoff and no influence on the kettle hole lakes in the area (OSL 1999). 
NVE has given permission to OSL for the use of de-icing chemicals and for their infiltration 
into the soil profile along the runways. The requirement is that the soil has to have the 
capacity to degrade the chemicals and that no traces of the chemicals are found in the 
groundwater. Although the groundwater is not used as drinking water today, Klif requires that 
the groundwater is not to be polluted so it can be a potential drinking water source in the 
future (French et al. 2009a). The regulations through the discharge permit of de-icing 
chemicals which OSL has received from Klif is 168 ton PG and 635 ton KFo and a fine of 2 
mill NOK is given OSL if de-icing chemicals are found in the groundwater (Klif 2001).  

  



Theory 

11 
 

3. Theory 

3.1 Flow in the unsaturated zone 
The focus here is to study the flow, both of water and de-icing chemicals, through the 
unsaturated zone due to its importance as a barrier against contaminants reaching the 
groundwater.  

3.1.1 Basic soil theory 
The unsaturated zone is the volume of sediments below the surface and above the 
groundwater. The unsaturated zone is a three phase system: the solid phase is made up of 
mineral matter and organic matter, the liquid phase which consists of soil water containing 
dissolved solutes and the gaseous phase consisting of air (Hillel 1982). The transport of water 
and gas takes place through void spaces. The porosity, 𝜙 (m3/m3), of a medium is defined as:  

 𝝓 =  𝑽𝑽
𝑽𝑻

         Equation 5 

where VV is the volume of voids (m3) and VT is the total volume (m3) (Domenico & Schwartz 
1998). Not all pores in a medium are available for fluid flow; some may be too small and 
others isolated. The pores which take part in fluid flow are referred to as effective porosity 
and is the sum of all interconnected pores. Groundwater is the saturated zone where the ratio 
of water volume compared to void spaces in soil or rock is 1 (or 100%). This is the water 
saturation (further referred to as saturation), S (m3/m3), can be expressed as a ratio between 
water volume, VW (m3), and volume of void spaces, VV (m3): 

 𝑺 =  𝑽𝑾
𝑽𝑽

         Equation 6 

The value for S varies between 1 and 0. It is less than 1 in the unsaturated zone, indicating 
that air occupies some of the void spaces (Domenico & Schwartz 1998). The water content 
can be expressed in percentage where full saturation is equal to the porosity. The volume of 
water and gas in the pores varies spatially and temporally due to climatic conditions, such as 
evaporation and rain, and with different forces acting upon water trying to achieve a state of 
equilibrium between the two phases.  

As water content of soil decreases, generally the pressure head becomes more negative 
causing the capillary pressure to increase. The reason for the increase in capillary rise is due 
to the remaining water finding itself in smaller and smaller voids as the soil dries (Domenico 
& Schwartz 1998). This relationship between pressure head and water content is described by 
a water retention curve. Water retention characteristics describe the ability of the soil matrix 
to bind water.  

3.1.2 Movement of water in the unsaturated zone 
In general, water movement is driven by difference in energy which can be described in terms 
of potential energy and kinetic energy. Because the velocity of the water movement is low, 
the kinetic energy can be neglected compared to water potential energy. The flow in the 
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unsaturated zone is more complex than in the saturated zone. In the saturated zone, the 
driving force for groundwater is the hydraulic head, ℎ (m),  

 𝒉 = 𝒛 +  𝝍        Equation 7 

where 𝑧 is the elevation head (m) and  𝜓 is the pressure head (m) (Domenico & Schwartz 
1998). The hydraulic head is the water’s potential energy in weight basis. Darcy’s Law:  

 𝒒 =  −𝑲 ∆𝑯
𝒙
− 𝑲 𝒊       Equation 8 

describes this flow, where 𝑞 is the volumetric flow rate per unit surface area with units of 
velocity (m/s) or the specific discharge, 𝐾 is the constant of proportionality with units of 
velocity (m/s), ∆𝐻 is the change in hydraulic head (m) along a distance 𝑥 (m) and 𝑖 is the 
dimensionless hydraulic gradient. The specific discharge can be divided by the effective 
porosity to get a more “realistic” velocity (Domenico & Schwartz 1998). 𝐾 from Darcy’s Law 
expresses how easily a fluid is transported through a porous medium. Darcy’s Law is a 
general equation that describes flux of water in one dimension, 𝑥, through a homogeneous 
porous medium. It can also be used to describe flow in three dimensions where 𝑞𝑥𝑦𝑧 (m/day) 
is the hydraulic gradient with respect to the Cartesian coordinates, 𝑥,𝑦 and 𝑧 (Appello & 
Postma 1993): 

 𝒒𝒙𝒚𝒛 =  �−𝑲 𝝏𝒉
𝝏𝒙
� + �−𝑲𝝏𝒉

𝝏𝒚
 � +  �−𝑲 𝝏𝒉

𝝏𝒛
�    Equation 9 

The same concepts apply to water movement in the unsaturated zone, but with complications 
which has to be considered. The flow processes in unsaturated zone often entails changes in 
the state and content of soil water during flow and involves complex relations between the 
soil variables: soil wetness, suction, and conductivity which again can be complicated by 
hysteresis (Hillel 1982). The pressure head in the unsaturated zone is less than the 
atmospheric (𝜓 < 0), in the saturated zone the pressure is greater than atmospheric (𝜓 < 0) 
and at the groundwater surface the pressure is equal to the atmospheric pressure (𝜓 = 0). The 
negative pressure head in the unsaturated zone (also referred to as either tension head or 
suction head) is due to matrix forces which are acting between the soil water and the soil 
matrix. These forces consist of capillary forces and adsorption of soil water or ions in the 
water to the negative surface of soil particles (Domenico & Schwartz 1998). Flow of water is 
in the direction of decreasing potential and the rate of flow (flux) is proportional to the 
potential gradient and is affected by the geometric properties of the pore channels. Flow in 
unsaturated zone is expressed by Richard’s equation:  

 𝒒 =  −𝑲 (𝝍)𝜵 𝑯       Equation 10 

where the conductivity, 𝐾(m/s), now is a function of the matrix suction head 𝐾 =  𝐾(𝜓) 
(m/s), and ∆𝐻 is the hydraulic gradient (m) which may include both suction and gravitational 
components (Hillel 1982).  

Water in the unsaturated zone percolates generally vertically downwards, towards the 
groundwater, along the maximal gradient of soil moisture potential, where relief is moderate. 
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A simple mass balance can give the rate of percolation at steady state, where v (m/yr) is the 
velocity in the unsaturated zone, P (m/yr) is the precipitation surplus and ϕW (m3/m3) is the 
water filled porosity: 

 𝒗 = 𝑷
𝝓𝑾

         Equation 11 

A water flow velocity that is simply determined by the mass balance described by equation 
11, means that newly infiltrating water pushes the old water ahead, down vertically through 
the unsaturated zone. This type of flow is known as a piston flow (Appello & Postma 1993).  

3.1.3 Infiltration 
In natural systems, the infiltration in the unsaturated zone is not a steady state flow. Small 
scale heterogeneity such as uneven distribution of macro and micro pores and aggregate 
formation can lead to focused infiltration. The infiltration rate is complicated to quantify but 
is of importance when studying the risk of contaminating the groundwater as preferential flow 
can reduce the residence time of infiltration water in the unsaturated zone (Hillel 1982). 
Transport studies of inactive tracer in a natural soil profile at OSL revealed that the flow 
through the unsaturated zone is mainly gravity-dominated. The displacement has been seen to 
be  highly dependent on cumulative infiltration during snowmelt and autumn rains (French 
1999).  

Frost in the ground complicates quantifying the infiltration rate further, especially as the 
formation and distribution of frost fluctuates in time and space. Some years, the cycle of 
repeated melting and freezing can give rise to a solid layer of ice below the snow cover and 
this reduces the infiltration capacity as well as creating heterogeneous infiltration. Infiltration 
of melt water from snow occur mainly in macro pores. The pressure gradient due to the phase 
transition from liquid to solid water transporting water to the frozen soil is another factor 
which reduces the infiltration capacity. The phase transition causes a significant suction 
gradient which makes the soil below the freezing front extremely dry. The infiltration 
capacity of this dry soil found below the freezing front is very low as the unsaturated 
permeability of soil is a function of the water content. Frozen soil can also inhibit the 
infiltration of melt water and this will lead to ponding in topographical depressions on the soil 
surface. The recharge is likely to be focused as a result of ponding and reduced permeability 
due to ground frost and thin ice layers. This creates risk of contaminating the groundwater, in 
cases such as OSL, as focused infiltration of thawing soil at the end of the snow melting 
period from the pond will occur. After ponding, frost fissures can result due to desiccation of 
fluid water, leading to high infiltration capacity (Kitterød 2008; French, 1999).  

3.1.4 Movement of solutes 
Dissolved chemicals in soil water are transported through the soil by advective flow of water, 
described by Darcy’s Law in three dimensions as seen in equation 9. Biological, physical and 
chemical processes will affect the concentration of dissolved chemicals in the soil profile. 
Sorption of chemicals to the soil particles reduces the velocity of the chemicals compared to 
the velocity of water. This is a result of adsorption sites on the soil particles which must first 
be “filled” by the chemical to conform to the required distribution, before further transport is 



Theory 

14 
 

possible. Many organic pollutants are hydrophobic which means they prefer solution in apolar 
liquids, hence these pollutants are readily taken up in organic matter in sediments. The 
tendency of an organic pollutant to be adsorbed is related to the distribution coefficient, Kow, 
of the chemical between water and an apolar liquid, such as octanol. Hydrodynamic 
dispersion causes scattering of the solute molecules by diffusion and dispersion. Diffusion is 
the physical spreading of molecules due to a concentration gradient in stagnant water while 
dispersion is the spread of molecules due to water flow. Chemical and biological degradation 
and precipitation, as well as other forms of dissolution, affects the total concentration of the 
solute. Combining these processes in one equation to describe the change in concentration due 
to transport, dispersion and sorption can be done, where C is solute concentration (mol/l), t is 
time (s), v is porewater flow velocity (m/s), 𝐷𝐿 is the hydrodynamic dispersion coefficient 
(m2/s), 𝑥 is a distance (m), 𝑞 is the concentration on solid (mol/ l of porewater) (Appello & 
Postma 1993): 

 �𝝏𝑪
𝝏𝒕
�
𝒙

=  −𝒗 �𝝏𝑪
𝝏𝒙
�
𝒕

+  𝑫𝑳 �
𝝏𝟐𝑪
𝝏𝒙𝟐

�
𝒕
−  �𝝏𝒒

𝝏𝒕
�
𝒙

    Equation 12 

Most  recharge to aquifers takes place by infiltration of surface water through the unsaturated 
zone. Infiltrating water transports the solutes down towards the groundwater and during this 
passage; the contaminants are diluted and dispersed while being transported through the pore 
matrix. The velocity of the contaminant flow through the unsaturated zone is affected by pore 
structure, hydraulic conductivities and the saturation level in the region. 

The solutes in focus here are de-icing chemicals, and they are easily degraded. Degradation in 
soil is determined by several factors, such as; soil temperature, initial biomass, water content, 
available carbon substrate, oxygen and nutrients (nitrogen and phosphorus) (Kieft et al. 1993). 
Limiting factors for growth such as carbon source, nitrogen and phosphorus are spread in the 
heterogeneous environment and so is the distribution of microorganisms. It is normal to find 
the highest densities of microorganism populations close to the surface where the carbon 
source supply usually is (French 1999).  

3.2 The resistivity method 

3.2.1 The basic principle of the resistivity method 
The direct current (DC) resistivity method (further referred to as resistivity method) measures 
the apparent resistivity of the ground. It is the measure of the resistivity of a material, which is 
a diagnostic and fundamental property of all geological materials. Resistivity is the inverse of 
electrical conductivity (EC). The basic definition of resistivity is explained by figure 3, where 
a current, I (A), passes through an electrically uniform cube of side length L (m). The material 
within the cube resists the conduction of electricity passing through it and this results in a 
potential drop, V (V), between the opposite sides of the cube (Reynolds 1997).  
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Figure 3: Sketch of the simple definition of resistivity across a homogeneous block of side length (L) with an applied current 
(I) and a potential drop between opposite faces (V). (Adapted from Reynolds (1997)). 

The resistance of the cube, R (Ω), is proportional to the length, L (m), and inversely 
proportional to the cross-sectional area, A (m2). Resistivity, ρ (Ω m), is the constant of 
proportionality:  

 𝑹 =  𝝆 𝑳
𝑨
         Equation 13 

Ohm’s Law:  

 𝑹 =  𝑽
𝑰
         Equation 14 

states that the ratio of the potential drop, V, (V) to the applied current, I, (A) also defines the 
resistance, R (Ω), of the cube and combining these two expressions gives the product of 
resistance, R, (Ω) and a distance, L, (m). Hence, resistivity has the units ohm-metres (Ω m) 
(Reynolds 1997):  

 𝝆 =  𝑽 𝑨
𝑰 𝑳

         Equation 15 

The resistivity of geological materials exhibits one of the largest ranges of all physical 
properties. In sedimentary rocks, the resistivity of the interstitial fluid is more important than 
that of the rock. This is due to conduction in rocks occurs by pore fluids acting as electrolytes 
with the actual mineral grains contributing very little to the overall EC of the rock. Resistivity 
is influenced by factors such as soil type, porosity, connectivity of the pores and their 
tortuosity, the saturation level and temperature (Reynolds 1997). The three phases present in 
soil are air, fluid and solids and they affect the resistivity differently: air is an insulator, the 
water solution resistivity is a function of the ionic concentration and the resistivity of the solid 
grains is related to the electrical charges density at the surface of the constituents. The 
geometry of the pores (void distribution and form) determines the proportion of air and fluid 
present in the sediment. Clay particles conduct electricity not only through free pore-water but 
also through adsorbed water at the surface of the clay particles; hence, the resistivity of the 
solid matrix cannot be neglected in fine-textured soils. The soil at Moreppen does not contain 
clay and adsorbed water is therefore not an issue. Different ions, at the same concentration, in 
the soil solution do not affect the conductivity in the same way due to variations in ion 
mobility (Samouëlian et al. 2005).   

The purpose of carrying out a geo-electrical survey, such as electrical resistivity tomography 
(ERT), is to determine the subsurface resistivity distribution by performing measurements at 
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the earth surface, either along the surface or using boreholes. Most ERT methods still adopt 
the four-electrode measurement approach which was traditionally used in exploration 
geophysics (Binley & Kemna 2005). The basic principle behind this involves a known current 
which is injected into the ground by the means of two current electrodes (A and B) and two 
potential electrodes (M and N) are used to measure the resulting voltage difference (Reynolds 
1997). Referring to equation 14, V will be the measured primary (peak) voltage between the 
potential electrodes and I is the known injected current. The sub-surface is not a homogenous 
medium and the measured resistivity is thus not the “true” resistivity but the apparent 
resistivity, ρa (Ω m). The apparent resistivity, unlike the true resistivity, is not a physical 
property of the subsurface; it is an average value for the ground taken as a homogeneous half-
space (Reynolds 1997).  

In the field an electrical current, 𝐼 (A), is injected using a pair of current electrodes and the 
electrical potential, ∆∅, is measured between a pair of potential electrodes (Müller et al. 
2010), together they produce the transfer resistance R (Ω).  

 𝑹 =  ∆∅
𝑰

         Equation 16 

For n electrodes there are 𝑛(𝑛−3)
2

  independent transfer resistances. A transfer resistance is 
therefore the ratio of a voltage at one pair of terminals to the current causing it (Dailey & 
Owen 1991). The apparent resistivity is a product of this measured transfer resistance and a 
geometric factor, K (m), for a given electrode array:  

 𝝆𝒂 =𝑹𝑲         Equation 17 

The geometric factor takes into account geometric spreading of the electrodes which varies 
for different configurations of electrodes. It gives a term with unit of length (m), where A and 
B are current electrodes and M and N are potential electrodes and the terms AM, MB, AN, 
and NB represent the geometrical distance (m) between the different electrodes:  

 𝑲 = 𝟐𝝅 � 𝟏
𝑨𝑴

− 𝟏
𝑴𝑩

− 𝟏
𝑨𝑵

+ 𝟏
𝑵𝑩
�
−𝟏

        Equation 18 

The four main configurations are Schlumberger, Wenner, Dipole-Dipole and Square 
(Reynolds 1997). These can all be used for surveys with multi-channel system. In this project 
a dipole-dipole configuration was used. In this configuration, current is applied to two 
adjacent electrodes and the resulting voltage between all the remaining electrodes with the 
same distance between the pairs is measured (French et al. 2002). 

Figure 4 illustrates the basic principle of resistivity method for a homogeneous sub-surface 
where voltage is generated by two current electrodes (A and B) injecting a known current, and 
two potential electrodes (M and N) which measures the potential drop.   
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Figure 4: Current and equipotential lines produced by a pair of current electrodes (A and B) and the drop in voltage measured 
by the pair of potential electrodes (M and N) in homogeneous earth with Wenner configuration (Bloem 2002). 

The lines shown are equipotential lines of equal voltage and current flow perpendicular to 
these lines in a homogeneous earth. In a homogeneous and isotropic half-space, electrical 
equipotential lines are hemispherical when the current electrodes are located at the soil 
surface. To increase the depth of the signal through the ground, the spacing between the 
electrodes can be increased. However, a small distance between the potential electrodes gives 
better signal-to-noise ratio (Reynolds 1997).  

3.2.2 Cross-borehole ERT surveys 
In this thesis, cross-borehole ERT surveys were carried out. Cross-borehole ERT surveying is 
an extension of the conventional surface resistivity imaging. By using measurements from 
electrodes in two or more boreholes, an image of the resistivity in the soil profile between the 
boreholes is obtained. The same arrays of electrodes in boreholes can be used to obtain a 
resistivity profile as with surface surveys. This method offers improved sensitivity to 
variations in electrical properties with depth compared to surface-applied surveys (Binley & 
Kemna 2005). There are various examples of this method and one of the first to demonstrate 
how this technique can be applied in hydrogeophysics is Dailey, et al. (1992). A wide range 
of applications for the use of cross-borehole resistivity in hydrogeophysical problems has 
developed, some include: vadose zone studies (e.g. Binely et al. (2002)), characterizing the 
transport of tracer in the subsurface (e.g. Kemna et al. (2002)), and monitoring leakage from 
underground storage tanks (Ramirez et al. 1996).  

The main advantages of using cross-borehole compared to surface imaging are that this 
method offers higher resolution with depth and investigation can be made without the need 
for access to the surface (e.g. surveys under building). In comparison with surface surveys, 
cross-borehole method has been shown to provide high-resolution images of hydrogeological 
structures and, in some cases detailed assessment of dynamic processes in the subsurface 
environment (Binley et al. 2002). There are also some disadvantages and these include the 
fact that boreholes are required, data sensitivity is constrained to the region between the 
boreholes, more sophisticated instrumentation might be required for data acquisition, the 
noise level may be much higher for surveys in the vadose zone than using surface electrodes 
due to weaker electrical contact, and data processing is more complex (Binley & Kemna 
2005). The conditions for cross-borehole imaging are extremely variable and the acquisition 
geometry should be considered on a case-by-case basis. The contrast in electrode contact and 
influence of backfill or any borehole water column will vary, and so will the separation 

A B N M 
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between boreholes and the instrumentation resolution and measurement rates (Binley & 
Kemna 2005).  

3.2.3 Modelling and data inversion 
The goal of resistivity surveys is to derive the distribution of low-frequency electrical 
properties inside an object. Generally the object of interest is the subsurface, from a set of 
measurements connected on the boundary of the object. The theoretical outcome of such a 
measurement can be determined mathematically (modelled) for given electrical properties of 
Poission’s equation and subject to given boundary conditions. The Poission’s equation defines 
the relationship of a three-dimensional isotropic electrical-conductivity distribution, σ(r) 
(S/m), the three-dimensional electric potential, V(r) (V), at a point, r, due to a single current 
electrode, idealized as a point source at the origin with strength I:  

 𝛁 (𝝈𝛁𝑽) =  −𝑰 𝜹 (𝒓)       Equation 19 

The conditions set in this case are:  

 𝜹 𝑽
𝜹 𝒏

= 𝟎         Equation 20 

at the ground surface at the other infinite boundaries:  

 𝑽 = 𝟎         Equation 21 

This is the solution to the “forward” problem which is the determination of the outcome of the 
measurements based on the mathematical resolution of the governing physical equation for a 
given distribution of low-frequency electrical properties. However, for the purpose of 
subsurface investigations, the distribution of electrical properties (model) is used to explain 
the field measurements to an acceptable degree (Binley & Kemna 2005). Inversion theory is 
applied in order to determine an image of the measured resistivity. The “inverse” problem is 
the determination of the distribution of low-frequency electrical properties based on a given 
set of measurements. By dividing the domain of interest into parameter cells (j = 1 to M) the 
inversion solution is a resistivity distribution of block values that would theoretically compute 
the “best” set of resistivity values, which satisfies both the measured dataset and any prior 
constraint (Binley et al. 2002). There is therefore more than one inversion that can be the 
“solution”. The defined size of the parameter cells becomes the resolution limits of the model; 
although it is reduced somewhat by the implicit smoothing of the algorithm (French et al. 
2002). The final model resolution is a complicated function of numerous factors such as 
electrode layout, measurement scheme, signal-to-noise ratio, resistivity distribution and the 
parameterization and regularization used in the inversion. First, electrical properties are 
discretized into a set of defining a model vector, m:  

 𝒎𝒋 = 𝐥𝐧𝝈𝒋        Equation 22 

The logarithm accounts for the large possible range in earth conductivities. The given set of 
measured transfer resistances, R, is defined by a data vector, d: 

 𝒅𝒋 = − 𝐥𝐧𝑹𝒋         Equation 23 



Theory 

19 
 

The minus sign accounts for physical dimensions. The aim of the inversion is to find a model, 
m, which using the forward mapping according to equation 19, reproduces d to the specified 
level of uncertainty. The inverse problem is solved as a regularized optimization problem: 

 𝝍 (𝒎) =  𝝍𝒅(𝒎) + 𝜶𝝍𝒎(𝒎)      Equation 24 

The linear system of equations is as follows for each iteration, k:  

 �𝑱𝒌𝑻 𝑾𝒅
𝑻 𝑾𝒅 𝑱𝒌 +  𝜶 𝑾𝒎

𝑻  𝑾𝒎
 �∆𝒎𝒌 =  𝑱𝒌𝑻 𝑾𝒅

𝑻 𝑾𝒅�𝒅 − 𝒇(𝒎𝒌)� −  𝜶𝑾𝒎
𝑻  𝑾𝒎 (𝒎𝒌 −𝒎𝒓𝒆𝒇) 

          Equation 25 

where 𝑊𝑑 is a data weighting matrix associated with individual errors, 𝑊𝑚 is a model 
weighting matrix, 𝐽𝑘 is the Jacobian (sensitivity) matrix evaluated for the current model 𝑚𝑘, α  
is the regularization parameter and controls the tradeoff between influence of data misfit and 
model objective function in the inversion, f is the forward mapping operator. 𝑚𝑟𝑒𝑓 is a 
reference model which contains expected parameter values as well as results of a previous 
inversion or is just assigned to a homogenous half-space or the null vector if no additional 
information is available (Binley & Kemna 2005). The iteration process ∆𝑚𝑘+1 =  𝑚𝑘 + ∆𝑚𝑘 
starts at 𝑚0 (or 𝑚𝑟𝑒𝑓 if available) according to equation 25 for a continued optimum choice of 
α (deGroot-Hedlin & Constable 1990) until 𝜓𝑑(𝑚𝑘) matches the desired target value for the 
root-mean-square error, 𝜀𝑅𝑀𝑆, which is given by: 

 𝜺𝑹𝑴𝑺 =  𝟏
𝒋
 �∑ 𝑾𝜺,𝒊 (𝒅𝒊 −  𝒇𝒊(𝒎))𝟐𝒋

𝒊=𝟏      Equation 26 

where 𝑊𝑖 is a diagonal matrix based on measurement error assuming that the measurement 
errors are uncorrelated (Koestel et al. 2008). In this case the target value for 𝜀𝑅𝑀𝑆 is one. The 
challenge with the resistivity method is that there is no unique solution to the problem. This 
means that there typically exists a variety of different models that effectively produce the 
same response. And due to that fact that data are neither complete nor perfectly accurate, there 
is, with a given number of uncertainty, in principle an infinite number of models that fit the 
data. This can, however, be optimized. The resulting inversion models are approximations and 
can therefore act as a source of error. To ensure that a solution is reached, many inversion 
methods employ smoothing of some sort and this smoothing may be inappropriate (Binley & 
Kemna 2005).  

Having this priori value controls the final solution in this form of inversion (Occam inversion) 
by finding the optimal solution within a range of solutions that provide the adequate data 
misfit and avoids continuous smoothing (Labrecque et al. 1996). An underestimation of data 
error leads to artefacts in the resulting inversion, but on the other hand overestimation results 
in overly smooth inversions (Koestel et al. 2008).  

A map of accumulated sensitivity, 𝑠, of the inversion is a simple and effective way to look at 
the final model resolution. The sensitivity in ERT surveys states how a local change in 
electrical conductivity affects a single transfer resistance measurement. A poorly covered 
region is unlikely to be well resolved (Kemna et al. 2002). An accumulated sensitivity map of 
the spatial pattern is calculated for all individual measurements (Binley & Kemna 2005): 
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 𝒔𝒋 =  �𝑱𝒌𝑻 𝑾𝒅
𝑻 𝑾𝒅 𝑱𝒌�𝒋𝒋      Equation 27 

The program which is used in this thesis to calculate the resistivity models is R2, created by 
Andrew Binley. The R2 program is a forward/inverse solution for three-dimensional and two-
dimensional current flow in a quadrilateral or triangular mesh. The solutions are performed 
using a finite element based algorithm, which accounts for three-dimensional current flow in a 
two-dimensional resistivity field. The inversion solution is an “Occam” type solutions (Binley 
& Kemna 2005), and is based on the series of equations explained in this section. The benefit 
of using this approach is that the misfit between measured and theoretical resistances for a 
particular resistivity distribution is minimised whilst maintaining a smooth resistivity 
(Labrecque et al. 1996).   

3.2.4 Temperature correction 
Temperature has a strong influence on the EC of the subsurface. EC of pore water increases 
with temperature due to increase in ion agitation as a result of decreasing viscosity of the fluid 
while the change in the surface EC of rocks and sediments due to temperature variations are 
caused by changes in the surface ionic mobility. These two mechanisms have different 
dependence on temperature (Hayley et al. 2007). A study carried out by Rein et al. (2004) 
showed that even diurnal temperature variations can have a relatively large effect on the EC. 
Campbell et al. (1948) found that the EC of alkaline and saline soils increased exponentially 
by about 2.02% per oC between 15 and 35 oC. It was suggested by Aaltonen (2001) that 
coarse-grained material presents a wider range in seasonal resistivity variations due to 
temperature than fine-grained material.  

There are two proposed types of temperature dependence relationships concerning EC 
variations in sediments: one linear and one exponential. Campbell (1948) suggested a linear 
relationship explaining the dependence of temperature on EC, where 𝜎𝑇 (S/m) is the recorded 
EC at temperature 𝑇 (oC) and 𝜎𝑇25 (S/m) is the EC at the conventional reference temperature 
of 25oC, and m (-oC) is the fractional change in EC per oC and varies for different materials 
and fluids: 

 𝝈𝑻  =  𝝈𝑻𝟐𝟓[𝟏 + 𝒎 (𝑻 −  𝑻𝟐𝟓)]      Equation 28 

Sen & Goode (1992) found supporting evidence to this relationship in shaly sands containing 
varying amounts of clays. 

Llera et al (1990) proposed an exponential relationship between EC and temperature where 𝐴 
(J/mol) is the activation energy of conduction, 𝑅 (J/kg K) is the universal gas constant, 𝑇 (K) 
is temperature and 𝜎𝑇 (S/m) and 𝜎𝑇25 (S/m) are the EC recorded at temperature 𝑇 and at the 
reference temperature 25oC, respectively: 

 𝝈𝑻 =  𝝈𝑻𝟐𝟓 𝒆
−𝑨
𝑹 �

𝟏
𝑻− 𝟏

𝟐𝟗𝟖�       Equation 29 

Hayley et al. (2007) tested these two theoretical models. Their first observation was that 
equation 29, suggesting an exponential temperature relationship provides better results over a 
larger temperature range. Using equation 28, they found that linear relationships for the 
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temperature range 0-25 oC for approximating temperature dependence of surface and fluid 
conductivity have similar slopes, and their data is consistent with the theoretical models. For 
the temperature range 0-25 oC, also the one of interest in this study, the temperature 
dependence is not well described with petro-physical models calibrated to the range 25 – 200 
oC. They suggest to use the linear approximation which is specific to the temperature range of 
interest, equation 28. 

3.2.5 Time-lapse resistivity modelling 
ERT provides an estimate of soil bulk electrical conductivity distribution. Soil bulk electrical 
conductivity is itself a function of soil structure, water content, pore water electrical 
conductivity and temperature. During infiltration events, most of these parameters remain 
constant while water content, pore water EC and/or temperature changes. In some cases, 
temperature is assumed constant while other studies include temperature as a seasonal 
variability (e.g Jayawickreme et al. (2008)) Changes in resistivity over time for a soil profile 
can therefore be used to observe these expected changes. This approach is called time-lapse 
imaging (Binley & Kemna 2005). The time-lapse inversion method used here is based on 
inverting the ratio of initial and subsequent datasets to obtain a combined dataset from:  

 𝑪𝒓𝒂𝒕 = 𝑪𝒕
𝑪𝒔𝒕𝒅

 𝑪𝑭        Equation 30 

where 𝐶𝑟𝑎𝑡 (S/m) is the conductance ratio to be inverted, 𝐶𝑠𝑡𝑑 (S/m) and 𝐶𝑡 (S/m) are the 
initial conductance measurements set as the standard and the measured conductance at time 𝑡, 
and 𝐶𝐹 (S/m) represents the theoretical conductance that would be observed over a 
homogeneous half-space (Dailey & Owen 1991). The combined datasets are inverted like the 
individual inversions. 

3.2.6 Interpretation of resistivity data 
Quantifying ERT measurements can be carried out using petro-physical relationships.  
Establishing these relationships has been a topic of intense work (Day-Lewis et al. 2005). 
Forquet (2009) explored different empirical ways to relate water content to bulk EC and 
estimated fitting parameters for soil samples from Moreppen. He recommended using an 
approach published by Yeh et al. (2002) for predicting water content due to the fact that they 
studied relative changes rather than absolute ones. They used a simple model to relate water 
content to soil bulk resistivity, where  𝜌𝑏 (Ω m) is the bulk resistivity of the soil, 𝜃 is the water 
content (m3/m3), 𝜌0 (Ω m) and 𝑚 are a fitting parameter:  

 𝝆𝒃 =  𝝆𝟎𝜽−𝒎        Equation 31 

Looking at the difference in natural log resistivity before and after infiltration, the equation 
becomes linear: 

 ∆𝒍𝒏𝝆𝒃 =  −𝒎 ∆ 𝐥𝐧𝜽       Equation 32 

Another relationship was found by Archie who suggested that bulk soil resistivity and 
saturation followed a power law, called Archie’s Law and can be expressed as: 

 𝝆 = 𝒂 𝝓−𝒎𝒔−𝒏𝝆𝒘       Equation 33  
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It is an empirical formula for the effective resistivity of a rock formation, ρ (Ω m), which 
takes into account the porosity, ∅ (m3/m3), the saturation level, s, and the resistivity of the 
water, ρw (Ω m), where a, m and n are fitting parameters. Sedimentary rocks have a variable 
composition; the resistivity will reflect the varying proportions of the constituent materials 
(Reynolds 1997).  

Change in saturation can be calculated where 𝑆𝑡𝑠𝑡𝑑 , 𝜌𝑠,𝑡𝑠𝑡𝑑  (Ω m) and 𝜌𝑤,𝑡𝑠𝑡𝑑  (Ω m) are the 
saturation, bulk resistivity and pore water resistivity at a reference date and 𝑆𝑡, 𝜌𝑠,𝑡 (Ω m) and 
𝜌𝑤,𝑡 (Ω m) are the saturation, measured soil resistivity and measured water resistivity at the 
date of interest, and 𝑛 is the fitting parameter (French & Binley 2004): 

 𝑺𝒕
𝑺𝒕𝒔𝒕𝒅

=  �
𝝆𝒘,𝒕𝒔𝒕𝒅
𝝆𝑾,𝒕

 𝝆𝒔,𝒕
𝝆𝒔,𝒕𝒔𝒕𝒅

�
−𝟏
𝒏

       Equation 34  

The benefit of looking at the change in saturation is that porosity can be assumed not to 
change, hence the uncertainty of the estimated porosity is removed.  

Estimating hydrologic parameters from geophysical data, although insightful, suffers from 
limitations arising from imperfect and variable tomographic resolution. Day-Lewis et al. 
(2005) refers to this loss of information through variable resolution as “correlation loss”. The 
resolution depends on the measurement physics, the survey geometry, the parameterization 
and regularization used for the inversion and the measurement errors (Day-Lewis et al. 2005).  
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4. Method 

4.1 Field work at Moreppen and field setup 
As mentioned in section 2.2, Moreppen is heavily equipped and various experiments are 
carried out here. For this thesis, the focus is on the ERT data collected from the north and 
south wall during the snow melting 2010 and EC data from the suction cups from the south 
wall (Figure 5). Measurements were made at regular intervals by various participants of the 
SoilCAM project, including the author. A tracer experiment was carried out where on the 26th 
March 2010 inactive tracer (bromide, Br-) and de-icing chemicals (potassium formate (KFo) 
and propylene glycol (PG)) were applied with similar load to the amount applied close to the 
runway (Table 1). Bromide is an inactive tracer which is not adsorbed in the soil and does not 
degrade. Application of the chemicals was carried out by the use of KillaSpray (4612), which 
is a manual apparatus for spraying e.g. pesticides on vegetation, for the most even distribution 
of the chemicals on the snow. The commercial de-icing chemicals applied were Kilfrost type 
II which is PG based and Aviform which is KFo based. French (1999) showed that there was 
no difference in chemical leaking patterns from snow, between spraying chemicals on the 
surface and adding them as ice cores below the snow cover. The chemicals were applied on 
top of the undisturbed snow on either side of the trench. The area which de-icing chemicals 
were applied is seen in Figure 5. 

 

Figure 5: Sketch showing the locations of the ERT boreholes compared to the lysimeter trench, the GPR boreholes and the 
suction cups where the length indicated is the length of the suction cups furthest from the trench wall (Elkin 2011). The 
boreholes at the west wall are not shown.  
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4.1.1 Cross-borehole resistivity data gathering 
ERT surveys were carried out for the whole period from mid March to July, for a 
representative amount of days. The set-up of the boreholes is seen in table 2. The boreholes 
were installed winter 08/09 due to practical reasons. The electrodes used were stainless steel 
mesh electrodes, mounted at 0.15 m intervals on a 4 cm diameter PVC pipe for each borehole. 
The top electrode is situated near the surface and the bottom electrode is located at a depth of 
4.95 m. The boreholes were back-filled with sorted sand. This was not ideal and might have 
cause poor electrode contact, especially at the surface (French 2011).  

Table 1: Specifications for boreholes 

 North wall South wall 
Number of electrodes 
per borehole 34 34 

Distance between 
electrodes 0.15 m 0.15 m 

Depth of borehole 4.95 m 4.95 m 
Distance from trench 1.8 m 1.4 m 
Distance between 
boreholes 3.2 m 3.2 m 

Amount of applied de-
icing chemicals  500 g KFo/m2 1000 g PG/m2 

Commercial name of 
de-icing chemical 
applied 

Aviform Kilfrost type II 

Applied inactive tracer 10 g Br/m2 10 g Br/m2 
Area which de-icing 
chemicals were applied 

4.2 * 3 m 
= 12.6 m2 

4.2 * 3 m 
= 12.6 m2 

 

A Syscal Pro Switch (Iris instrument) (Figure 6) was used to obtain the ERT measurements. 
This is a versatile electrical resistivity meter, supplied by a 12 V battery, and combines a 
transmitter, a receiver and a switching unit in one single casing. The measurements are carried 
out automatically and stored in the internal memory (quality factor, output voltage, stacking 
number) after operator has selected limit values. The output specifications are 800 V (power 
switch), 1 000 V (manual mode) for the voltage, 2.5 A for the current and 250 W for the 
power using the internal DC/DC converter and battery (Bastani et al. 2010).   
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Figure 6: Syscal Pro Switch (Geo 2011) 

A dipole-dipole configuration was used with a fixed spacing of 45 cm (three electrode-pair 
spacings) between both the current electrode pairs and the potential electrode pairs. One great 
advantage of using dipole-dipole configuration is that the acquisition time is reduced due to 
the possibility of multi-measurements. Data collection of one dataset took approximately 1.5 
hrs. It is argued by Winship et al. (2006) that since the data capture time is critical it is 
recommended to be short as each image should reflect a “snapshot” of the infiltration through 
the subsurface. The reason for using a spacing of 45 cm is that the resolution towards the 
centre of the profile improves. In previous experiments, the boreholes were closer and 
therefore a resolution in the centre of the profile was sufficient with 30 cm electrode-pair 
spacing. With this electrode spacing, if current is applied between electrode 1 and 4, the 
potential difference is measured between electrodes 2 and 5 then 3 and 6, then 5 and 8 and so 
on until every possible combination of electrode pairs with this spacing has been measured. 
Current is then applied to electrode pair 2 and 5 and the procedure continues.  

For each set of two boreholes, 2074 measurements were programmed. The normal and the 
reciprocal dipole-dipole measurement were measured, hence the total of 4148 measurements 
were recorded. Rather than repeating a measurement to ensure data quality, reciprocal 
measurements are measured and this is part of the program run. This is done by swapping the 
potential and current electrodes. The reason to use reciprocal measurements to estimate errors 
is that the repeatability of resistivity measurements does not provide an adequate error 
estimate. Anomalies, such as poor electrode contact will give the same reading if a 
measurement was repeated; hence the error would not show. The theory behind using 
reciprocal measurements is that the resistance measured should be the same even when 
swapping current and potential electrodes. This permits removal of outliers prior to data 
inversion and also allows characterization of data weights for the inversion process. 

4.1.2 Pore water EC data from suction cups 
The aim of using a lysimeter trench is to monitor water flow and pollutant transport by 
extracting soil water from the different depths of the soil profile. The location of the lysimeter 
trench at Moreppen is shown in Appendix II.  
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In the south, north and west wall of the trench suction cups, made of Teflon (Teflon avoids 
ion sorption compared to using ceramics) were installed in the period 1993-4. In this thesis, 
only water samples from the south wall are used. The Teflon suction cups have a pore size of 
2 µm and a porous area of 33 cm2 (Prenart) The suction cups are placed in the whole profile 
and to ensure that the soil remained undisturbed above the suction cups, the distance from the 
wall increases with 10 cm for each deeper layer of suction cups. A vacuum pump ensures the 
designated constant suction of the set up (French et al. 1994). As seen in Figure 5 above, the 
area monitored between the boreholes both for GPR measurements and ERT are the same as 
that monitored by the suction cups, hence the same infiltration of snow and chemicals (Table 
1). A diagram showing the distribution of the suction cups in the south and north wall is seen 
in figure 7 and this illustrates the resolution limits of the pore water EC data in the profiles. 
The suction cup placed at 4.5 m depth, both in the south and north wall is to allow 
groundwater to be sampled (French 1999). The coordinates of the location of the suction cups 
in the south wall are given in appendix 1.  

 

Figure 7: Diagram showing the distribution of suction cups in the south (a) and north (b) walls of the lysimeter trench at 
Moreppen. One number represents one suction cup in the soil profile. The X and Y coordinates for the location of suction 
cups in the south wall are given in appendix 1 (French 1999).  

A closed system of PVC pipes connects each suction cup in the soil profile to its respective 
Prenart collecting bottle inside the lysimeter trench (Figure 8). The sampling system is 
divided into two parts, through a net of PVC pipes from the bottles; system 1 including the 
upper three layers of suction cups, and system 2 including the two lower layers of suction 
cups. Each system is connected with PVC pipes to its respective Prenart vacuum pump. The 
applied suction should be as small as possible to limit the influence on the natural flow 
patterns of water in the soil profile. Suction is needed due to the low potential head in the 
unsaturated zone; it is required to collect water from the soil. The vacuum pump was set to a 
constant suction 0.15 bar from December 2009. Before this the vacuum pump was coupled up 
to tension meters in the profile so that the suction applied varied with the natural variations, 
with a minimum suction of 0.03 bars. However, it was found that not all tension meters 
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worked properly a fixed suction was applied (Elkin 2011). Soil water first runs into a test tube 
before running into the collecting bottle. The water sample in the test tubes were collected 
when filled with water and frozen for later measurements in the laboratory using a 
conductivity meter. Conductivity measurements in the laboratory were carried out by Kyle 
Elkin, Gro Eggen and Kari Horgen Skjønsberg. 
 

 

Figure 8: A) Picture inside the lysimeter trench (French 1999). B) Sketch showing the principle behind the suction cups 
extracting water at the lysimeter trench at Moreppen. Suction is created by the vacuum pump in the Prenart soil water 
sampler (location of the samples shown in figure 7 and water is extracted from the soil profile and collected in the Prenart 
collecting bottle.  

Since the suction cups have been installed in the profile for a long period, some are not 
working as well as they did initially. As a consequence not all test tubes filled up each day, 
and the data was therefore interpolated by Robert Barneveld. He wrote a program which goes 
through the data and extracts a value for suction cups without readings for that particular day. 
It looks at the three nearest neighbour values collected the same date and applies inverse 
distance weighting to come up with an average value. The weighing factor was catered for 
higher weights for neighbour values higher up in the profile (Barneveld 2011). The pore water 
EC from suction cups data was extrapolated using kriging in surfer to fit the same profile size 
and grid resolution as the ERT inversions. Kriging is a geostatistical approach to interpolate a 
value at an unobserved location from observations of its value at nearby locations. Surfer uses 
the measured points from the suction cup locations and extrapolates this for the whole profile. 
As few data points were available from suction cups, kriging was found to be the most 
appropriate method of interpolation. 

4.1.3 Air and soil temperature data 
Temperature of the soil profile at Moreppen was constantly measured with a thermistor every 
hour at depths; 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.9, 1.4, 1.9, and 2.4 m and logged on a 
Campbell-logger (French 2011). The thermistors are placed 100 cm into the north wall of the 
lysimeter trench. The temperature values used in the temperature correction of the ERT data 
were averaged for the two hours in which the ERT measurements were carried out. 
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Air temperatures are also measured on hourly basis at Moreppen and logged using a Campbell 
logger which is located in the lysimeter trench. The location of where temperature is 
measured is shown on the map in Appendix II. 

4.1.4 TDR measurements 
Soil moisture is measured continuously every hour using three Time Domain Reflectometry 
(TDR) units. The three TDRs are in quite close location of one another at Moreppen and the 
readings have been averaged to give one mean value per day during the snowmelt period. The 
units are placed southwest of the lysimeter trench so that they are not affected by the tracer 
experiment. The probes are 30 cm long and placed vertically down into the subsurface 
(French et al. 2006). The TDRs used here are of the type Cambpell scientific TDR sensor and 
consists of 30 cm long probes (French 2011). Microwaves are emitted and received between 
the probes and relates the signal to water content using Topp’s equations. (Davie 2003). Soils 
with different dielectric properties show an error that appears as a constant offset; to avoid 
this and a possible drift in the instruments, the change in TDR measurements are considered 
here rather than the averaged measured values. TDR do not measure frozen water, only liquid 
water.  

4.1.5 Groundwater level 
Groundwater is measured continuously at Moreppen by a pressure sensor installed in a well, 
and logged every hour with a Campbell CR10-based-logger (French et al. 2002). The 
groundwater level values measured were averaged for each day. Daily averages were chosen 
over the two hours in which ERT measurements were carried out due to the fact that the 
groundwater does not show diurnal changes as temperature does and daily averages can be 
compared to cumulative snowmelt data which is calculated on daily basis. There was an 
apparent drift in the measurements which was corrected by considering the preceding trend. 
Data with obvious error were removed. The location of the well is marked on the map in 
Appendix II.  

4.1.6 Cumulative snowmelt  
The cumulative snowmelt has been calculated for every day by Esther Bloem. This was done 
by placing a cylinder with a diameter of 50 mm into the snow cover at three different 
locations every day at Moreppen and weighing the snow which filled the cylinder at each 
place. Assuming 1 g snow = 1 ml water, the snow water equivalent (mm) has been found and 
averaged for the three locations using:  

 𝑺𝑾𝑬 =  𝑽∗𝟏𝟎𝟎𝟎
𝝅 𝒓𝟐

        Equation 35 

where SWE (mm) is the daily snow water equivalent in the snow cover, V is average volume 
of collected snow where the weight of snow collected is converted (g snow = ml water = 1000 
mm3 water) and r is the radius of the cylinder (mm).  

The SWE was added together to form cumulative snowmelt starting on the 26th of March (day 
zero when tracer experiment started). The reason why it is the weight of snow which is used is 
that measuring the depth of snow would not give the precipitation equivalent, as snow will 
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compact over time. The total precipitation for the period of interest here, staring 26th of March 
2010, measured at the weather station at OSL was added to obtain a cumulative infiltration of 
total snowmelt and precipitation for the period (Bloem 2011). As there is no run off at 
Moreppen, the cumulative snowmelt calculation is assumed the same amount as the 
infiltration. Considering cumulative infiltration rather than time has been shown to be useful 
when considering dispersion and concentration during infiltration (Wierenga 1977).  

4.2 Resistivity data processing 
The data processing of the cross borehole resistivity data entails to create an image in form of 
inversions of the profile between the two boreholes. At the north and south wall at Moreppen 
(Table 1), the profile between the boreholes is 3.2 m wide and down to a depth of 4.95 m and 
it is this area which will be images by the ERT survey. Both individual inversions and time-
lapse inversions have been made and are explained in more detail below. An individual 
inversion is an inversion of the separate dataset for a day of interest, and a time-lapse 
inversion is an inversion showing the change in resistivity between a dataset of interest to a 
reference dataset. The individual inversions have first been temperature corrections have been 
carried out on the individual inversions to a temperature equivalent of 25oC and then 
converted to water content and saturation. 

R2 requires an input file and the same file was used for both individual inversions and the 
time-lapse inversions. The finite element grid has to be defined in the input file. First a mesh 
of finer cells close to the boreholes and coarser in the middle of the profile was used. The 
reason this potentially could improve the models was that the data sensitivity is better close to 
the boreholes and having finer elements here would allow an improved visualisation based on 
the best resolution. However, it was found through sensitivity maps of these inversions that 
the data quality was not good enough for these fine elements and that the sensitivity was 
affected by the grid system. The effect of this first mesh has some effect on the individual 
inversions but surprisingly had a greater effect on the time-lapse inversions. After this was 
realised a new mesh of equal sized coarser elements within the boreholes was adopted. Within 
the borehole plane in the meshed used, there are 40 elements (41 nodes) in the horizontal axis 
from -1.6 m to 1.6m. The horizontal length of the elements is in the region between the 
boreholes. There are 66 elements (67 nodes) within the measured plane in the vertical axis 
from 0 to -4.95 m with 0.075 m as the vertical length of each element. However, the grid 
consists of 5928 elements giving the inversion additional finite elements and resistivity blocks 
outside the region of interest to allow assignment of boundary conditions at infinity, from 166 
m to -166 m in the horizontal plane and down to a depth of -158.55 m vertically. The “pixel 
value” is the value assigned by R2 to these set resolution limits, although this limit is reduced 
somewhat by the implicit smoothing of the algorithm R2 is based on.  

From the measurements collected in the field, the apparent resistivity of the normal and 
reciprocal were calculated using equation 17. 

The error estimate was calculated for each data point by comparing reciprocal and normal 
measurements: 
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 𝒆 =  |𝝆𝑵− 𝝆𝑹|

�𝝆𝑵+ 𝝆𝑹
𝟐 �

∗ 𝟏𝟎𝟎       Equation 36 

where 𝑒 is error estimate in percent, 𝜌𝑁 is the normal resistivity measurement (Ω m) and 𝜌𝑅 is 
the reciprocal resistivity measurement (Ω m).  

Data used in the inversions are average values of reciprocal and normal values. Two common 
datasets was created, one for the data collected at the south wall and one for the north wall. 
This was to allow the removal of the same anomalies for each date by comparing the error 
estimate and deviation for both normal and reciprocal for the same measuring point for the 
various dates. This was to reduce noise and to prevent misinterpretation of the inversions.  
The dataset for the north wall contained 1522 measurements and the south wall had 1469 
using the same criteria; where only data points with more than 17 of the 33 dates had less than 
10% error for a single point and a deviation less than 10 during the normal and/or reciprocal 
measurement were included. As argued by Koestel et al. (2008), this choice of threshold 
criteria is largely arbitrary as a constant threshold leads to bias in the spatial data point density 
when it is suggested by sensitivity maps that the electrode contact is varying due to frost and 
variations in water content. The reason for creating a common dataset is to ensure that image 
sensitivity is not biased by different measurements (French et al. 2002). Ideally, the common 
dataset should only have included datasets with low error. However, most of the datasets from 
the beginning of the experiment (March and early April) had the highest error and these were 
the dates of highest interest. 

4.2.1 Individual inversion models 
A protocol file was made from the two common datasets for the south and north wall. The 
aim was to optimize the inversion models to obtain the smallest RMS misfit possible using 
the same input file and making sure the inversions converge in 10 iterations. The optimal is if 
the inversion converges within 5 to 7 iterations; if it converges at less iterations than the error 
weight might be too high. There are three various ways of weighting the data points in the 
model based on errors. Individual error weighting can be estimated and the forward modelling 
errors can also be estimated. However, in this case it was found that the errors due to other 
factors than modelling error and individual data error were greater. Most likely is this due to 
some errors in the data that the reciprocity and forward modelling do not account for. This 
might be due to things which are not modelled correctly in this case, such as the fact that 
point electrodes are not used, the effect of the annulus of the borehole and poor electrode 
contact due to frozen coarse grained sand at Moreppen (Binley 2010). These are effects which 
are not really included in the model and hence contribute to mismatch between measured data 
and the inversion. The optimal inversion model was found to be the simplest method of 
weighting data points based on error; by appointing one value of data weight error and in this 
case 10% was chosen. This is a high data weight error and was chosen due to the high error in 
the datasets (Binley 2010).  

The minimum and maximum observed apparent resistivity values were set to infinite to not 
ignore any data points, as most of the anomalies had already been removed by the criteria in 
the common datasets. The reference resistivity value was set to be 20 000 Ω m for a 
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homogeneous resistivity field for all element blocks. R2 creates a file with pixel values of 
logarithm resistivity and gives a geometric mean of the apparent resistivity for each inversion. 
The benefits of logarithm values are that the inversion never yields negative, unphysical 
resistivity and the inversion gives more reliable results in situations where resistivity vary by 
orders of magnitude (Day-Lewis et al. 2005). The images have been made in surfer in a grid 
of 100 by 100 blocks, using nearest neighbour as gridding method. Nearest neighbour 
compares a point with the neighbouring points and not further, hence it is a suitable gridding 
method where there are many data points within the field of interest.  

Melting of the snow pack can affect the surface boundary conditions (electrically). However, 
the snowpack is much more resistive than the soil and the effect of the snow pack thickness 
can therefore be ignored from the ERT inversions (French & Binley 2004). 

Inversions with blocking for groundwater and anisotropy in the horizontal direction were also 
run to see if the inversion was improved. However, it was decided that this gave the model 
boundaries which might not exist.  

To compare the individual inversions, ratios, ERT ratio, were calculated using the geometric 
mean apparent resistivity: 

 𝑬𝑹𝑻 𝒓𝒂𝒕𝒊𝒐 =  𝝆𝒔𝒕𝒅
𝝆𝒕

       Equation 37 

where 𝜌𝑠𝑡𝑑 (Ω m) is the mean apparent resistivity of the background dataset and 𝜌𝑡 (Ω m) is 
the mean apparent resistivity of the dataset at time t. 26th of March has been used as 
background to be able to compare the inversions to cumulative snowmelt calculations and this 
is the day chemicals were applied. 𝜌𝑠𝑡𝑑 and 𝜌𝑡 were temperature corrected using the average 
soil temperature for the two hours the measurements were carried out, using the temperature 
corrected explained below in section 4.2.3. The same equation was used to calculate changes 
in pore water resistivity from suction cups data.  

4.2.2 Time-lapse models  
The same optimized input file as described above was used to create time-lapse models and 
the same protocol files were used. A program called ratio_program calculates the ratio 
between the measured apparent resistivity from the background dataset and the dataset from 
the time step of interest, based on equation 30. This ratio is multiplied for each data point with 
the forward model values for a homogeneous resistivity field of 1 Ω m. The program was et to 
removed data with reciprocal error greater than 10%. The inversion using R2 was performed 
on these ratioed values. Time-lapse models were made both by using 22nd of March 2010 as 
background dataset (before application of de-icing chemicals) and 6th of October 2010 (after 
de-icing chemical application and potentially after degradation of the chemicals). The reason 
both these background datasets were used was that datasets collected early on in mid-March, 
contain a lot of error. Ratios are only calculated for data points present in both datasets, hence 
using a dataset with high error means few points are left to perform the inversion on. The 
dataset in October, on the other hand, has less error and is therefore a better background 
dataset to use as more data points are left to be inverted. However, as the raw data has not 
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been temperature corrected using October dataset as background means that changes in 
resistivity in these images are potentially more affected by temperature changes than using 
mid-March.  

Another method of running time-lapse inversions is to use an inversion result of an initial data 
set as a reference model for the inversion of subsequent data sets. R2 will then run the 
inversions, attempting to calculate the pixel values as close to the reference pixel values as 
possible. Miller et al. (2008) found that this was the superior method for their situation. 
However, here this method did not give good results. The models only converged for the few 
first time steps. A reason for this might be because there is much change in the soil profile in 
the time period of interest. The geometric mean apparent resistivity for running these 
inversions using 22nd of March as reference datasets were found to be the same as obtained 
running the individual inversions.  

4.2.3 Temperature correction 
Resistivity is temperature dependant so when trying to quantify the results from ERT 
measurements, the signal from temperature needs to be removed to only observe changes due 
to water and solute. Hayley et al. (2007) suggested a method of correcting for temperature 
variations in time-lapse resistivity surveys. This method is based on equation 28. They found 
that for a temperature scale from 0-25oC, theoretical linear relationships between temperature 
and surface and fluid conductivity of sediments are similar to that observed in their laboratory 
data. The average estimated porosity of the samples in their study was 0.3 and the samples 
were glacial tills with sporadic pebbles and cobbles in the sandy clay matrix. The linear 
relationship they found is: 

 𝝈𝒔𝒕𝒅 =  �𝒎 (𝑻𝒔𝒕𝒅− 𝟐𝟓)+ 𝟏
𝒎 (𝑻𝒊− 𝟐𝟓)+𝟏

�  𝝈𝒊      Equation 38 

where 𝜎𝑠𝑡𝑑 (S/m) is the resistivity at the standard temperature, 𝑇𝑠𝑡𝑑 (oC) is the standard 
temperature, 𝜎𝑖 (Ω m) is the in situ resistivity, 𝑇𝑖 (oC) is the in situ temperature and 𝑚 (-oC) is 
the fractional change in EC per oC for 25oC. Hayley et al. (2007) found 𝑚 to be 0.0183. 

As temperature dependence experiments on the EC of soil from Moreppen have not been 
carried out yet, the 𝑚 suggested by Hayley et al. (2007) was used in this thesis work. 
Measurements in this thesis are carried out in mainly medium to coarse grained material, 
similar to the description of the sediments used by Hayley et al. (2007). Equation 38 was 
applied to the pixel values of the individual inversions, using 25oC as the standard 
temperature. This was due to the fact that the EC measurement data from the suction cups are 
automatically temperature corrected to 25oC by a conductivity meter and the two datasets can 
therefore more easily be compared.  

The average soil temperatures measured during the same two hours as the ERT surveys were 
used. The temperature measurements were used for the intervals until the depth of the next 
measurements. Due to the lack of deeper thermistors, the measurement at 2.4 m was therefore 
applied down to 5 m.  
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4.2.4 Saturation and water content images 
As Forquet (2009) recommended using Yeh et al. (2002)’s formula (Equation 31) to calculate 
water content from bulk resistivity it was chosen in this study as well. The linear form is of 
the equation applied here is:  

 𝐥𝐧 𝝆𝒂
𝝆𝒘

= 𝐥𝐧𝝆𝟎 −  𝒎 𝒍𝒏𝜽       Equation 39 

where 𝜌𝑎 (Ω m) is the bulk resistvity from the ERT survey, 𝜌𝑤 (Ω m) is the pore water 
resistivity measured by the suction cups, 𝜃 is the water content and 𝜌0 and m are fitting 
parameter. Forquet (2011) found the parameters from Yeh’s formula to be 0.1153 and 1.908  
𝑙𝑛𝜌0 and m respectively for Moreppen soil and these were adapted here. Due to the fact that 
Yeh et al. (2002)’s formula assumes constant pore water EC, a modified relationship was 
used. The fitting parameter 𝑙𝑛𝜌0 is not unitless and hence to achieve this, is divide by 𝑙𝑛𝜌𝑤 
and the term as fitting parameter is then recalculated for change in pore water resistivity 
(Forquet 2011). This recalculation is further referred to as Yeh’s formula. 

As he also found the fitting parameters for Archie’s law (Equation 33) for the Moreppen soil, 
saturation was also calculated to compare the two results. Archie’s law has been verified 
down to low saturation levels, especially in fine-textured materials. It is well-verified for 
coarse sand which is of interest in the Moreppen sediments. The linear form of Archie’s law 
for unsaturated porous medium is as follows (Forquet 2011): 

 𝐥𝐧 𝝆𝒂
𝝆𝒘

= −𝒎𝐥𝐧𝝓− 𝒏 𝐥𝐧𝑺      Equation 40 

where 𝜌𝑎 (Ω m) is the bulk resistvity from the ERT survey, 𝜌𝑤 (Ω m) is the pore water 
resistivity measured by the suction cups, 𝜙 is the porosity, S is the water saturation and m and 
n are fitting parameters. Forquet (2011) found m and n to be 0.8793 and 1.8851 respectively.  

The values for the fitting parameters here differ slightly from those presented in Forquet 
(2009) as he refitted these parameters, using the complete dataset rather than in his thesis 
where he only fitted them to each sample (Forquet 2011). Literature values for these constants 
are 1.5 and 2.5 for m and n in Archie’s law and Yeh et al. (2002) obtained a value of 1.336 for 
m (Forquet 2011).  

The value for porosity is needed to calculated saturation from Archie’s law. There are some 
suggested porosity values for the sediments at Moreppen and they differ slightly. Kitterød 
(2008) estimated the porosity of the three units at Moreppen using grain size distribution 
based on Gustafson’s analytical equations, where he got a porosity of 0.22 for the top set, 0.23 
for the fore set and 0.14 for the silt layer in the fore set unit. Pedersen (1994) estimated 
porosity in the laboratory from sediment samples from Moreppen, where he found the 
porosity to range from 0.3 to 0.4. In this project, the value for porosity chosen was 0.35, based 
on Pedersen (1994)’s study. 0.35 is an average of the values Pedersen (1994) measured from 
sediment samples close to the lysimeter trench.  
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Archie’s law and Yeh’s formula was applied to each grid cell in a profile identical to the area 
between the two boreholes using the corresponding grid values for bulk resistivity from ERT 
inversions and pore water resistivity from suction cup data. 

Change in saturation (Equation 34) and change in water content were calculated, both using 
average values for each day. The change was calculated compared to 29th of March which is 
the first day of suction cup measurements during the snow melt period 2010. The benefit of 
looking at the change in saturation is that porosity is assumed fixed. First images of change in 
water content and saturation were attempted through using corresponding pixel values to 
calculate the changes. This did not give satisfactory surfer images; thus an average value from 
change in saturation and water content were calculated for each day. The average bulk 
resistivity values were estimated using the geometric mean apparent resistivity value for each 
dataset and the average value for pore water resistivity were obtained from averaging the 
pixel values from the suction cup data images.  

Time-lapse inversions show the change in resistivity at a time of interest with respect to a 
background dataset. Equation 34 was applied to the pixel values for time-lapse inversions 
using the suction cup data as pore water resistivity. There are no background data for suction 
cups prior to snowmelt, hence the dataset from 17th of September was used.  
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5. Results and Discussion 

5.1 Groundwater level and snowmelt infiltration 
The responds of the groundwater level and snowmelt is of interest as these are part of what is 
potentially the signal in the ERT data. It is also of interest when comparing infiltration 
patterns to previous years. The cumulative snowmelt is calculated based on measured 
volumes of snow from Moreppen and added precipitation during the period. Snowmelt water 
equivalent is assumed to equal the amount of infiltrating water equivalent during snowmelt as 
there is no runoff in the area. Groundwater level responds rapidly to the first snowmelt event 
in (Figure 9), approximately at 31st April. This illustrates the short response time of the 
system to infiltration through the highly permeable sediments at Moreppen. The significant 
increase in groundwater level, from 4.94 m depth to 4.56 m, is seen to change in about 20 
days, about the same time as the majority of the snowmelt infiltration, which levels off after 
the 15th of April. The cumulative snowmelt is seen to increase quite steady, with a short 
stagnation between 6th and 8th of April. The same pattern in rapid response in groundwater 
level as a consequence of snowmelt was found by French and Binley (2004). Langsholt et al. 
(1996) found that the sharp increase in groundwater level at Moreppen, initiated after the start 
of snowmelt periods in 1993-6, lasted for a period 2-3 times longer than the melting period. 
This is not implied here. This could be due to differences in snow water equivalent. The 
groundwater recharge in 1994 was about 380 mm (Langsholt et al. 1996) which is quite 
similar to the snowmelt period in 2001, where the cumulative snowmelt was about 400 
(French et al. 2002), and about double water equivalent compared to 2010. The groundwater 
level change during the snow melt period in 2001 was from 3.3 m to 2.85 m, this is more than 
in 2010 which is also suggested from the water equivalent infiltration. Jørgensen and Østmo 
(1990), found that 50% of the groundwater recharge takes place during the snowmelt period. 
Based on the average annual precipitation of 800 mm in the area; it seems that Jørgensen and 
Østmo (1990)’s observations were valid also in 2001 and 1994, but not in 2010. The total 
precipitation for the winter season 2010 was measured to be about 250 mm which is also less 
than previous years. French (1999) found in previous tracer experiments at Moreppen that the 
movement of a plume is controlled by the quantity of infiltrating water. This might explain 
some of the difference discussed later between infiltration measured in 1994, 2001 and 2010.  

Uncertainty is present in the cumulative snowmelt calculations as this was measured by 
various people from day to day, with individual interpretation. The location of measured snow 
also varied for the different days and could lead to errors due to variation in snow depth 
within the area of Moreppen.  
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Figure 9: Graph showing the calculated cumulative snowmelt from Moreppen and the measured daily averages groundwater 
level at Moreppen during the time of interest 2010.  

The groundwater is at a profound minimum at the end of the winter season 2010 (Figure 10). 
Langsholt et al. (1996) found that the groundwater level was at its deepest right before the 
snowmelt period and this was the case in 2010. The general trend is that the measured 
groundwater level is shown to be sinking at Moreppen, and these results might either due to 
drift in the instrument or perhaps due to the artificial lowering of the groundwater in the 
airport area. The groundwater level appears to be fluctuating during the course of a year, 
possibly as a consequence of the highly permeable soil where seasonal variations such as 
autumn rain and snowmelt have a major effect on the groundwater level. There was a drift in 
the groundwater data recorded and for some time did not work properly during the past few 
years. Groundwater level during the snowmelt period 2009 and 2008 are lacking; however, 
the trend visible does not seem to indicate as great a change in groundwater level during 
earlier snow melt periods as seen during snowmelt 2010. As measured water equivalent 
snowmelt was higher in 2009, it would also be expected that the groundwater response was 
greater. This is not seen. The drift was corrected by looking at the previous trend; however, 
this might be off.  

 

Figure 10: Graph showing the measured hourly groundwater depth at Moreppen during 2008, 2009 and most of 2010. Some 
data is missing. The two red lines indicate the snowmelt period 2010 in focus here.  
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5.2 Soil and Air Temperature 
The tracer experiment at Moreppen started on the 26th of March, prior to the snowmelt period. 
Air temperatures and soil temperatures are of interest to understand the processes in the 
subsurface during snowmelt. The soil temperatures near the surface seem to be strongly 
affected by the snow cover in the beginning of the snowmelt period (Figure 11) as stable 
thermal environments in the soil are seen throughout the period of snow cover (Figure 12). 
The snow cover insulates the soil from the atmosphere and keeps the soil temperatures stable, 
compared to the fluctuations seen in the air temperature at the same time (Figure 13). The first 
day of positive temperatures near the surface of the soil profile is the 14th of April (Figure 11) 
although there are still minus degrees in the soil profile. This correlates with the end of the 
infiltration of snowmelt (Figure 9). Stable temperatures are seen at the deepest measured point 
of 2.4 m during the snowmelt period. Propagation of elevated temperatures with depth are 
observed after the 14th of April. Diurnal variations, which are present in the air temperature 
(Figure 13) seems to have a greater affect on the soil temperature after this date.  

The temperature profile for 6th of October differs to that seen in the spring. The cooling air 
temperature during the autumn affects the soil near the surface, compared to deeper in the 
profile. The highest soil temperature at depth is usually in mid September where the stable 
thermal environment change is not effected by diurnal air temperature fluctuations. The 
surface temperature at 5 cm depth show diurnal changes throughout the spring and summer 
after the snow cover has gone with the highest temperatures measured around July, 
corresponding more to high air temperatures. Throughout the period monitored, there are 
great variations both spatially through the profile and in time and illustrates the importance of 
temperature correction of ERT surveys were the focus is on changes due to infiltration.  

The soil temperature variations combined with the stable thermal environment in the profile 
prior to snow melt is similar to that seen during the snowmelt period 2001 (French & Binley 
2004). As the soil temperature for the top 0.4 m until the 14th of April were below freezing, 
the same assumption is made here, as by French and Binley (2004) that the top soil at 
Moreppen was frozen until the 14th of April and that prior to this date the percolation took 
place through a frozen layer. The ice layer on the ground surface is mostly responsible for the 
redistribution of melt water and cause preferential flow. It has been found that the typical 
seasonal soil frost at Moreppen is about 0.4 m deep during the winter season (French et al. 
2002). This depth corresponds to the soil temperatures measured in 2010 as well.  
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Figure 11: Graph showing the average daily soil temperature with depth measured at Moreppen for some chosen dates during 
the snowmelt period in 2010, as well as 6th of October 2010. 

 

Figure 12: Graph showing the average change in measured soil temperature at Moreppen during the snowmelt period in 
2010. Average has been calculated for measurements done at all depth from 0.05 to 2.4 m, where the red line is daily 
averages and the blue line is hourly averages. 

The extent of ground frost depends on the temperature history prior to snowmelt. The air 
temperature at Moreppen is not as stable as the soil temperature during the snowmelt period 
2010 (Figure 13). Periods of thawing and freezing have been discussed to result in the 
formation of ice lenses under the snow cover and result in preferential flow (Kitterød 2008). 
From looking at the near surface soil temperatures in 2010 (Figure 13) only two periods of 
melting and freezing are seen corresponding with the last melting of snow cover during day 
time 14th and 15th of April and freezing during the night. Ponding of water and ice lens 
formation is dependent on repeated temperature fluctuations above and below freezing point 
during the snowmelt period (Kitterød 2008).  

Air temperature has been found to have good correlation with infiltration volume at 
Moreppen during the snowmelt period in 1994 and 1995 and that air temperature is a key 
factor for both the melt process of the snow cover and infiltration during snow melt (French 
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1999). Compared to 1994 at Moreppen, the daily average temperature in 2010 shows the same 
general increase throughout the snowmelt period (Figure 13). The diurnal fluctuation in air 
temperature increases during the snowmelt period with some nights with minus degrees. 
These temperature fluctuations may have resulted in ice lens formation and restructuring of 
the snow pack during snow melt. Due to the high daily average air temperature on the 20th of 
March, it is likely some reconstruction of the snow pack have occurred prior to snowmelt. 
However, suggested from the comparison with results from 1994 and 1995, where 1994 had 
fairly stable and increasing daily average air temperature with little reconstruction of the snow 
pack and 1995 had huge fluctuations in daily average air temperatures with repeated cycles 
below freezing; it seems likely that there were less freeze and thaw cycles in 2010, giving less 
reconstruction of the snow pack and potentially less basal ice formation. The cumulative snow 
melt (Figure 9) also suggests a fairly even infiltration during 2010. 

  

Figure 13: Graph showing the measured hourly and daily average air temperature and hourly measured soil temperature at 10 
cm depth at Moreppen in the period 13th of March to 21st of May. 

5.3 Interpretation of resistivity data 
Two techniques of ERT inversions have been carried out in this thesis and both are discussed 
in the following section. The individual inversions for the north and south wall can be seen in 
appendix III and IV. These represent the bulk resistivity measured on a specified date and the 
final inversions have been temperature corrected. These temperature corrected individual 
inversions have been used to translate bulk resistivity to water content and saturation using 
pore water resistivity measured by suction cups in the lysimeter trench. Time-lapse inversions 
illustrates the change in bulk resistivity between the specified date with respect to a 
background (here the background used is 26th of March 2010). The time-lapse inversions have 
not been temperature corrected as these inversions are also run based on the raw bulk 
resistivity data.  

5.3.1 Sensitivity plots of the ERT measurements 
For a better interpretation of the inversions, sensitivity maps were plotted, following equation 
27 both for the time-lapse inversions (Figure 14) and the individual inversions (Figure 15). It 
is seen from these sensitivity maps that, as expected, the sensitivity is higher closer to the 
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boreholes and decreases towards the middle of the profile. The sensitivity is lower in the time-
lapse inversions compared to the individual once, most likely due to the fact that these are 
inversions based on the sensitivity of two datasets: the reference dataset and the dataset of 
interest. Hayley et al. (2010) suggest that the time-lapse ratio method is more sensitivity to 
data noise and electrode positioning, and could be the reason for lower sensitivity than the 
individual inversions. The sensitivity seen in the two individual inversions (here chosen 6th of 
October and 22nd of March as representative dates after the infiltration and before) is more 
variable than the maps from the time-lapse, and the sensitivity pattern is less symmetrical. 
The diagonal artefacts appearing in some of the images are most likely due to bad contact 
between an electrode and the soil, hence decreasing the sensitivity to all measurements carried 
out with those electrodes. The reason to use a common dataset and removing the same data 
points each day was to reduce bias of the sensitivity and remove data points or measurements 
with electrodes with bad contact and thereby high error. However, it was noticed when 
looking at sensitivity maps of all the individual inversions that the positions of these low-
sensitivity diagonal regions vary for the different datasets, indicating the electrodes with bad 
contact were not consistent throughout the measuring period. Creating sensitivity plots proved 
to be useful as an inappropriate mesh for these datasets was noticed.  

Sensitivity maps are only qualitative and there are no reference values for “good” data points. 
However, quantitative sensitivity can be obtained through resolution matrix calculations 
(Binley 2010) but unfortunately this takes longer and there was not time in this thesis to run 
these.   

 

Figure 14: Images showing the sensitivity maps  for the soil profile between the boreholes for a) the south wall and b) the 
north wall for the ERT time lapse inversions for the dataset 26th of March 2010 where 22nd of March was used as background 
dataset. The scale is in log sensitivity. 
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Figure 15: Sensitivity maps of individual inversions for the soil profile between the boreholes for a) 22nd of March 2010 
south wall b) 22nd of March 2010 north wall c) 6th of October 2010 south wall and d) 6th October 2010  north wall. The scale 
is in log sensitivity. 

5.3.2 Comparing ERT measurements to lithology 
The individual ERT inversions for the 22nd of March 2010 and the 6th of October 2010 were 
compared to the corresponding grain size distribution log from Pedersen (1994) for the south 
wall (Figure 17) and the north wall (Figure 18). A map of where the logs are collected is seen 
in appendix II, where the log closest to the north wall is K-18 and south wall K-20. The logs 
are made based on radiography showing the grain size and lithology. The ERT inversions can 
also be compared to sketches made of the sediments of the lysimeter trench (Figure 16). It is 
seen that the logs from Pedersen (1994) vary slightly from the sketches from the lysimeter 
trench walls. 
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Figure 16: Sketch of the sedimentary layers at Moreppen from the lysimeter trench walls (walls folded out) (French 1999). 

 

Figure 17: Image showing the a) grain size distribution of soil sample K-20 modified from Pedersen (1994)  and b) section 
from sketch in figure 16 compared to the ERT images from the south wall of the lysimeter trench on the c) 6th of October 
2010 and d) 22nd of March 2010 where the images are the soil profile between the boreholes. In the grain size scale, F= fine, 
M= medium, C= coarse sand and gravel. After this follows cobble. Location of soil sample is seen in the map in appendix II. 
Measured groundwater level is indicated on the ERT inversions. 
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Figure 18: Image showing the a) grain size distribution of soil sample K-20 modified from Pedersen (1994)  and b) section 
from sketch in figure 16 compared to the ERT images from the north wall of the lysimeter trench on the c) 6th of October 
2010 and d) 22nd of March 2010 where the images are the soil profile between the boreholes. In the grain size scale, F= fine, 
M= medium, C= coarse sand and gravel. After this follows cobble. Location of soil sample is seen in the map in appendix II. 
Measured groundwater level is indicated on the ERT inversions. 

The bulk resistivity is influenced by various factors, such as soil type, moisture content and 
the porosity. Resistivity decreases with increasing water content and coarse grained sediments 
have a higher resistivity than fine grained. It is implied from figures 16 and 17  that the south 
wall has higher resistivity in general than the north wall, and seen from the logs, the south 
wall seems to contain more layers of coarse grains. The datasets from 6th of October appear to 
have lower resistivity than those of 22nd of March. The higher resistivity in March suggest 
lower moisture content and possibly lower pore water conductivity than in October. The 
regions of less sensitivity in the measurements mentioned above, is apparent when looking at 
the expected location of the groundwater level both visible in the south and north wall images. 
This region of low resistivity of log 2 -3 Ω m, implied to be the groundwater, is mainly visible 
to a distance 0.6 m from each borehole. The groundwater appears from the images to be at 
about 4 m both in October and March. This could potentially be due to the drift in the 
groundwater logger. The measured depth of groundwater is at 4.9 m on the 22nd of March 
(Figure 9) and at 4.6 m in on the 6th of October. The vertical structures close to the sides of 
the profiles of very high resistivity, log 5 -6 Ω m, mainly visible in the south wall but also 
seen in the north wall, are located in the position of the GRP boreholes located within the 
ERT profile and may possibly explain these high resistivity zones. 

The top 0.5 m in both at the north and south wall is a layer rich in organic matter, seen in the 
trench sketch (Figure 16) and this is implied in the ERT measurements from October were a 
region of lower resistivity is seen. The higher resistivity in the top of the profiles in March is 
most likely due to frost. However, this feature is not as dominant as expected. 
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In the south wall (Figure 17), the October dataset (c) suggests the presence of a high 
resistivity layer at 0.5 m to 1m, corresponding to that seen in the log (a) of coarse to medium 
gravel and in the sketch (b), ranging in resistivity from log 4 to 5 Ω m; however this layer is 
not visible in the March dataset (c). At 1.5 m there seems to be a thin layer of lower 
resistivity, about log 3.5-4 Ω m, corresponding to the layer of sand seen both in the log (a) 
and the sketch (b). There is also a region of higher resistivity, about log 4.5 Ω m, at about 2.5 
m which might correspond to the layer of medium to fine gravel; however, this structure is 
seen to vary between datasets. There appears to be a dipping structure at about 3.5 m of 
coarser material between layers of finer material. This appears in most of the individual 
inversions. 

In the north wall (Figure 18), the ERT data (c and d) suggests a region of lower resistivity, log 
2-3.5 Ω m, for the first 0.7 m, corresponding to the layer of fine gravel. Below this layer down 
to about 1 m, the dataset from March (d) might identify a part of lower resistivity, log 2.5-3.5 
Ω m, possibly corresponding with the thin sand layer which is also seen in the sketch (b). The 
two ERT images disagree at a depth of 2 m where low resistivity would be expected to 
correspond to the thicker sand layer seen in the log and sketch (a and b). There is a very 
distinct layer of high resistivity, about log 4.5-6 Ω m, between 3 to 3.5 m in good agreement 
with the layer of fine gravel shown in the log (a). This is the most dominant feature in the 
images, suggesting that water content in this layer is possibly lower than in other coarse 
grained layers.  

Hardbattle (2001) and French et al. (2002) found a good agreement between the sedimentary 
structures from ERT measurements made during the snowmelt 2001 compared to the 
agreement in the data presented here. However, the boreholes had a smaller spacing and 
therefore most likely better sensitivity in the region in the centre between the boreholes. 
Variations in the placement and dipping of structures appearing on the individual inversions 
might be due to the change in sensitivity between various datasets.  

5.3.3 Temperature correction 
The initial individual ERT inversions were temperature corrected to 25oC equivalent (Figure 
19) to have the same temperature equivalent as the pore water EC from water samples in the 
suction cups, which are automatically corrected for temperature by the conductivity meter. 
Hayley et al. (2010) argues that the best method of correcting ERT for temperature is using 
the raw data and forming temperature correction terms from inversions which are then 
subtracted from the raw data. Correcting the inversion, rather than the data means possible 
correcting imperfect inversion resolution. Unfortunately, there was not time in this project to 
attempt this method. Hence the simpler version published by Hayley et al. (2007) of 
temperature correction was applied. Hayley et al. (2010) do not comment on the accuracy of 
either method, but highlights the importance of including temperature in ERT inversions 
where it is changing over the time of measurement. Without experiments on how the 
resistivity is affected by temperature on the Moreppen soil, it is hard to quantify the accuracy 
of the method. As seen from figure 14, there is quite some change in the images going from a) 
to b) and d) to e). C) and f) are included here to illustrate the data already at 25oC equivalent. 
The effect of temperature should be removed when attempting to convert ERT inversions to 



Results and Discussion 

45 
 

saturation and water content images. The result is majorly affected if the standard inversion is 
used rather than the temperature corrected inversion, which might result in wrong estimations 
of the saturation level and water content present. 

Using this simpler version of temperature correction as done here, means that the time-lapse 
inversions are not temperature corrected, hence part of the change in resistivity seen in the 
time-lapse inversions are likely due to temperature; especially between the ERT background 
dataset from October and the snowmelt period. There is not a continuous temperature 
measurement profile of the soil, only at a discrete number of depths and down to 2.4 m. This 
is of course a limitation in the temperature correction applied here were these points are used 
for the whole interval and the measurement at 2.4 m is applied down to 5 m. The constant, m, 
from equation 4 is not known for the soil at Moreppen and the value found by Hayley et al. 
(2007) was used. This might not be applicable.  

 

 

Figure 19: Images illustrating the temperature correction applied to the ERT inversions. Each image shows the profile 
between the two boreholes where a) is the standard inversion profile from 29th of March 2010 b) is the temperature corrected 
inversion profile from 29th of March 2010 and c) is the suction cup data automatically temperature corrected from 29th of 
March  d) is the raw ERT dataset from 21st of May 2010 e) is the temperature corrected dataset from 21st of May 2010 and f) 
is the suction cup data automatically temperature corrected from 21st of May 2010. The images c) and f) are in the log scale 2 
to 3.  
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5.3.4 ERT ratio 
For a simple quantitative comparison between the individual inversions from the south wall 
and the north wall, ERT ratios were calculated and temperature corrected. These ratios are 
calculated using average bulk apparent resistivity given by R2 for the dataset where the ratio 
shows the difference between 26th of March (day of chemical application to the profiles) to 
the date of interest. Using the average bulk resistivity of the raw apparent resistivity rather 
than averaging pixel values from the inversions, means the uncertainties from imperfect 
inversion solutions are not considered. These ratios can be compared to the increase seen in 
the cumulative snowmelt (Figure 20). The cumulative snowmelt is calculated based on snow 
water equivalent at Moreppen and precipitation during the period measured at OSL, and also 
starts on the 26th of March. 

 

Figure 20: Graph showing the progression of ERT ratio for the south and north wall, together with cumulative snowmelt at 
Moreppen. 26th of March 2010 is used as background date, both for cumulative snowmelt and ERT ratios.  

Different de-icing chemicals were applied to the two walls on the 26th of March; KFo on the 
north wall and PG on the south wall. The inactive tracer Br- was applied to both walls. PG 
does not affect conductivity while both KFo and the tracer Br- does (Bastani et al. 2010). This 
most likely explains the difference in ERT ratio between the walls where it is seen that the 
north wall has a far higher increase in ERT ratio than the south wall. The ERT ratios for the 
south and north wall both show increasing response compared with the trend in cumulative 
snowmelt. Changes in ERT ratio for both walls start to increase before the most intense 
snowmelt starts on the 30th of March. It has been found that these de-icing chemicals are 
concentrated in the first flush of infiltrating melt water (French 1999). As the ERT ratio 
increases prior to snowmelt, it suggests that de-icing chemicals and tracer may cause an early 
melt which infiltrates the soil and possibly an earlier start of the snowmelt than in the 
undisturbed area. Studies from OSL have shown that de-icing chemicals have melted out of 
the snow, even at -10 oC (Øvstedal & Weiden 2007).  
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The increase in north wall ERT ratio peaks at 4.8 on the 14th of April compared to south wall 
which peaks at 2.3 on the 16th of April. The timing corresponds to the last days of snow cover 
at Moreppen (Figure 13) implying that this is the point of highest infiltration of water and 
chemicals. The south wall ERT ratio decreases slightly compared to the decrease in the north 
wall ERT ration, and then levels off after 16th of April while the north wall ERT ratio 
decreases from 4.8 to 2.3. This difference could indicate degradation of KFo in the soil 
profile. As the Br- tracer does not react with soil and the concentration will remain constant 
and the infiltration of melt water should be the same at both walls; the difference in signal 
between the south and north wall is most likely explained by concentrations of KFo. 
Removing the difference in ERT ratio between the walls should give an indication of KFo. 
Degradation of de-icing chemicals can cause local regions of reducing conditions which leads 
to iron and manganese to oxidize; hence decrease the resistivity. This effect might also be 
seen in the drop in ERT ratio. After snowmelt it has been found that tracer and water is kept at 
constant depth by capillary forces in the Moreppen soil throughout summer due to evapo-
transpiration exceeding precipitation. The water and chemicals are pushed further down the 
profile after autumn rain (French 1999). It is seen in pore water data from suction cups 
(Figure 23) that the plume of water and tracer stops at one depth and stays here the rest of the 
measuring period. The trend of levelling off might in ERT ratio after the snowmelt period be 
caused by this effect. If the difference in ERT ratio between the north and south wall are due 
to KFo concentrations, then a following decreasing trend during the summer would be 
expected for the ERT north wall until it reaches the same level as the south wall, assuming 
similar infiltration patterns and depths of the two walls. Experiments on KAc at Moreppen 
have shown half lives of between 7 and 50 days with variations due to differences in soil 
temperature, initial concentration of contaminant and previous contamination history of the 
soil (French et al. 2002). Potentially, a graph like this can give some indication of degradation 
of KFo if the effect of it on ERT results is known.  

Seen from this, a simple ratio calculation of the mean apparent resistivity measured gives 
valuable information about the infiltration and possibly the fate of chemicals in the profile. 
The temperature logger stopped working during June, and is the reason why only these dates 
are included here. A very simple temperature correction was carried out on the ERT ratios 
were a temperature average for the whole profile was applied. This is of course a big 
limitation; however, exclude most of the effect of temperature.  

The pore water EC for the north wall was not ready by the time this thesis was written, hence 
only south wall pore water EC has been looked at in this thesis. As PG does not affect 
conductivity, the changes in pore water EC is likely due to changes in Br- concentrations. 
Comparing changes in the ERT ratio for the south wall and change in pore water EC (Figure 
21) shows less correlation than expected. There are two peaks in change in pore water EC, on 
the 16th of April and the 26th of April. The first peak corresponds to the peak in ERT ratio, 
although not as great increase in change is seen. There is a drop in pore water EC on the 4th of 
April below the initial concentration. This could be due to two measurements of high EC at 
the bottom of the profile on the 29th of March, suggesting left over Br- from the previous 
experiment during the snowmelt 2009. These few high EC spots disappeared by the next 
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measurement on the 1st of April. This can have affected the ratio calculation. However, the 
ERT ratio also would have measured these “leftover” tracers but is not seen in the ERT ratio 
calculation. Comparing the change in ERT ratio with pore water EC, the ERT must be mainly 
affected by increased water content rather than the pore water EC. The conclusion was made 
by Hardbattle (2001) that Br- concentrations account for little of the change seen in ERT 
measurements from a tracer experiment carried out in 2001 at Moreppen. The effect of piston 
flow might also be causing this result in the ERT ratio where old water is pushed to further 
depths by new infiltrating water. The pore water EC only shows the infiltrating tracer while 
the ERT ratio also measures the movement of piston flow. 

 

Figure 21: Graph showing change in average ERT measurements (bulk resistivity) and change in suction cup measurements 
(pore water resistivity). The background dataset used is 29th of March 2010. 

There are weaknesses in the suction cup data which might cause it to not be as reliable. There 
are only 38 suction cups, giving few data points compared to ERT measurements. The data 
was interpolated to give values for all suction cups and this might remove the effect of 
preferential flow down the profile, as values were calculated for suction cups without samples 
for each day based on neighbouring cups. This interpolation had to be done due to the fact 
that not all suction cups collected water every day and some never collected water. There 
might be limited water available in the soil profile and some suction cups might be damaged 
or exposed to weathering after being in place in soil for over 15 years. The applied suction by 
the vacuum pump was set to a fixed value of 0.15 bar, where in 2009 it was set to 0.03 bar 
(Eggen 2010). Before 2009 it was linked to the tensiometers to vary with the natural suction 
through the soil profile (Elkin 2011). A low suction should be applied to minimise the effect 
of on the natural infiltration patterns in the soil. The reason the vacuum pump was set to a 
fixed suction was due to tensiometers in the profile not working properly. Langsholt et al. 
(1996) showed that the natural suction at 1 m is around 0.15 bar at Moreppen but lower higher 
up in the profile. The applied suction might have influenced the natural flow in the top of the 
profile. 

5.3.5 Infiltration patterns seen from ERT inversions 
The benefit of time-lapse inversions is that changes which remain constant will not appear, 
such as sedimentary structures, and the focus will be on changes due to water content, pore 
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water EC and temperature. Two different background datasets were used for time-lapse 
inversions during this project, both 22nd of March and 6th of October. Here only the time-lapse 
inversions where changes in resistivity against 22nd of March are shown (Figure 22). The 
dataset 6th of October was initially used as background dataset since these datasets had less 
reciprocal errors compared to most datasets from March. However, as the time-lapse 
inversions are not temperature corrected, much of the change here might be due to 
temperature. To minimize the effect temperature will have on the time-lapse, the inversions 
up until the 16th of April are shown; where soil temperatures were seen to be fairly stable 
(Figure 10). The time-lapse inversion for the south wall can be compared to the pore water EC 
measurements from suction cups. The left column (a) is time-lapse inversions for the south 
wall, and the middle column is the north wall (b). Both in the scale of change in resistivity 
where blue indicates decrease in resistivity from 22nd of March, green is no change in 
resistivity and red is increase in resistivity. The right column (c) is the pore water EC from 
suction cup measurements plotted as log resistivity. The pore water images have a square 
drawn on to indicate the region of the locations of suction cups in the south wall where the 
first suction cups are at 0.4 m and the last row at 3.1 m depth. There is also one suction cup at 
4.5 m not included in the square on the image. Not all suction cups had water samples each 
day and these were interpolated to give 38 measurements. The rest of the profile is 
extrapolated based on the 38 measurements. (Position of suction cups in Appendix I). This 
highlights the uncertainty involved in the extrapolation of the data to fit the same grid as the 
ERT data. Some datasets due to poor ERT data have been left out and not all dates coincided 
with measurements from both ERT and suction cups and those were left out as well.   
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Figure 22: Images of time-lapse inversions for a) the south wall and b) the north wall. The background dataset is the 22nd of 
March, prior to tracer applications. C) is the pore water resistivity interpolated from suction cups from the south wall. The 
images illustrate the soil profile between the boreholes. The pore water resistivity images have a square indicating the region 
containing 37 of the 38 suction cups.  

5.3.5.1 Comparing south wall and north wall time-lapse inversions 
Suggested from Figure 19, changes in resistivity will be more visible on the north wall than the 
south wall during the period of interest, likely due to the application of KFo on the north wall. 
The time-lapse inversions (Figure 22) for the 26th of March are relatively green, implying less 
change in resistivity between the 22nd to the 26th of March. A region of decreasing resistivity 
is visible in the centre of the profile on the 26th of March on the north wall profile, suggesting 
that there is already infiltration taking place by the time the tracer experiment started. From 
the inversion, it seems the infiltration is already down to 1 m at the centre. French and Binley 
(2004) found in a previous study at Moreppen that infiltration started before the soil 
temperature reached above 0oC, which would suggest that fluid water bypasses zones of 
frozen water. This is suggested from these results as well and due to the fact that no de-icing 
chemicals were applied in their study, this effect might be larger in this study. Eggen (2010) 
also found differences in water equivalent snow cover changes between the south wall and 
north wall during the snowmelt in 2009 at Moreppen. She, however, concluded that with this 
was most likely due to human measuring error. From the time-lapse inversions it seems that 
there could be a difference in start time of melt between the two walls. Another explanation 
could be that the applied de-icing chemicals caused the snow to melt already by the time ERT 
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measurements were carried out on the 26th of March. De-icing chemicals have been found to 
melt out of snow packs (French 1999) and this could be what is seen here, especially at the 
north wall. However, 1 m depth seems far for infiltration due to de-icing chemicals on the 
first day. PG and KFo were applied to the same wall in 2009 as in 2010 and a hypothesis 
could be that KFo melts out faster from snowpack than PG does.  

By the 29th of March, a region of decreasing resistivity is also seen in the south wall profile 
down to 1 m depth and 2 m depth in the north wall profile. Infiltration capacity of soil is 
known to increase as a consequence of increased water saturation of the soil (Kitterød 2008) 
and here a possibly early infiltration caused by de-icing chemicals increases the following 
capacity. The regions of decreasing resistivity, as well as being the new infiltrating water, can 
also be combined with the effect of piston flow, where new infiltrating water pushes old water 
down. The groundwater depth is measured to be at 4.9 m on the 30th of March (Figure 9). 
There is a horizontal green layer, indicating no change in resistivity, at the bottom of the north 
and south inversions on the 1st of April which corresponds well to the presence of 
groundwater. The groundwater is expected to not change much in resistivity and would 
therefore be expected to appear as green. The regions of decreasing resistivity which is likely 
to be caused by the infiltrating plume of melt water and chemicals is seen to have moved 
down the profiles by the 1st of April, to 1.5 m in the south wall profile and about 2.5 m in the 
north wall profile. Eggen (2010) also found differences in the vertical centre of mass of Br 
between the north and south wall during the snow melt period 2009. She found the vertical 
centre of mass to be 30-50 cm higher in the south wall profile compared to the north wall 
profile. From the ERT inversions here, 1 m difference is suggested. However, previous 
infiltration experiments carried out at Moreppen have not shown any difference in transport 
between the two walls (French 1999) and it is therefore thought that differences in soil 
physical parameters between the walls are unlikely. The differences might be due to 
variations in snow cover and infiltration patterns due to ice formations. The region of 
decreasing resistivity, which is suggested to be the front of melt water and chemicals 
infiltrating as well as piston flow, is shown to be closer to purple (0) than the same bluer 
region discussed in the south wall. This is likely due to the application of KFo at the north 
wall infiltrating which is conductive in contrast to PG which is not at the south wall.  

The region of decreasing resistivity stays at a level of 1.5 m in the south wall profile until the 
4th of April while in the north wall profile it appears at 3 m by the 4th of April and stays at this 
depth until the 7th of April. The region of decreasing resistivity at the north wall seems to be 
more biased towards the left of the profile compared to the south wall where it is located in 
the centre. The south wall ERT inversions shows a decreasing resistivity region down to 2 m 
depth by 7th of April and is here seen to be biased towards the two sides of the profile. At both 
walls the lowest point of the regions of decreasing resistivity are seen to be down to 3.5 m by 
the 14th of April and 4 m by the 16th. A small region of green is seen at the top right of the 
south wall profile on the 14th and 16th of April, suggesting that the top of the profile is starting 
to dry up or could be due to the effect of temperature. The region of decreasing resistivity is 
suggested to be the infiltration of water and conductive chemicals combined with piston flow. 
The depth suggested by the inversions for stagnation of this front might correspond to the 
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dominant sedimentary layer appearing to have higher resistivity, at 3 to 3.5 m in the north 
wall profile and 1.5 to 2 m in the south wall profile. Flow of water might be slower through 
these layers. Kitterød (2008) found that funnelling of water flow was caused by a low 
permeability dipping layer. He found that a low permeable dipping layer gave a relative 
increase in water saturation above the layer and a relative decrease beneath it. Focused 
infiltration flow has a major impact on the flow velocities as hydraulic conductivities vary 
non-linear to water saturation. Residence time of water in the unsaturated zone increases with 
the presence of a low permeable dipping layer. However, he also found that if the first arrival 
of tracer to the ground water is of interest then this is always faster if there is a dipping low 
permeable layer in the flow domain. The presence of coarse grained layers might be affecting 
the water flow in this case. Hillel and Baker (1988) found that a wetting front will not 
penetrate into a coarse-textured soil from a fine-textured layer until the suction at the 
interlayer falls to a water entry suction which is characteristic of the sub-layer and this might 
be explaining what is seen in the inversions. 

The groundwater level which is measured to increase from 4.9 m up to 4.6 m over the same 
period, is neither seen in the inversions for the south nor the north wall. Instead, a region of 
increasing resistivity is seen to develop in both profiles, pushed down by the moving 
infiltration plume. This was not expected. Temperature is stable at the deepest measuring 
point at 2.4 m (Figure 11) therefore it is assumed that the temperature of the groundwater is 
stable during this time and is not to be the cause of increasing resistivity in this region. One 
explanation could be that there was leftover tracer, degradation products or associated ions 
such as iron or manganese, from the previous experiment in 2009 still present on the 22nd of 
March and that this is pushed downwards by the new plume. The presence of left-over tracer 
and de-icing chemicals are supported by the vertical centre of mass from EC, PG and Br- 
which are all found to be at 2 m on the 29th of March and shift to 0.4 m by the 1st of April 
(Eggen 2011). Maybe tracer soluble in the groundwater, or the presence of other ions from 
previous infiltration experiments have a greater affect on the ERT measurements than the 
tracer moving through the unsaturated zone.  

The time-lapse inversions do not suggest preferential flow through the profile; the infiltration 
seems to have been a fairly uniform front. There have been several tracer experiments and 
model simulations at Moreppen, all suggesting preferential flow through the unsaturated zone 
(e.g. French et al. 1995; French 1999; French et al. 2002; Søvik et al. 2002; Kitterød 2008).  

The heterogeneity of snowmelt infiltration which has been seen at Moreppen during previous 
studies is not visible either. The ERT survey done by French and Binley (2004) study 
suggested that infiltration during the early stages of snowmelt is localised by 
microtopography and melt water is thought to be infiltrating through small portions of the 
surface area. This heterogeneity of infiltrating water is not seen in the inversions. The 
inversions suggest a front moving across the whole profile, both in the south and north wall. 
This does correspond to the air and soil temperature (Figure 12 and 13) which suggested few 
cycles of thawing and freezing than previously seen at Moreppen and could have resulted in 
more homogeneous infiltration pattern. This is the first time at Moreppen that ERT has been 
used to monitor infiltration of degrading chemicals which were applied over the entire surface 
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above the walls of the lysimeter trench instead of a point source. This could be an explanation 
for seeing a front rather than a plume previously being described. From the individual 
inversions of the north wall (appendix IV) some preferential flow is suggested. However, it is 
difficult to draw conclusions based on the individual inversions.  

Since the pattern of heterogeneous infiltration and preferential flow were observed in previous 
experiments, this was expected. The inversions were run with high data weight error (10%) 
and it is possible that this smoothes the anomalies which would suggest preferential flow. The 
time-lapse inversions also had data with higher than 10% reciprocal error removed and due to 
the high percentage of data with high error, some of the inversions are based on less than half 
the original data due to the background dataset from 22nd of March for both walls contained a 
high number of data with high reciprocal error. The time-lapse inversions would be more 
accurate with a better quality background dataset as the inversions would be based on more 
data with less error.  

5.3.5.2 Comparing ERT time-lapse inversions with pore water EC measurements 
In the case of the south wall, the time-lapse inversions can be compared to pore water EC 
collected by suction cups in the lysimeter trench (Figure 24). The two chemicals applied on 
the south wall were Br- tracer and PG where only Br- is conductive; hence changes in 
resistivity in the pore water collected by the suction cups is thought to be mainly Br-. The pore 
water EC data, given in log resistivity, suggests slight bypass flow in the first day of 
measurements, 29th of March, where lower resistivity of about log 2 Ω m is seen at two 
suction cups at 0.9 m. The infiltration suggested in the time-lapse inversion does not show 
bypass flow. From the suction cup measurements, the plume seems stagnant at 1 m depth 
until the 9th of April, though the lowest resistivity values,  of log 2 Ω m, shift from the right 
hand side on the 2nd of April to the left by the 3rd of April and back to the right by the 12th. 
This pattern is not seen in the inversions. Here the infiltration is suggested to be a front 
moving over the whole profile. The difference might be due to poor sensitivity of the ERT 
measurements in the middle of the profile or due to the interpolation of the suction cup data. 
Both ERT and suction cup data show a stagnation of the suggested infiltration for the same 
duration, although at slightly different depths. This could be due to the limitation of resolution 
of suction cups or that water travelled slightly further due to piston flow of old water in the 
profile than the Br- tracer picked up by the suction cups. However, Br is thought to not have 
any retardation in the soil profile (French 1999). By the 12th of April low resistivity of log 2 Ω 
m is measured by suction cups at 1.4 m and 1.9 m by the 16th of April. There seems to be a 
dilution effect with lower resistivity with depth over time. The difference in depth between 
the ERT inversion and the suction cup images is supported by the vertical centre of mass 
calculations of EC, Br- and PG. They showed that the Br was transported to a depth of 1.3 m 
by the 16th of April, the end of the snow melt period and levelled off at about 1.5 m after this. 
The PG vertical centre of mass is at 1.6 m depth by the same date but shows further 
infiltration down to 2 m by June which is deeper than both the EC and Br- vertical centre of 
mass (Eggen 2011). Water and PG are therefore suggested to be transported further than total 
EC. The transport of both water and PG might be piston flow of water and left over PG from 
experiments in 2009. 
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It was found by French et al. (2002) that the depth interval with largest changes in 
conductivity was between 0.5 and 1.5 m explained by flushing of tracer through thawing of 
the surface soils. A more uniform distribution of larger conductivity values were seen near the 
surface. Here the depth interval with greatest change in resistivity from the beginning of 
snowmelt is suggested by the ERT inversions to be from the top of the profile down to 1.5 m 
in the south wall profile and 3 m in the north wall profile. Differences between previous years 
could also be due to the variations in infiltration patterns and snowmelt each year. The 
vertical centre of mass for Br- was found to be deeper in 2010 by the end of the snowmelt 
period at 1.5 m depth (Eggen 2010); however, a bypass flow in 2001 caused the vertical 
centre of mass to be at 1.6 m depth already half way through the snowmelt period and the 
resulting vertical centre of mass was at 1 m depth by the end of the snowmelt (French et al. 
2002). 

5.3.6 Quantitative interpretation of the ERT measurements for the south wall 
Conversions of ERT images (Figure 23 a) were carried out using Archie’s law (Equation 40) 
to calculate saturation (Figure 23 b) and Yeh’s formula (Equation 39) to calculate water 
content (Figure 23 c) for all the selected datasets from the south wall and can be seen in 
appendix III and a chosen example is seen in Figure 23. Full saturation is when percentage 
water content equals porosity; hence the scale of estimated water content (c) is set to 35% as 
this is the water content at full saturation with the estimated porosity (0.35) used to calculate 
the saturation level (b). The general trend in these images is that saturation level is estimated 
to be lower than that equivalent to water content.  

 

Figure 23: Images illustrating the interpretation of the ERT inversions for the 29th of March 2010 where a) is the ERT 
inversion in log resistivity scale b) is estimated saturation from 0 to 1 and c) is the water content in percentage. 

It is difficult to draw quantitative conclusions based on qualitative images and compare to 
other measured water contents; hence the estimated water contents calculated from ERT data 
and pore water EC from suction cups were averaged for depth intervals of 0.5 m from the 
pixel values of the images. This can be compared to moisture content measured at Moreppen 
during the snowmelt period in 1994, using a neutron moisture probe (Langsholt et al. 1996) 
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(Figure 24). In 1994, three neutron moisture pores were used to measure moisture content; 
here the results from N-12 is included as it is the neutron moisture probe located closest to the 
lysimeter trench (Seen on map in Appendix II). Neutron moisture probes measure total water 
content in contrast to TDR were only liquid water in measured. The snowmelt periods in 2010 
and 1994 both started in the end of March with the most intensive period during April. The 
two equations, Archie’s law and Yeh’s formula, are not parallel, linear relationships and give 
various results for water content. Yeh’s formula (a) seems to be somewhat overestimating 
water content but shows the same shape as that measured in 1994 (c). Archie’s law (b) on the 
other hand show similar values at the top of the profile while seems to underestimate the 
water content in the bottom of the profile. The three graphs show similar shapes, where the 
general shapes of the curves are highest water content in the first 0.5 m and at about 4 m and 
downwards, likely due to the groundwater. Yeh’s formula (a) is more similar to the measured 
results in 1994 (c) than Archie’s law both when comparing regions of highest and lowest 
water content and dates in which they occur.  

Comparing the two estimates for water content in a) and b), the general shapes with relatively 
high water content at the top 0.5 m is seen in both. However, these measurements are seen to 
be on different dates, where 37% is seen in a) to be on the 14th of April which is the last day 
of snow, while 40% in b) is on the 1st of April which is early in the snowmelt period. The 
lowest water content at the top 0.5 m are 21.5% in a) on the 15th of May which is after the 
snowmelt period and 19% in b) on the 7th of April. The lowest water content measured in 
1994 (c) at the top of the profile is seen to be the 25th of March at about 20%, before 
snowmelt in 1994, corresponding to what is seen in b) in 2010.  The highest in 1994 at the top 
of the profile is 27% on the 28th of April.  

Both estimated water contents from 2010 a) and b) show an increase in water content again at 
4 m, around the location of groundwater; however a) shows a greater increase here than b) 
from 30% to 47% on the 29th of March which is the first day of measurements to the 16th of 
May which is around the last day of snowmelt. In b) the increase in water content increase 
from 17.5% to 26.5% on the 1st of April to the 16th of May. This supports the idea of 
groundwater recharge from the snowmelt, where groundwater level rises during the snowmelt 
period and increases the average water content estimated in this region. The measured water 
content in 1994 (c) is seen to stay at about 30% at 5 m depth on all days during the snowmelt 
period. There is also a drop in water content from 4 to 4.5 m in the estimated 2010 water 
content data. Both of these observations might be due to the poor resolution in the ERT data 
at the centre-bottom of the profile and pore water EC data is here only based on one suction 
cup. Both graphs of estimated water content (a and b) show a drop in estimated water content 
at 2.5 m and 3.5 m and this might suggest layers which hold less water at 2.5 m and 3.5 m 
which could correspond to the two layers of coarse gravel (Figure 16). The complexity of the 
unsaturated flow system through this profile is illustrated by all three data sets. It seems like 
deeper parts of the profile is wetted before overlying layers.  
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Figure 24: Graph showing a) the estimated water content (%) using Yeh et al. (2002)’s formula (equation 39) b) estimated 
water content from Archie’s law (equation 40), where both a and b are calculated from ERT and pore water EC data with 
depth (m) of soil profile between boreholes for the snowmelt period 2010. Average pixel values are calculated for intervals of 
0.5 m. c) is the measured moisture content by Langsholt et al. (1996) using a neutron moisture probe at Moreppen during the 
snowmelt period 1994. The location of the neutron moisture probe (N12) can see seen on the map in appendix II.  
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There are quite some differences in the estimated water content from the two formulas used in 
a) and b). B) is seen to follow the trend of the measured data from 1994 (c) better than a). The 
differences between the estimated water content and the measured water content might be due 
to the generalization involved in averaging pixel values from the images in intervals and 
possibly due to the temperature correction and the difference between a) and b) is likely due 
to the uncertainty in estimated porosity used in Archie’s law. There are some uncertainties 
involved in the interpretation calculations carried out for water content using Yeh et al. 
(2002)’s formula and Archie’s law. The constants used in this case were estimated by Forquet 
(2009) for the soil at Moreppen and were obtained through experimental calibration 
procedures with variability around the calibration line. Calculating saturation also depends on 
the value chosen for porosity. Here an average value was used; however, this was shown by 
Pedersen (1994) to vary for the different sedimentary layers. The formula from Yeh et al. 
(2002) assumes no change in pore water EC and this is not to case here, hence an adapted 
form of their formula was used. This might not be appropriate. The ERT data has poor 
resolution in the middle of the profile as shown by the sensitivity plots which makes the 
calculations of the data in the centre less reliable than by the boreholes. The smoothing in the 
inversions will affect sharp boundaries in the sub-surface. The pore water resistivity data is 
only based on 38 measurements, which have been interpolated for missing data points and 
extrapolated to the same profile as the ERT data. Forquet (2009) did not specify which 
temperature he used when finding the fitting parameter for Archie’s law and Yeh’s formula. 
The equivalent temperature at which these fitting parameters are measured should have been 
used. The presence of frozen water in the soil profile might also have an unknown effect on 
the estimations of water content and saturation.  

Using the pixel values to calculate change in water content and saturation did not give 
satisfactory images; hence the change per day for the whole profile was considered and 
compared to change in TDR measurements and cumulative snowmelt (Figure 25). Looking at 
change in saturation removed the uncertainty of porosity. Estimating the change in water 
content and saturation for the whole profile based on ERT measurements and average pore 
water resistivity from suction cups involve the limitations of imperfect inversions where each 
pixel is weighted equally and might not be the case especially for the suction cup data. 
However, illustrates the general trend in response of the soil system to snowmelt infiltration.  
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Figure 25: Graph showing calculated cumulative snowmelt (mm), change in saturation and water content estimated from 
ERT data and pore water EC for the soil profile between the boreholes (0-5 m depth) and change in water content measured 
by TDR at 30 cm for the south wall. Cumulative snowmelt has start date 26th of March 2010 and the changes are compared to 
29th of March 2010. 

The change in water content measured by TDR has been used for the comparison with the 
estimated water content and saturation, due to the possibility of drift in the TDR data as it has 
been placed in the field since 2005 (French 2011). Estimated change in saturation is lower 
than change in water content and this is the trend seen in the converted images and is likely 
due to limitations within the calculations and fitting parameters. There were no available pore 
water EC data for the 26th of March, hence 29th of March is used as background date. This 
means that changes are calculated compared to the infiltration already taken place by the 29th 
of March. TDR measurements are made with 30 cm long probes. Some of the change in TDR 
measurements are less than one and hence do not appear in Figure 25. The reason to set the 
primary y-axis to one is to better compare the data to cumulative snowmelt on the secondary 
y-axis. However, the same TDR data is seen in Figure 26.  

There are noticeable differences between the change in water content measured by TDR and 
estimates through ERT and pore water EC (Figure 25). Changes in measured water content 
from TDR are seen to increase before snowmelt up to 1.25 change. As temperature at this 
depth is measured to be below freezing, change in water content is likely infiltrating water 
rather than pore water melting. TDR only measure liquid water. The change in estimated 
water content also increases prior to cumulative snowmelt while change in saturation lags 
behind but both show a steady increase. Estimated water content peaks on the last day of 
snow cover on the 16th of April at 1.6, while estimated change in saturation drops on this day 
and peaks later on the 19th of April at 1.53. There is a stagnation of cumulative snowmelt 
between the 6th and 9th of April but the affect of this is not seen in either the change in 
saturation or change in water content where a steady increase in change is seen. TDR 
measurements on the other hand show constant change in water content, at 1.2, after the initial 
peak on the 1st of April. After the snow has melted, both estimated saturation and water 
content show a general decreasing trend. However, neither estimates drop back to the 
background level as is seen in the TDR measurements. This is most likely due to TDR only 
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measuring the top 30 cm of the profile while the estimates are for the whole profile down to 5 
m and therefore include the recharge of the groundwater which takes place during the snow 
melt period. 

 

Figure 26: Graph showing change in water content measured with TDR at 30 cm, and estimated change in water content 
using ERT and pore water EC data from pixel values in the depth 30cm. Changes are compared to 29th of March 2010 as 
background. 

The estimated change in water content from ERT data and pore water EC for the top 30 cm 
have been compared to measured water content at Moreppen from TDR data (Figure 26) to 
better match the TDR measurements and the estimates at the same depth. The TDR data 
suggests a fairly stable increase in water content during the snowmelt period, followed by 
drying of the top soil in late April. The estimated change in water content on the other hand is 
seen to be more variable. The initial increase at the start of snowmelt is also seen, and there is 
a general increase towards 16th of April, peaking at 2, when all the snow has melted. The 
estimated water content from ERT and suction cup data shows little correlation with the TDR 
measurements. One possible explanation is that the chemicals applied to the snow cover can 
have had an effect on melting of the snow, compared to the TDR readings were no chemicals 
were applied. However, it might be that averaging pixel values might not be a suitable way of 
viewing the change in water content at 30 cm, especially considering the fact that the first 
suction cups are located at 40 cm and extrapolated to this depth.  

5.3.7 Change in saturation images 
The time-lapse inversions shown in figure 22 give resistivity at the specified date with respect 
to the background date, 22nd March. The change in resistivity in these images is a function of 
water content, solute and temperature. As the soil temperature until the 16th of April, is 
measured to be stable, temperature is thought not influence bulk resistivity and the remaining 
effect on resistivity is thought to be change in water content and solute. Looking at the change 
in saturation, the porosity is assumed fixed and the uncertainty from using an estimated 
porosity value is removed. Porosity is assumed fixed as it is unlikely to change changed over 
the measuring period. Using equation 34 the time-lapse inversion pixel values were converted 
to change in saturation. Pore water EC data from suction cups were not measured prior to the 
tracer experiment, hence 17th of September 2010 was used as background. Due to the many 
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uncertainties involved in calculating the saturation change based on time-lapse inversions, the 
images (Figure 27) are shown here as suggestions to be done in the future. However, 
converting them as shown here will still give an indication of the change in saturation.  

The images show change in saturation were green indicate no change between background 
date and date of interest, red is increase in saturation and blue is decrease in saturation (notice 
inverse colours compared to Figure 22). The uncertainties involve the fact that the time lapse-
inversions are not temperature corrected, and that 17th of September was used as background. 
The pore water conductivity was very low for this date; with measurements of about 4 µS/cm 
near the surface. This is far lower than conductivities in March and might explain why the 
regions seen in Figure 22 to have high pore water EC are calculated to have a decrease in 
saturation here. The correlation loss of data at regions with low sensitivity is also an 
uncertainty here making the use of time-lapse inversions less reliable for conversions. 
Calculating the change in saturation will indicate which changes in ERT data observed are 
due to water infiltrating and piston flow and which are due to tracer and de-icing chemicals. 
From figure 27 it is seen that the very distinct front from the time-lapse inversions are not as 
dominant anymore.  

 

Figure 27: Images showing calculated change in saturation in the soil profile between the boreholes. It is calculated using 
22nd of March 2010 as background ERT and 17th of September 2010 as background for pore water conductivity. Dates are 
given above figure. The scale is change hence green implies no change, blue is decrease and red is increase in saturation. 
Notice the inverse colours compared to figure 22.
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6. Conclusion 
In this thesis, cross-borehole ERT surveys have been used to investigate the infiltration of 
tracer and de-icing chemicals during the snowmelt period 2010. Data was collected from the 
north and south wall of the lysimeter trench at Moreppen, close to Oslo Airport, 
Garderomoen, OSL. The ERT inversions were compared to pore water EC measurements 
from suction cups in the south wall of the lysimeter trench. The individual inversions were 
temperature corrected and those from the south wall were converted to images of saturation 
and water content and compared to previous finding at Moreppen to validate the conversions.  

There are still challenges using cross-borehole ERT when working with a frozen soil system 
and these were seen in this study. There was a high noise level in the data, requiring high 
removal of data points and running the inversions with a high data weight error to allow the 
inversions to converge. This is most likely due to the weak electrode contact with coarse 
grained sand and the back-filled sand in the boreholes after construction, especially when the 
soil is frozen. It also seems that the distance between the boreholes is too great for good 
resolution of the data in the centre of the profile. Plotting sensitivity maps proved to be 
helpful to select the most appropriate mesh.  

The ERT method is shown to be a helpful method to view infiltration patterns and subsurface 
structures at a small-scale up to a few meters. The individual inversions showed subsurface 
structure. The infiltration of melt water and conductive chemicals was clearly seen in the 
time-lapse inversions, although the method did not show exactly the same patterns as pore 
water EC measured by suction cups in the lysimeter trench monitoring the same infiltration on 
the south wall. The depth difference is likely due to resolution differences and to water being 
transported to depths which are only measured by ERT. Preferential flow patterns in the 
unsaturated zone and heterogeneous snow melting, as observed in previous experiments were 
not as clearly visible in the data presented here. Although preferential flow might not be as 
visible with this method, the topographical difference within the area of OSL is greater and 
infiltration will be therefore more focused, and from the results presented here ERT has the 
potential to locate this. There was a clear difference observed in the ERT inversions between 
the infiltration of PG which is not conductive and KFo which is conductive. ERT surveys 
might therefore be a more suitable method for monitoring KFo. Simple ratio calculations 
using average values of bulk resistivity is seen here to have the potential to give valuable 
information over time. Combining cross-borehole GPR surveys carried out at the same profile 
using “joint inversions” discussed below in section 7, has the potential to improve the 
inversions.  

Conversions of ERT inversions to water content using Yeh et al. (2002)’s formula seems to 
give water content estimates within the expected range, although somewhat overestimated. 
The accuracy of using Archie’s law seems to be limited by the uncertainty of porosity 
distribution throughout the profile but might yield improved results when looking at the 
change in saturation when the uncertainty of porosity is removed by assuming porosity does 
not change over time. As it has been shown here that the water content can be calculated 
within realistic range of values, these conversions now offers the potential to convert bulk 
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resistivity from ERT to the change in solute resistivity in the unsaturated zone if combining 
ERT with water content measurements. This work highlights the importance of temperature 
corrections to remove the effect of temperature when converting resistivity to water content. 
The inversions were temperature corrected and the bulk resistivity seems to have been 
adjusted suitably. Sadly, the accuracy of the correction cannot be commented on from this 
work.  

Cross-borehole ERT survey is shown here to be a suitable method to be used for small scale 
experiments to look at water and solute transport through the unsaturated zone. The benefit is 
that cross-borehole ERT survey gives more realistic depth values compared to surface 
surveys. Depths of subsurface structures are therefore better estimated from this method. 
Acquisition geometry and survey design vary depending of site conditions and field 
experiments are therefore important to test these. As the data sensitivity is constrained to the 
area between the two boreholes, this is perhaps not the most appropriate method for 
monitoring large areas such as along the runways at OSL but could possibly be used to 
validate processes on a smaller scale and in combination with point measurements of e.g. 
water content and pore water electrical conductivity etc. Surface ERT surveying might be 
more suitable.  
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7. Future work 
It seems that the ERT boreholes are too far apart for good resolution in the centre of the 
profile, compared to earlier findings at Moreppen. The high number of non-reciprocating 
values in these datasets especially just before the snowmelt could indicate poor contact 
between the coarse sediments and the electrodes, especially in frozen soil. As seen in the 
sensitivity plots (Figure 15), the region of most interest at the centre top of the profile has 
poor resolution. This could be improved by including a row of surface electrodes between the 
boreholes to better monitor the changes at the surface. Another improvement would be to 
carry out two measurements each day with different electrode spacing and combining the 
results. Having smaller electrode spacing would improve the signal-to-noise ratio by the 
boreholes and larger electrode spacing would improve the resolution in the centre of the 
profile.  

The temperature correction was carried out on inversions rather than the raw data; hence the 
time-lapse inversions are not temperature corrected. The m-value used in the temperature 
corrections were taken from Hayley et al. (2007) and is assumed to be similar for the soil at 
Moreppen. The m-value should be found by laboratory experiments with the Moreppen soil 
for a better temperature correction. In the future, the raw ERT data should be temperature 
corrected. There are only temperature records down to 2.4 m from the trench. To be able to 
decrease the uncertainty within the temperature corrections, there should be thermistors at 
intervals down to 5 m.  

There might have been leftover tracer and associated ions with degradation products in the 
profiles from previous infiltration experiments. To be able to only follow the new infiltration 
plume, maybe only one wall of the lysimeter trench should be used, swapping between them 
each year.  

In this thesis there was unfortunately not time to run resolution matrices, only qualitative 
sensitivity plots of the ERT data. Resolution matrix gives quantitative information on the 
sensitivity of the ERT survey and this could be helpful considering the survey design. Day-
Lewis et al. (2005) used resolution matrices to evaluate the correlation loss of data and uses 
the resolution matrix to up-scale the conversion of inversions to water content at the pixel 
scale. This approach could be used with the data presented here to improve the conversions to 
water content and saturation.  

For both conversions of ERT data to water saturation and water content, the use of pore water 
EC from the suction cup data was used. The resolution of this data is quite poor as it is only 
based on 38 measuring points. To better assess the conversions, especially as the water 
content formula by Yeh et al. (2002) assume no change in pore water EC, ERT time-lapse 
measurements should be attempted on infiltration of only water where this assumption is 
correct. Jayawickreme et al. (2008) used another form of Archie’s law: 

 𝑺 =  �𝝆𝒔
𝝆
�
𝟏
𝒎        Equation 41 
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where S is the saturation, 𝜌𝑠 (Ω m) is the bulk resistivity at 100% saturation, 𝜌 (Ω m) is the 
measured bulk resistivity at unknown saturation and m is a constant. Here, the assumption of 
no change in pore water resistivity is also applied. However, it does remove the effect of 
possibly varying porosity. A simple laboratory experiment would have to be carried out to 
find the resistivity at full saturation. Again, the limitation of not being able to monitor the 
contamination would be present. The potential of this conversion in monitoring contamination 
is that if the water content in known, it would be possible to estimate the pore water resistivity 
using the initial form of Archie’s law. If the saturation level is known, the only unknown is 
the pore water resistivity and consequently changes can be investigated. This could be 
achieved by placing TDR probes horizontally into the lysimeter trenchwall and monitoring 
the water content of the same infiltration as the ERT, GPR and lysimeter. Leroux and Dahlin 
(2006) did a simple regression calculation between measured chloride concentration and 
conductivity of the groundwater and found that 100% increase in chloride caused 34% 
increased in groundwater conductivity. They concluded a similar relationship was expected in 
field measurements in sediments with no clay. A similar calculation is possible when the 
concentration of Br and KFo from the suction cups have been measured. Then it would be 
possible to estimate change in Br or KFo concentrations based on changes in ERT data, when 
water content is either assumed fixed or known (e.g. measured).  

For more accurate characterization of the subsurface, running joint inversions of different 
geophysical surveys has been proposed. This can improve the geophysical models and 
increase their usefulness in hydrogeological studies. (Linde et al. 2006). Geophysical inverse 
problems have varying resolution throughout the model; however, the variation in the 
resolution pattern differs for different geophysical techniques (Day-Lewis et al. 2005). 
Gallardo and Meju (2004) suggested a method of joint inversion of resistivity data and 
seismic travel time data and found that jointly estimated models gave superior models 
compared to separate inversions. They found a cross-gradient function between resistivity and 
velocity by assuming both methods sense the same underlying geology. Seismic data helps 
develop images of the sub-surface structures such as the sedimentary layers and groundwater 
level and this could be helpful in case where the ERT inversions shown in this thesis did not 
show fully the sedimentary structures. This might be improved by combining the inversions 
with seismic travel time data and changes due to infiltration of water and chemicals would be 
more apparent. Seismic refraction has not been carried out at Moreppen so this would be an 
addition to the data collection already in place. Linde et al. (2006) proposes a method of joint 
inversions of ground penetrating radar (GPR) with ERT data for cross-borehole surveys. GPR 
cross-borehole surveys are also carried out at Moreppen for the south and north wall of the 
lysimeter trench and it will therefore be possible to combine these two methods in joint 
inversions. GPR surveys have best resolution in the centre between the boreholes while ERT 
surveys have a better resolution close to the boreholes (Day-Lewis et al. 2005). 

The TDR probe at Moreppen is possibly drifting due to being placed in the field since 2005. 
Comparing TDR results and ERT qualitatively and quantitatively has been shown by Koestel 
et al. (2008) to be effective. TDR probes can also measure EC as well as water content and 
can therefore be compared directly to the ERT measurements especially when concerning 
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appropriate data error weighting and indirectly to converted water content values from ERT 
inversions.  
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9. Appendix 
Appendix I: Table giving the location of the suction cups in the south wall of the lysimeter trench at 
Moreppen 

Appendix II: Map showing the Moreppen research station (Langsholt et al. 1996). K-18 and 
K-20 are the drill core samples analysed by Pedersen (1994) and compared to the ERT 
inversions. Location of the groundwater well and the climatological station where air 
temperatures are measured are marked on the map. 

Appendix III: Figures from south wall where column a) is temperature corrected individual ERT 
inversions b) estimated saturation and c) is water content 

Appendix IV: Figures of temperature corrected individual ERT inversion of north wall 
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Appendix I 

The table gives the coordinates of the suction cups from the lysimeter trench at Moreppen for the 
south wall. X-coordinates are given as location 0 m being in the centre of the profile. 

South wall suction cup location (z and x coordinates): 

Suction cup 
number Depth (cm) 

Location 
(cm) 

1 -40 -49.5 

2 -40 -16.5 

3 -40 16.5 

4 -40 49.5 

5 -90 -66 

6 -90 -33 

7 -90 0 

8 -90 33 

9 -90 66 

10 -140 -82.5 

11 -140 -49.5 

12 -140 -16.5 

13 -140 16.5 

14 -140 49.5 

15 -140 82.5 

16 -190 -99 

17 -190 -66 

18 -190 -33 

19 -190 0 

20 -190 33 

21 -190 66 

22 -190 99 

23 -240 -115.5 

24 -240 -82.5 

25 -240 -49.5 

26 -240 -16.5 

27 -240 16.5 

28 -240 49.5 

29 -240 82.5 

30 -240 115.5 

31 -290 -66 

32 -290 0 

33 -290 66 

34 -310 -99 

35 -310 -33 

36 -310 33 

37 -310 99 

38 -450 -66 
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Appendix II 

Map showing the Moreppen research station (Langsholt et al. 1996). K-18 and K-20 are the drill core 
samples analysed by Pedersen (1994) and compared to the ERT inversions. Location of the 
groundwater well and the climatological station where air temperatures are measured are marked on 
the map. 
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Appendix III 

Figures from south wall where column a) is temperature corrected individual ERT inversions b) 
estimated saturation and c) is water content 
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Appendix IV 

Figures of temperature corrected individual ERT inversion of north wall 
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